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We report measurements of the compressibility of ramp compressed tantalum to a final stress of 2.3 TPa
corresponding to threefold volumetric compression. Using these data, we extended the experimental constraint
on the Ta cold compression curve by an order of magnitude in pressure. By combining the resulting data with
previous measurements of shock compression and ambient pressure heating, we construct an experimentally
bounded and thermodynamically consistent equation of state model for Ta which has 2% uncertainty in pressure

at 1 TPa. We therefore propose Ta as an in situ pressure scale for laser-heated static compression experiments
which were recently able to reach terapascal pressures and thousands of degrees Kelvin. Our new equation of
state of Ta is experimentally constrained at extreme pressures and temperatures relevant to a wide range of
planetary interiors and will allow for more accurate comparison between experimental measurements and theory

at extreme conditions.
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I. INTRODUCTION

Extreme pressures and temperatures can dramatically
change the structure, bonding, and mechanical properties of
materials. Indeed, coupling the laser-heated diamond anvil
cell (DAC) with in sifu x-ray diffraction techniques led to
numerous important discoveries ranging from novel mate-
rial syntheses [1,2] to understanding material properties at
planetary interior conditions above 100 GPa [3]. The recent
coupling of laser heating techniques with double-stage (DS-
DAC) and toroidal diamond anvil cells [4], where the sample
is compressed statically between two opposing diamonds with
culet sizes of ~20 um, now facilitates the study of novel
material behavior above 1 TPa (1 TPa = 10 million atm) and
several thousand degrees Kelvin. However, a key challenge
of such experiments is accurately determining the sample
pressure at elevated temperatures due to the lack of an exper-
imentally benchmarked high-temperature pressure standard.
In addition, noble metals have often been chosen as pressure
standards for room temperature static compression studies due
to their high x-ray scattering efficiency, simple crystal struc-
ture, and phase stability up to extreme pressures. However,
some have recently been shown to undergo structural phase
transformations at high temperature [5-9] and so may not
be suitable as standards at elevated temperatures. This means
that new candidate materials may be necessary for thermal
pressure standards at terapascal conditions.

Shock compression experiments, where the sample is com-
pressed discontinuously, can be used to provide absolute
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measurements of stress and density along a path known as the
Hugoniot (purple curve in Fig. 1). However, such compression
also generates significant heating, which means that the study
of solid matter is precluded for most materials above 0.2—
0.3 TPa. Conversely, laser-driven ramp compression provides
an avenue for high-pressure, low-temperature studies, mean-
ing that sample materials can remain in the solid phase at
extreme pressures and densities. The sample follows a com-
pression path close to the principal isentrope (blue curve
in Fig. 1). This technique was used recently to establish
high-accuracy pressure benchmarks for Cu, Au, and Pt to
beyond 1 TPa at room temperature [16,17]. However, such
measurements do little to bound the thermal components
of the equation of state (EOS), meaning that considerable
uncertainty still exists in the pressure P-density p relation
as a function of temperature 7. By combining experimen-
tal measurements which sample different thermodynamic
compression paths, the opportunity exists to develop an ex-
perimentally bounded EOS which is valid to extreme densities
and high temperatures relevant for double-stage DAC experi-
ments.

Tantalum is a material that exhibits remarkable phase sta-
bility up to extreme pressures and temperatures [18,19], has a
bee crystal structure, and has high x-ray scattering efficiency.
In this work, we present ramp compression measurements of
Ta up to 2.3 TPa and 53.0 g/cm?, representing threefold vol-
umetric compression. These measurements extend the exper-
imental constraints on the Ta cold curve by an order of mag-
nitude in pressure, which, taken together with previous ex-
perimental measurements under shock compression [19-25]
and isobaric heating [26], allows for the construction of an
experimentally benchmarked high-temperature EOS of Ta
at terapascal pressures. This model, which has uncertainties

©2023 American Physical Society
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FIG. 1. The temperature-pressure phase diagram of Ta. Recent
advances in static compression have enabled the study of matter
beyond 1 TPa at elevated temperatures (white dashed box). Laser-
driven ramp compression allows materials to be studied in their solid
form to extreme pressures close to an isentrope (blue line). Shock
compression achieves states along a thermodynamic path called the
Hugoniot (purple line). The ramp compression measurements pre-
sented here, in addition to previous experimental data sets, allow
for the construction of an accurate high-temperature Ta EOS far
beyond the conditions constrained previously [10-13] (orange box).
Temperature-pressure conditions similar to those found in planetary
interiors are now within the operating limits of our EOS (gray dashed
lines) [14,15]. The melt curve, density color map, and isochores are
outputs of our high-temperature EOS.

of 2% at pressures of 1 TPa, will serve as an accurate high-
temperature pressure standard for use in static compression
experiments.

EOS models consist of cold (7' -independent) contributions
and thermal pieces (accounting for ionic and electronic excita-
tions). Prior to the advent of high-pressure ramp compression
data, EOS models were constrained by fitting the cold contri-
bution to DAC data, the low-pressure part of the thermal terms
to thermal expansion (obtained from both ambient heating and
high-pressure, high-temperature DAC experiments) and spe-
cific heat measurements, and the high-pressure thermal terms
to shock Hugoniot data. However, there is a problem with this
strategy: It is generally not the case that DAC and shock data
exist over the same range of p for any material. Thus, when a
wide-range EOS model is desired, one is forced to extrapolate
the DAC-derived P q(p) to values of p beyond the static
high-P data themselves, so that the difference with the shock
data can be used to extract the thermal component. This leads
to uncertainties in the EOS which grow with both P and T,
as discussed in Ref. [27]. The addition of ramp compression
overcomes this difficulty by augmenting the DAC-derived

Peoa(p) at low p with additional P(p) data at higher p, into
(and even well beyond) the compression regime of single- and
double-shock data. These data lie close to an isentrope and
are therefore at significantly lower T than that of the shock
Hugoniot, as illustrated for Ta in Fig. 1. An added benefit is
that this locus of states samples solid-state compression and is
closer in T to the interior conditions of planets, leading to an
EOS model which is better constrained for these astrophysical
applications.

In this work, we use our Ta ramp compression measure-
ments together with existing isobaric and shock wave data
to make an accurate EOS model for Ta without appealing to
high-p extrapolations of P.q4(p). In so doing, we provide the
high-pressure science community with a more accurate stan-
dard for the determination of pressure at large compressions
and temperatures.

II. RAMP COMPRESSION OF TANTALUM USING LASERS

To directly constrain the cold curve up to multiterapascal
pressures, we ramp compressed Ta using the National Ignition
Facility (NIF). The experimental and analysis techniques used
in this work have been described elsewhere [14,16,17] and
are summarized here (for more information, see the Supple-
mental Material [28] and Refs. [29—40] therein). We used up
to 1.5 MJ of laser energy in 168 beams at NIF in a 30 ns
pulse to ramp compress Ta samples up to a peak pressure of
2.30 TPa. Laser intensity was incident on a gold hohlraum,
generating an x-ray bath which directly ablated the target
package mounted on an opening on its side [Fig. 2(a)]. The
target package consists of a Cu ablator and a four-step Ta brick
[Fig. 2(a)]. The ablation drive imparted an initial low-pressure
(76-117 GPa) steady shock on the Ta sample, followed by
a monotonically increasing ramp pressure wave. The gradual
nature of the compression ensures the Ta sample follows a
much cooler thermodynamic path relative to the Hugoniot and
thus remains in the solid phase up to extreme pressures (see
Fig. 1) [16]. The Ta sample consisted of four steps of thick-
nesses of approximately 91, 96, 101, and 106 um [Fig. 2(a)]
and a width of 200 um. A velocity interferometer system
for any reflector (VISAR) [42] was used to measure the free
surface velocity history Ugs(t) for each thickness [Fig. 2(a)]
during compression. The multistep nature of the target is
key, as the difference in wave arrival times at two different
sample depths allows for the absolute determination of the
Lagrangian sound speed as a function of particle velocity
Cp(up) [43]. By integrating Cy (u,,), we can extract the longi-
tudinal stress-density relation and the associated uncertainties
along a ramp compression path. Crucially, unlike EOS exper-
iments performed in a DAC, the data here do not rely on a
standard to determine the stress-density relationship.

The region of Cp(u,) below the initial shock state is ob-
tained using an EOS model for Ta [44] which is assumed
to correctly describe the isentropic release down to zero
pressure. C;, and its uncertainty oc, (1,) were obtained from
thickness and velocity versus time data by linear regres-
sion using errors determined by our measurement accuracies.
Figure 2(b) shows the Lagrangian sound speed versus particle
velocity for seven NIF experiments on Ta along with lo
uncertainties and the weighted average of these experiments.
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FIG. 2. (a) A temporally shaped laser pulse irradiates an Au
hohlraum which generates an x-ray bath and launches a gradual
compression wave into the stepped Ta sample. A spatially resolving
VISAR records the free surface velocity history from each of the four
steps (colored traces). (b) Ta Lagrangian sound speed versus particle
velocity for seven NIF experiments on Ta is shown with 1o uncer-
tainties. The averaged stress-density response is shown in black. Data
from previous laser experiments are shown for comparison [41].

Our data are in excellent agreement with previous laser-driven
ramp compression experiments on Ta [41]. Cr(u,,) and o¢, (1)
are integrated to obtain

Px=PH+poU cL,du,,} ()
Up H

-1
p= (wpy] ~[1/p0] x [ / ' dup/cL]) %)

P,

and

and their uncertainties
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Here, Py, py, and u, y are the pressure, density, and particle
velocity, respectively, associated with the initial shock Hugo-
niot state. Uncertainties are propagated through the integrals
linearly, rather than in quadrature, because they appear to
be strongly correlated rather than random. This method of
uncertainty propagation allows for the direct propagation of
experimental uncertainties.

We make several corrections to reduce the measured lon-
gitudinal stress o, to the isentropic pressure Pie,. First, the
thermal pressure associated with the initial shock state is ac-
counted for, reducing the stress density along the shock-ramp
path to a shockless stress-density path. The temperature at the
initial shock state is estimated by using a previous tabular
EOS of Ta [44], and the thermal pressure difference is ap-
PrOXimated as P, shock-ramp — L'shockless = ¥ 0 [Eth(Tshock—ramp) -
Ew(Ty)], where Ey, is the thermal energy at density p and
temperature Tipock-ramp along the shock-ramp path or temper-
ature 7 along the shockless compression path as determined
from the Debye integral and y is the Griineisen parameter.
The temperature along the shock-ramp path is determined
from integrating the thermodynamic derivative y% [45].
To relate the measured longitudinal stress to an equivalent
hydrostatic pressure we assume the von Mises criterion: o, =
Puoya +2/3Y (P), where Y is the yield strength. If a solid
supports strength at high pressure, the thermal pressure from
plastic work heating must also be accounted for. Plastic work
heating causes the pressure on the hydrostat to deviate from
the isentrope by Puyg — Pisen = ¥ 0 foex B dWp, where ¢, is the
natural strain log(p/pp) and B is the Taylor-Quinney factor,
which describes the fraction of plastic work that partitions into
the thermal energy of the system. Here, B is assumed to equal
1, which assumes all plastic work is used to heat the material
[46]. dW, is the plastic work heating. To make these cor-
rections and reduce our measurements of longitudinal stress
to isentropic pressure, we require a model for the Griineisen
parameter y (P), the plastic work heating dWp, and the yield
strength Yp (see Supplemental Material, Sec. C [28]). Figure 3
shows the percentage correction as a function of stress for
the deviatoric stress, plastic work heating, and initial shock
heating terms. The magnitude of the total correction when
reducing our ramp path to the principal isentrope is ~4% at
2.3 TPa (black curve in Fig. 3). To determine the pressure
along the 298 K isotherm or cold curve, one must subtract the
thermal pressure from the isentrope at the elevated tempera-
ture along the isentrope 7. For example, the pressure along
the 298 K isotherm, Prosx = Ps — y plEn(T;) — En(298 K)],
where Ey, is the thermal energy at density p determined from
the Debye integral. The thermal pressure difference between

and
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FIG. 3. The percent correction applied to reduce the measured
stress-density response to a hydrostatic pressure-density isentrope.
The total correction is ~4% at 2.3 TPa.

the isentrope and 298 K isotherm is calculated to be very small
(~5 GPa) at 2 TPa.

Figure 4 shows the determined stress-density relationship
of Ta up to 2.3 TPa, which was averaged from seven NIF
experiments (black dashed line; see Fig. S2 for data from in-
dividual experiments) and the resulting 298 K isotherm (solid
black line) [28]. The experimental uncertainties from stress
and density are combined into a standard uncertainty in stress
calculated from

00y 2
80.(p) = \/6ox<u,,)2 + ( . 5p<up>> . 5)

It is likely that combining the uncertainties in this manner
represents an overestimate of the total uncertainty as Eq. (5)
assumes that the uncertainties in stress and density are uncor-
related. The 1o uncertainty in pressure of our Ta isotherm at 1
TPa is 2%, demonstrating unprecedented precision at pressure
conditions around 3 times Earth’s core. Our data are in agree-
ment with both previous shockless compression experiments
performed using laser [41] (red line) and pulsed power [47,48]
(purple line) and previous isotherms determined from static
compression experiments (colored symbols). A comparison
with previous room temperature Ta isotherms from DACs,
reduced shock waves, and ultrasonic data is shown in the inset
of Fig. 4. Our 298 K isotherm shows excellent agreement with
isotherms from hydrostatic DAC experiments [51,52,55] up to
pressures where they are constrained by data. Cynn and Yoo
[51] used an Au pressure standard in their study and used an
Au EOS from Heinz and Jeanloz [56] to determine the Ta
sample pressure. Interestingly, the Ta pressures determined
using the Heinz and Jeanloz EOS are systematically lower
than the isotherm determined from this work (see Fig. S7
[28]). However, by reinterpreting the Cynn and Yoo data using
an updated Au pressure standard recently established from
ramp compression [17], we find the agreement between the
Ta compression data of Cynn and Yoo and this work im-
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FIG. 4. The pressure-density response of Ta to pressures up to
2.3 TPa and 53 g/cm?®. The measured stress (black dashed line) and
298 K isotherm (black line) are shown. The error bars represent 1o
standard deviation of multiple measurements collected and averaged
into a single result, which also includes measurement uncertainties.
Previous ramp compression data from pulsed power [47,48] (blue
and purple) and laser [41] (red) experiments and shock wave reduced
isotherms [49,50] (pink and green) are shown as colored lines. Shock
wave [20-25] (gray symbols) and static [51,52] (red and orange
symbols) data are shown for comparison. The computed cold curve
and Hugoniot of the new EOS are shown by cyan and gray curves,
respectively. Inset: Comparison of room temperature isotherms from
previous studies [49-55] and the 298 K isotherm determined in
this work. Solid lines denote the regions where the isotherms are
constrained by data, and dashed lines indicate extrapolations. The
asterisk indicates that the data of Cynn have been reinterpreted using
a different EOS of Au [17] (see main text.)

proves considerably (maroon curve in the inset of Fig. 4). The
isotherm of Ref. [53], which was determined from data which
extended up to 0.31 TPa, is stiffer than our 298 K isotherm,
most likely due to the nonhydrostatic conditions in which
the Ta samples where compressed in those experiments as no
pressure-transmitting medium was used. Our 298 K isotherm
is key to the construction of an accurate high-7 EOS of Ta as
it bounds P.qq(p) up to 2.3 TPa, which is the dominant con-
tribution to the total material response at terapascal pressures
and temperatures of several thousand degrees Kelvin.

III. CONSTRAINING OUR TANTALUM EQUATION
OF STATE MODEL

We now describe the construction of a Ta EOS model
which uses our ramp compression measurements as a pri-
mary constraint. As described above, this fixes P.o1q(0) up to
2.3 TPa. To further constrain the EOS of Ta at elevated tem-
perature, we utilize a wealth of existing experimental data.
The key constraints for the thermal component of the EOS in-
clude (1) thermodynamic data (T -dependent density, entropy,
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FIG. 5. Comparison of high-temperature experimental and theory data for Ta with our EOS model. (a) Ambient pressure heating data
from Touloukian et al. [62]. (b) A 30.5927 g/cm? isochore determined from DFT-based molecular dynamics simulations. (c) Shock Hugoniot
data obtained with two-stage gas gun and convergent explosive drive experiments. [20-25] (d) Shock release data from two-stage gas gun
experiments [63]. The parameters of our high-temperature EOS model are varied until excellent agreement is found with these data (see text).

and enthalpy) near ambient pressure; (2) melt temperatures
Tert (P) at both ambient and elevated pressures as measured in
laser-heated DACs below 100 GPa and informed by the shock
melting study of Kraus er al. at several hundred gigapascals
[19]; (3) density functional theory (DFT) based molecular
dynamics predictions of isochores of internal energy, pressure,
and entropy, which were used to supplement experimental
constraints in regions inaccessible by experiment; and (4)
shock Hugoniot data [20-25] used to constrain thermal pres-
sure Ppermal (0, E) as a function of density and internal energy
(see Figs. 5 and S9-S13). These experimental shock data
were extend up to pressures of ~2.5 TPa and were collected
using two-stage gas guns and convergent explosive drives.
Regarding Tt (P), it is noteworthy that when fitting to the
DAC melting data of Dewaele et al. [52], we made use of their
measured Tr,i; Vs p relationship; Tieie (P) was then determined
from our EOS model (see Fig. S12 [28]).

Importantly, recent measurements of the shock melting
pressure [19] provide an additional connection between this
E-dependent function and the temperature. We use previous
isobaric heating data to constrain the specific heat Cy [26]
and previous ambient pressure melting data to constrain the
entropy of melting [38] (Fig. S9 [28]). We employ various
models to capture the complete EOS behavior of Ta, which
will be discussed in more detail below. The parameters of each

model are varied in concert until satisfactory agreement with
all experimental data is obtained. We utilized the multiphase
equation of state generation code [57], developed at Lawrence
Livermore National Laboratory, to aid in this iterative fitting
process.

A. Model forms

The models we use for the cold and thermal terms of the
free energy are the same as those employed in Ref. [57]. We
take the Helmholtz free energy, F = E — TS (where S is the
entropy), for each phase (solid, liquid) to be decomposed into
a cold (T -independent) piece, an ionic excitation term, and an
electronic excitation term,

F(,O, T) = Ecold(:o) + Fion(pa T) + Felectron(pv T) (6)

For the cold term, we use a Vinet-Rose analytic form in
the neighborhood of ambient density [58], which is then
joined through spline interpolation to a higher-density form
derived from the results of DFT calculations. Note that
we use the construct of a cold piece even for the liquid,
although this phase is not thermodynamically favored at
low T. For the ionic excitation term, we employ a Debye
model with phase-dependent and density-dependent Debye
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temperature 9(p),

FDebye(p’ T)
90
— keT [gﬂwn{l—exp 9(p)/T1}+D[e<p>/T1},

N

37 53
D[y]zy—3/0 — ®)

Since the first term, equal to 9/8kg x 6 and arising from
quantum zero-point motion, is independent of 7', we subsume
itinto E.,q(p) and assign the remainder to the ionic excitation
term,

where

9
Fon(p, T) = FDebye(p’ T) - nge(ﬂ) 9

We take the electronic excitation component from a DFT
spherical atom-in-jellium model known as Purgatorio [59],
which is an update of the earlier Inferno [60] model. This
neglects the directionality of chemical bonding but includes
electronic ionization (due to both temperature and pressure) in
detail. As in Ref. [57], we use this contribution for both solid
and liquid phases of Ta, where the T = 0 Purgatorio bonding
contribution yields the contribution to electronic excitations,
specifically,

Feleclron (/0 ) T )

= FPurgatorio(p, T) T =0). (10)

- FPurgatorio(;O’

We also add our cell model contribution [61] to the
ion-thermal term for the liquid phase; this ensures
that limy_ o Eion(p, T) = %kBT per ion and limy_
Pon(p, T) = kgT p/mion, as required for the ideal gas
EOS to be reached (although we mention this addition
for completeness, it is of negligible import for the fitting
to the DAC, shock, and ramp compression data of primary
concern in this work).

B. Model fitting and validation

Given that our choice of Fyecron 18 fixed by simulations,
our fitting of the EOS model for Ta involves the speci-
fication of four p-dependent functions: Ecsglléd(p) o%°lid( p),

Egqq (0), and 6™ (p), where Eiii“(p) — EXSil(p) is the
major contributor to the solid-liquid internal energy differ-
ence and 0%°114(p)/0"9%d(p) is the major contributor to the
entropy difference. Our strategy is to use DAC isotherm mea-

surements and this work’s ramp compression data (see the

solid black curve in Fig. 4) to constrain P59 (p) (= ygT dEcold

shown as the cyan curve in Fig. 4) and experimental measure—

ments of the following quantities to constrain the functions

;ﬁg’d(p) 654 (p), and #"19%4(p): (1) ambient pressure ther-

mal expansion, (2) ambient pressure entropy, (3) Teit(0), (4)
shock Hugoniot P(p), and (5) pressures of the intersection
between the Hugoniot and the melt curve. In addition to
these constraining data, we augment them with DFT molec-
ular dynamics (MD) inferences of the solid entropy along
two isochores (p = 16.7025 g/cm? and 30.5927 g/cm?). The

bl

fitting procedure we use is an iterative one, where ES%id(p),

gselid(p), Eclﬁgld (p), and 0"9%9( p) are varied in concert until a
satisfactory agreement with all data is obtained. This is aided
by our use of the MEOS multiphase equation of state generation
code [57].

In practice, the 6(p) functions are determined by
first constraining them at low p from the ambient pres-
sure entropy (inferred from specific heat data), and then
their elevated-p behavior is extracted by inverting the
relationship:

P do
0on 11
Yion(p) = 9 dp’ (11)

where yio, is the ionic Griineisen parameter, which itself
is extracted from the high-T (T > 6) behavior of the ionic
pressure,

T

Pon(p, T > 0) = —7=Vion(p), (12)

where V (= mr,/p) is the atomic volume and Cy is the
constant-volume specific heat. Our values for P, are culled
from the total thermal contribution, after subtracting the elec-
tronic contribution to the pressure resulting from Eq. (10).
The total thermal contribution (ionic + electronic) to the
pressure is obtained from Py — Peolg; indeed, it is here
that the inclusion of our ramp compression data is crucial,
as it provides a tight constraint on Peyq(p) throughout the
full range of p where P """ (p) is obtainable from shock
data.

Figure 5(a) shows our fit to the ambient pressure ther-
mal expansion data of Touloukian et al. for the solid phase
[62]. Figure 5(b) displays agreement between our Ta EOS
and DFT-MD calculations of the total entropy of solid Ta
along the isochore p = 30.5927 g/cm?. Here, the DFT-MD
entropy predictions were made by us using a procedure akin
to that presented in the work of Teweldeberhan et al. [64].
This agreement ensures that our choice of #%4(p) at these
densities is reasonable. We deem this to be particularly impor-
tant since entropy at elevated pressures is a quantity which is
still unconstrained by direct experimental measurement. We
also ensured agreement with our lower-p DFT-MD entropy
isochore at 16.7025 g/cm?. Figure 5(c) shows a large collec-
tion of P(p) principal shock Hugoniot data, along with the
principal Hugoniot of our EOS model (also shown in Fig. 4 by
gray triangles and the gray curve). Agreement with these data
was affected by choosing yion(0) [see Eqs. (9), (11), and (12)]
once E4(p) had been constrained by a combination of DAC
isotherm data and the NIF ramp compression measurements
presented above. Figure 5(d) presents comparisons between
our EOS model and experimental data of pressure vs particle
velocity for (assumed adiabatic) releases from various shock
states. Here, the solid black line is the principal Hugoniot of
our EOS model, and the colored dashed lines represent our
model’s isentropes launched from various Hugoniot states.
Note the excellent agreement throughout, suggesting that our
high-T', low-p liquid free energy model is accurate in this
regime. This lends further credence to our choice of yil(;gmd(,o)
at low p.

014109-6



RAMP COMPRESSION OF TANTALUM TO ...

PHYSICAL REVIEW B 107, 014109 (2023)

. . ~
3| Liquid S i
14x10 q S
39
oy
124 Pressure bounds for -
melt onset/completion
from shock data
10- \\ _
fon
N
—
&) — —
@ 8
=
©
— ' n
() 6 = [Shock Release Path: -
a, = |= 294 GPa shock
g s |= +195GPa shock
[3) "
@ Dewaele, Static Melt
= 4 L
=== ambient melt
DAC, Isotherm
=== DFT-MD, Isochore
2 — —
Isentrope

T T T T T T T
0 100 200 300 400 500 600

Pressure (GPa)

FIG. 6. Temperature-pressure phase diagram of Ta which shows
the experimental constraints used in the construction of the high-T'
EOS. Ramp compression (blue line) and 300 K DAC [52] (cyan
line) data provide constraints on P.,4(p0). Existing ambient pressure
heating [62] (green line), laser-heated DAC [65] (cyan squares),
Hugoniot (purple line), and shock melting [19] (red bars) data are
used to constrain Ppema (0, 7). Comparisons with isochores calcu-
lated at high pressure using DFT-based molecular dynamics (purple
dotted line) and release isentropes measured from plate impact exper-
iments [63] (black dashed line) provide scrutiny of the performance
of the EOS.

Figure 6 shows an illustration of tantalum’s 7" vs P phase
diagram once again, but now with the locations of the various
experimental and ab initio theoretical constraints superposed.
We note here that unlike for the other constraints, the principal
Hugoniot constraint (red curve) is really a constraint of P vs
p; the temperature (y axis) of the red curve in Fig. 6 is a
prediction of our EOS model. Nevertheless, our match to the
pressures of the intersection between the Hugoniot and Tiey
(shown as the red vertical bars) is key to our determination of
the latent heat of melting (involving both the solid-liquid in-
ternal energy difference and the entropy difference) assumed
within our Ta EOS model.

IV. DISCUSSION

There have been several previous attempts to construct a
high-T EOS of Ta using classical molecular dynamics [66],
first-principles molecular dynamics [10-12], and also semi-
empirical methods, as in this work. However, these previous
studies were all limited in pressure to between 0.1 and 0.3 TPa
as they relied on previous DAC data to anchor Pq4(p). Along
a 3000 K isotherm, the pressure disagreement between previ-
ous models is already as high as ~10% at 0.25 TPa (Fig. S8
[28]) and continues to diverge at higher pressures. Our EOS
is experimentally constrained and accurate up to pressures and
temperatures far beyond the stated applicability limits of these
previous models (Figs. 1 and S8 [28]) due to its enforced

TABLE I. Best-fit parameters for a third-order Vinet fit to the
calculated isotherms at 298, 1000, 2000, 3000, 4000, and 5000 K
from our high-7" EOS of tantalum. The initial densities for each
isotherm were taken to be 16.650, 16.444, 16.038, 15.415, 14.778,
and 13.503 g/cm?, respectively.

T (K) Ky (GPa) n B v

298 179.60(2.18)  4.68(0.16) —0.22(0.72)  10.08(1.03)
1000 175.9(2.21) 4.46(0.17) 0.72(0.73) 8.79(1.04)
2000 161.88(2.06)  4.42(0.17) 1.24(0.72) 7.76(1.00)
3000 128.67(1.81)  5.46(0.18) —2.20(0.73)  11.75(0.98)
4000 104.00(1.71)  6.13(0.20) —4.000.79)  13.41(1.02)
5000 51.86(1.26)  9.69(0.27) —14.30(1.00)  23.66(1.20)

agreement with the ramp compression measurements up to 2.3
TPa.

This significant advancement in high-7 EOS development,
brought about by laser-driven ramp compression, coincides
with a recent experimental breakthrough in static com-
pression, where laser heating techniques were successfully
coupled with a DSDAC, allowing sample conditions beyond
1 TPa and ~3000 K to be accessed [4]. In such experiments,
x-ray diffraction is used to determine the sample density
under compression, while pyrometric techniques are used to
estimate sample temperature [67]. The ability to access such
extreme conditions is promising for novel material syntheses
as the first results from such experiments have demonstrated
the recovery of new rhenium alloys [4]. In planetary sci-
ence, the potential surface habitability of newly discovered
rocky exoplanets is dependent on planetary interior conditions
which, for example, on Earth result in tectonic activity, surface
outgassing, and the production of a magnetosphere. These ex-
treme interior states of matter can now be investigated through
high-pressure, high-temperature experiments where the com-
position and crystal structure of core-mantle constituents are
predicted to transform above ~1 TPa and 4000 K for a 10
Earth mass rocky exoplanet [68] (Fig. 1).

Our wider-range Ta EOS model renders this material the
only one with a P-p-T EOS which is well constrained at the
conditions relevant to these new physics frontiers which are
now accessible by coupling laser heating to DSDAC com-
pression. By its inclusion in the sample chamber, Ta could
be used as a high-temperature pressure standard where the Ta
pressure state, assumed to be in equilibrium with the sample
of interest, can be determined directly from the diffraction
data at a known temperature. The chemical reaction between
the sample, standard, and diamonds [65] can be minimized
with the use of single-pulse laser heating setups [69] that have
submillisecond heating pulse durations.

Accordingly, we have fitted several isotherms from our
model to a Vinet EOS and provide the fitting parameters for
the 298, 1000, 2000, 3000, 4000, and 5000 K isotherms in
Table 1. The form of the Vinet fitting follows Refs.
[16,49,50,70] and is P(X) = 3Ko[(1 — X /3)/X*/3]exp[n(1 —
X3+ 800 =X'3Y? + w1 — X'3)3], where X = p/po, Ko
is the bulk modulus, and 7, B, and W are other fitting param-
eters. We recommend using our isotherms up to 2.3 TPa and
5000 K.

014109-7



M. G. GORMAN et al.

PHYSICAL REVIEW B 107, 014109 (2023)

V. CONCLUSION

In conclusion, we have measured the isentropic compres-
sion of tantalum to 2.3 TPa. From this, we have constructed
an experimentally constrained high-7" EOS for tantalum up
to multiterapascal pressures and several thousand degrees
Kelvin, which will serve as a means to determine pres-
sure at extreme compressions and elevated temperatures now
achievable using laser-heated DSDACs. While Ta may be a
promising high-7 pressure standard, our work represents a
general method for high-7 EOS construction. Ramp compres-

sion experiments have also been performed on other materials
to multiterapascal pressures [14,16,17], providing a road map
for building an accurate high-77 EOS catalog at extreme
conditions.
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