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Simultaneously improving Rashba-type and Zeeman effects in two-dimensional multiferroics
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First-principles calculations are performed to investigate Rashba-type and Zeeman effects in two-dimensional
three-atom-layer structures XTe/MnTe/XTe (XMX , X = Sn, Ge). It is found that the Rashba-type and Zeeman
effects that typically compete against each other rather cooperatively work together and are improved in XMX ,
as compared to XTe/XTe/XTe (XXX ). This cooperation and improvement are highly required in Majorana
qubits for topological quantum computing, Josephson junction of topological superconductivity, and other
phenomena. The Rashba-type effect is improved because replacing XTe by MnTe leads to a reduction of the
thickness of XMX and increases the interaction between the surface state of the lowest conduction bands and
its neighboring states. The improved Zeeman effect in the XMX structure arises from s-d and p-d exchange
interactions between Te and Mn ions. The present strategy of simultaneously largely improving Rashba-type and
Zeeman effects therefore provides a route to realize stable Majorana fermions, topological superconductivity,
and other phenomena that require both large Rashba-type and Zeeman effects.
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Typically, the degeneracy of spins is protected by the
combination of spatial inversion and time-reversal symme-
try. However, the Zeeman effect is a phenomenon in which
the spin degeneracy is split by the time-reversal symme-
try broken under external magnetic field. Furthermore, the
Rashba-type effect is another phenomenon for which the spin
degeneracy is lifted, thanks to the spin-orbit coupling (SOC)
and via the breaking of the spatial inversion symmetry. Zee-
man effect and Rashba-type SOC are the essential factors to
form the Majorana qubit in the main platforms of quantum
information processing [1–8], topological superconductivity
in Josephson junction [9–11], optical cavities and spin-split
photo mode [12], and spintronics [13,14]. However, Zeeman
and Rashba-type effects are considered to be competitive be-
cause the former tends to align the spins by magnetic field
while the action of the latter prevents the spins from reaching
full alignment. This is somehow unfortunate because their
intrinsic competition [5,15,16] can result in few materials
possessing Majorana fermions, topological superconductivity,
optical cavities, and so on. While the SOC is known to be
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tunable by gate and film thickness [17], here we report a way
to simultaneously improve Zeeman and Rashba-type effects
and therefore reduce their competition.

We propose a strategy to accomplish this dual improve-
ment in two-dimensional (2D) sandwich multiferroics in this
Letter. More precisely, we conducted first-principles calcu-
lations on the three-atom-layer structures XTe/MnTe/XTe
(XMX , X = Sn, Ge) made by polar XTe and antiferromag-
netic MnTe layers. Comparing to the pure three XTe structure
(i.e., the XTe/XTe/XTe structure), both Rashba-type and
Zeeman effects are improved in XMX . The improvement of
the Rashba-type effect is due to the fact that the thin XMX
structure gives a strong interaction between surface states and
interior states, leading to the shift and change of the electronic
structure. The enhanced Zeeman effect in XMX originates
from the s-d and p-d exchange interaction between Te and Mn.

Here, first-principles calculations based on density func-
tional theory are performed, using the projector augmented
wave method [18] as implemented in the Vienna Ab initio
Simulation Package (VASP) [19–21]. The exchange-
correlation potential is described by the Perdew-Burke-
Ernzerhof functional of the generalized gradient approxima-
tion [22] with a Hubbard U correction for better treatment on
Mn [23,24]. We use U values of 2.6 and 3.0 eV on Mn for
GeTe/MnTe/GeTe (GMG) and SnTe/MnTe/SnTe (SMS),
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FIG. 1. Structure of XMX . The left and right panels show the top
and side view, respectively. Note that there are four Mn ions in the
supercell, which is represented by a rectangle.

respectively. The reason for choosing such U on Mn ions and
other details of calculations can be found in the Supplemental
Material [25] (see, also, Refs. [26–36] therein).

It was found in the literature that 2D SnTe with a few
atomic layers adopts ferroelectricity [37], while the 2D MnTe
and MnSe layers present ferromagnetic properties [38,39].
SnTe and GeTe not only have similar rhombohedral R3m
structures at ambient condition, but also have similar or-
thorhombic Pnma at high pressure [40–46]. From our
calculations (see Fig. S1 in the Supplemental Material), the or-
thorhombic phase has lower energy than the hexagonal phase
for few-layer structures for SnTe, GeTe, and MnTe, implying
that SnTe, GeTe, and MnTe should adopt the orthorhombic
phase when they have few layers. One may thus wonder if 2D
structures having both SnTe (or GeTe) and MnTe layers can
give rise to both ferroelectric and ferromagnetic (antiferro-
magnetic) properties. Here, we consider a three-layer structure
of XMX made by one XTe layer on top, one MnTe atomic
layer in the middle, and another XTe layer on the bottom.
We predict that it adopts an orthorhombic polar point group
C2v (see Fig. 1), which combined with magnetism associated
with Mn cations, enable these three-layer XMX structures to
be novel 2D multiferroic (see Fig. S2 and Table S1 in the
Supplemental Material).

The electric dipoles per area of GMG and SMS are
4.2×10−10 C/m and 4.4×10−10 C/m along a (or x) direc-
tion, respectively (see Fig. 1). Note that if we divide these
numbers by the thickness of the 2D structure [47], indicated
in Table I, the corresponding polarization would be 49.2
and 50.5 μC/cm2 for GMG and SMS, respectively, which
is even larger than that of prototypical ferroelectrics BaTiO3

TABLE I. Parameters characterizing Rashba-type and Zeeman
splittings. ER (in meV) and αR (in eV Å) are Rashba energy and
Rashba parameter for lowest conduction bands, respectively. g∗

βα

(where β = v, c represents valence band and conduction band, and
α = a, c is the direction along which the magnetic field is applied)
is the Zeeman effective g factor. d (in Å) is the thickness of the
corresponding 2D structures.

ER αR d g∗
va g∗

vc g∗
ca g∗

cc

GMG 1.9 0.25 5.75 −4.31 5.22 −6.39 −7.67
GGG 0.5 0.14 5.92 −1.85 −1.91 −1.93 −1.97
SMS 48.9 2.69 5.81 −3.38 3.81 −0.53 −0.09
SSS 2.2 0.34 6.28 −1.79 −1.84 −1.74 −1.59

FIG. 2. The band structure of (a) SSS and (b) SMS. The inset of
panel (a) displays the charge distribution of the CBM for SSS. Empty
circles represent the fitted data by Eq. (2). The energy of cross-point
of CBM is set to zero.

(26μC/cm2) [48]. The electric dipoles per area of GMG and
SMS are comparable to that of two atomic layers GeTe, SnTe,
and three layers GeTe (GGG), SnTe (SSS). The magnetic
ground states for GMG and SMS are found to be antifer-
romagnetic (see details in the Supplemental Material) with
the local magnetic moment at Mn about 4.4 µB. Noncollinear
magnetism calculations predict that both GMG and SMS have
an easy magnetic axis along b, therefore perpendicular to their
polarization. These multiferroic materials also exhibit a novel
magnetoelectric phenomenon where the antiferromagnetic
vector could be switched by 180◦ following the rotation of po-
larization under electric field (see the Supplemental Material).

Let us now turn our attention to the electronic structure of
the XMX structure. For the C2v point group, the Rashba-type
splitting occurs along reciprocal k directions being perpendic-
ular to its polarized in-plane x axis, with the Rashba-type SOC
Hamiltonian written as [49–51]

H = H0 + αkyσz + βkzσy = H0 + αkyσz, (1)

where σi (i = x, y, z) are the Pauli spin matrices. Note that kz

should be neglected in our 2D structure, and the Rashba-type
splitting thus occurs along ky. The eigenvalues of Eq. (1) can
be easily written as

E± = E0 ± αky. (2)

From Eq. (1), Rashba-type splitting only occurs for ky with
spin vector along the z direction (i.e., σz). Figure 2 shows
the band structure along the path Y -�-Y ′ for SSS and SMS
calculated with SOC (see Fig. S6 for more details of the
band structures). Rashba-type splitting in lowest conduction
bands can be clearly found near the � point. Very inter-
estingly, Rashba-type splitting in SMS is greatly enhanced,
as compared with that in SSS. As a matter of fact and as
shown in Table I, ER for SMS is 48.9 meV, which is about
20 times larger than the 2.2 meV value for SSS. Conse-
quently, the Rashba parameter αR = 2ER/k0 for SMS is equal
to 2.69 eV Å while that of SSS is 0.34 eV Å. Note that the
spin splitting in lowest conduction bands can be well fitted by
E = β ′k2

y ± αky, where the β ′ and α are the effective mass and
linear spin-splitting terms (Rashba parameter), respectively.
This proves that Eq. (2) is valid for fitting the first-principles
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data. Note also that the Rashba parameter of 2.69 eV Å for
SMS is one of the maximal Rashba parameters ever reported
in 2D materials [52], and is even comparable to large values
in bulk Rashba semiconductors such as BiTeI, etc. [53–56],
to the best of our knowledge. As shown in Table I, Rashba
energy ER and Rashba parameters αR for the GMG structure
are also largely enhanced by almost four times and two times,
respectively, with respect to GGG.

To understand the very large enhancement of Rashba-type
effect in SMS and GMG, we carefully studied their electronic
and atomic structures. As shown in the inset of Fig. 2(a), the
CBM of the SSS structure near � is a surface state mainly
displaying the pz orbitals from Sn ions. Note that the con-
duction band minimum (CBM) for the SMS structure is also
a surface state but possessing py orbitals characteristic from
Sn ions (GMG possesses a similar characteristic as shown
in Fig. S6). The energy levels of surface states are sensitive
to their interaction with interior states and the thickness of
2D materials. As a Mn ion has less electrons (especially pz

electrons) than Sn, XMX with a MnTe layer in the middle (see
Fig. 1) is thinner than SSS or GGG. This is confirmed by the
structural calculations indicating that the thickness d of SMS
is reduced by 0.47 Å and that for GMG is reduced by 0.17 Å
(see Table I). The decrease of thickness of the 2D structure
leads to the increase of interaction between surface states and
interior states, resulting in the energy level of pz surface states
of 1 and 1′ [the two lowest conduction bands in Fig. 2(a)]
shifting to higher energy, while the energy level of py sur-
face states of 2 and 2′ shifts to lower energy [see Figs. 2(a)
and 2(b)]. These shifts lead to 2 and 2′ bands becoming the
lowest energy bands (see Fig. S8 for more information), and
bands 2 and 2′ have larger Rashba-type effect than bands 1
and 1′, which is one factor explaining why the SMS structure
possesses largely enhanced Rashba-type effect, as compared
to the SSS structure. Regarding GMG, it possesses the same
lowest conduction bands as GGG (see Fig. S7), and the new
lowest conduction bands 2 and 2′ in SMS also explain why
there are larger Rashba-type effects in SMS than in GMG.

Furthermore, there are other reasons for the Rashba-type
splitting of XMX to be larger than that in XXX (see Fig. 2
and Fig. S7): there are more bands near the Fermi level and
the bands are closer to each other in XMX . As a matter of
fact, from second-order perturbations, the Rahsba energy can
be written as [56,57]

�ε2
m(k) = h̄

m0

∑
n �=m

〈um | H | un〉〈un | q · p | um〉 + c.c.

εm − εn
, (3)

where ui and εi are the eigenstate and eigenenergy correspond-
ing to the state i at k0, respectively, q = k − k0, p denotes the
momentum operator, H is the corresponding Hamiltonian for
Rashba-type splitting, and c.c. stands for the complex conju-
gation. From Eq. (3), the spin splitting is clearly dependent on
the energy difference between neighboring states m and n. For
the SMS in Fig. 2(b), the energy difference between the lowest
conduction band state and its first nearest neighboring state at
� is much smaller than that of SSS in Fig. 2(a). Similarly, the
energy difference between the lowest conduction bands and its
second nearest neighboring state at � for SMS is also smaller
than that in SSS (note that GMG shows similar characteristics

as shown in Fig. S7). These energy differences further lead to
the enhancement of the Rashba-type effect in SMS according
to Eq. (4). We are therefore proposing a strategy to enhance
the Rashba-type effect in 2D structures by increasing the
interaction between neighboring states [58].

Figure 3 shows the spin texture of states of the lowest
conduction band at � and Y points in GMG. Strikingly, In
Fig. 3(a), spin vectors are parallel/antiparallel to each other
and independent on the k. This is the so-called persistent spin
texture [59], consistent with the symmetry of the considered
2D structures and Eqs. (1) and (2), by which the spin vector
of the states has only a z component and zero x and y spin
components. On the other hand, the situation changes when an
out-of-plane electric field is applied. As shown in Figs. 3(b)
and 3(c), an in-plane Dresselhaus-like spin texture happens
near the � point and an in-plane Rashba-like spin texture
occurs at the Y point under external electric field 0.1 V/Å
(note that other magnitudes of electric field give similar spin
textures). This persistent spin texture being manipulated to
in-plane Dresselhaus and Rashba spin textures, is very useful
and important for the spin anisotropy and spin relaxation in
spintronics [13,14,60,61] and optical cavities [12].

We then study the Zeeman effect, which is usually com-
petitive with Rashba-type effect with large SOC. The spin
splitting under magnetic field applied along in-plane direc-
tions a, b are first considered. The band splitting occurs only
at the � point. In other words, the magnetic field opens
an additional gap at � for both the lowest conduction band
and the highest valence band (see Fig. S9). Under magnetic
field along b, the effective g factor (g∗) of Zeeman effects
(�EZ = g∗μBB) for XMX is similar to that of SSS or GGG.
On the other hand, under magnetic field applied along the
a direction, it is greatly enhanced. As shown in Table I, g∗
of XMX at both the lowest conduction band and the highest
valence band are enhanced by two to three times with respect
to SSS and GGG. More interestingly, under magnetic field
lying along the c direction, the band splitting occurs not only
at the � point, but also inside the Brillouin zone near �, where
(i) the spin-up channel valence and conduction bands shift
closer to each other, resulting in a small spin-up channel band
gap, and (ii) spin-down channel valence and conduction bands
shift far away from each other, yielding a large spin-down
channel band gap. As shown in Fig. 4, the band along �-Y
and �-Y ′ is asymmetric under magnetic field along the c direc-
tion. Figure 4(b) shows the Zeeman-splitting energy �EZ (the
energy difference between spin-up and spin-down channels
induced by magnetic field) as a function of magnetic field. g∗
(which is the slope of the approximately linear �EZ -versus-Bz

curve) of valence band maximum (VBM) and CBM for the
GMG structure is −7.67 and 5.22 (see Table I), which are
remarkably increased by 289% and 365%, respectively, as
compared to the corresponding values in GGG. Note also that
these effective g∗ factors are comparable to the large g∗ values
reported in InAs and GaSb [62].

In order to understand the largely enhanced Zeeman ef-
fects in GMG, the projected band structure from Te and Mn
ions is displayed in Figs. 4(c) and 4(d). One can see that
conduction bands show s-d exchange interaction between Te
s and Mn d orbitals while the valence bands involve p-d
exchange interaction between Te p and Mn d orbitals. These
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FIG. 3. Spin texture of the outer branch of the lowest conduction bands for GMG around � [panels (a) and (b)] and Y (0.0, 0.5, 0.0) [panel
(c)] points. Panel (a) shows the spin texture at zero external electric field. Panels (b) and (c) display the spin texture at an electric field of
0.1 V/Å. The black arrows represent the in-plane spin component, while the blue and red colors represent the out-of-plane spin component.

s-d and p-d exchange interactions lead to the enhancements
of Zeeman effect because of the large orbital angular momen-
tum, which also occurred in Mn-doped CdSe and ZnSe/CdSe
nanostructures [63,64]. More interestingly, the sign of �EZ

and g∗ for the VBM in GMG is positive, which is thus in-
verted from the negative sign for the VBM in GGG [see
Fig. 4(b)]. We are going to demonstrate it from the exchange
interaction between Te and Mn. One can see that Te and Mn
states in conduction states [see Figs. 4(c) and 4(d)] are both
spin-up channels, indicating the potential (ferromagnetic) s-d
exchange interaction, similar to the bulk II-VI diluted mag-
netic semiconductor [65,66]. While in valence states, states
in Te and Mn belong to different spin channels, their p-d
exchange interaction is kinetic type (antiferromagnetic) [64].
The kinetic-type (antiferromagnetic) p-d exchange interac-
tions lead to the inverted sign of g∗

vc in GMG and in GGG.
We also investigated the Zeeman effect in SMS and SSS

FIG. 4. (a) The band structure of GMG at Y -�-Y ′ under an out-
of-plane magnetic field of 20 T, and (b) Zeeman-splitting energy as a
function of out-of-plane magnetic field. (c) Te and (d) Mn projected
band structure of panel (a). The color depth indicates the quantity of
the projected contribution.

(see Fig. S11). The largely enhanced Zeeman effect is also
found for the VBM in SMS, while it is very small and reduced
in the CBM in SMS. Electronic structure analysis shows that
there are Mn d contributions in the VBM but none in the CBM
(see Fig. S10), and therefore the large enhancement of the
Zeeman effect in the VBM results from s-d exchange in-
teraction while no enhancement happens for the CBM due
to the lack of p-d exchange interaction. Note also that the
Rashba-type effect of CBM in SMS is largely increased by
about ten times, with respect to that in SSS (see Table I); this
may be another reason for the reduction of Zeeman effect of
CBM in SMS, since there is typically a competition between
the Zeeman effect and the Rashba-type effect with large SOC.

Finally, we construct a simplified band model including
both Rashba-type and Zeeman effects based on a 2D free-
electron approximation Hamiltonian:

H = H0 + HR + HB = H0 + αRkyσz + μBσ · B, (4a)

where

μBσ · B = βBxσx + γ Byσy + ηBzσz. (4b)

Its eigenvalues are easily given as

E± = E0 ±
√

(αRky + ηBz )2 + (βBx )2 + (γ By)2, (4c)

where μB, σ , and B are the Bohr magneton, the Pauli matrix,
and the magnetic flux density, respectively, while β, γ , and
η are different parameters. When the external magnetic field
is zero, i.e.,B = 0, Eq. (4c) evolves into Eq. (2), which is the
“normal” Rashba equation. When there is a magnetic field,
both Rashba-type and Zeeman effects are included in Eq. (4c).
Therefore, Eq. (4c) describes very well the novel effects in
band structure involving both Rashba-type and Zeeman ef-
fects, and that we reveal here in GMG, SMS, GGG, and SSS.

In summary, we designed a specific 2D multiferroic
material, namely, XMX , and conducted first-principles calcu-
lations on it. It is found that XMX possesses largely improved
Rashba-type but also Zeeman effects, as compared to XXX
fully made from XTe layers, which is particularly striking
when realizing that large Rashba-type and Zeeman effects
rarely coexist within the same system. The enhancement
of the Rashba-type effect originates from the reduction of
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thickness of XMX , which increases the interaction between
surface states of the lowest conduction bands and neighboring
states. The Zeeman effect is improved because of the s-d and
p-d exchange interaction between Te and Mn ions. Our results
therefore provide opportunities to realize a Majorana qubit in
quantum information processing, topological superconductiv-
ity, and other promising phenomena requiring both relatively
large Rashba-type and Zeeman effects.
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