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There remain a few unsolved problems when the ab initio approach was applied to study one of the most
important binary shape memory alloys (SMAs), NiTi (nitinol), which is the starting material for alloying
numerous multicomponent SMAs. This hinders the computational design of complex SMAs with desirable
properties. In this Letter we report that including the electronic free energy in the Gibbs free energy nearly
reduces by half the large errors in previously predicted martensitic transition temperatures, and the controversy
on the ground state of NiTi is resolved by reaching the convergence in free-energy calculations. In addition, the
present results demonstrate that the martensitic transition path in stoichiometric NiTi is directly from B2 to B19′

without intermediate phases.
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Introduction. Shape memory alloys (SMAs) recover their
original shapes upon heating [1–3] due to the existence of
a reversible martensitic transition (MT) between the high-
temperature austenite (A) and low-temperature martensite
(M) phases. The martensitic transition temperature (MTT),
normally obtained by (Ms + Af )/2 where Ms and Af are the
martensite start and austenite finish temperatures, respec-
tively, is a crucial characteristic of an SMA, determining its
operation temperature. SMAs have a wide range of potential
applications in aerospace, civil engineering, bioengineering,
etc. [1–7], but their operating temperatures are limited by the
available SMAs. MTT can be tuned by alloying a binary with
other metals, and the multicomponent NiTi-based SMAs have
attracted tremendous research efforts lately [7–14]. It is not
efficient to employ the trial-and-error method alone due to the
drastically increased complexity and possibilities in composi-
tions. Thus reliable theory and accurate computations [15–26]
play an indispensable role in creating SMAs with desirable
properties.

However, accurately predicting MTTs and other associated
properties of SMAs from first principles remains a formidable
task. Theoretically, MTT is defined as the temperature when
the M and the A phases have the same Gibbs free energy
(G). One needs to evaluate G of each phase of these mate-
rials within ∼1 meV/atom, which is computationally very
demanding due to the strong anharmonicity and mechanical
instability in the austenite phase [21,22].

Furthermore, even for the prototype NiTi (nitinol), the
simplest binary and probably most well known and most
commonly used SMA [27], there still exist a number of
unsolved problems when comparing theoretical results with
measured data. In particular, the MTT of NiTi, corresponding
to the transition between austenite B2 (cubic Pm3̄m) and
martensite B19′ (monoclinic P21/m, with a monoclinic angle
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γ ≈ 98◦ [28,29]), was predicted to be in the range of 482–
500 K using the state-of-the-art thermodynamics integration
(TI) based on ab initio molecular dynamics (AIMD) simula-
tions [21–23], compared with the measured MTT using the
differential scanning calorimetry analysis, which is averaged
to be 345 K, in a range of 334–358 K [30–32].1 It is unclear
if this large discrepancy is caused mainly by the single-crystal
model used in first-principles calculations, while a realistic
SMA always has defects and precipitates, etc., which might
modify MTT substantially. If so, the microstructures and
much larger unit cells are needed.

A long-standing controversy, however, is whether the
zero-temperature ground state of NiTi is B19′ or B33 (or-
thorhombic Cmcm), which was theoretically predicted in the
seminal publication by Huang et al. [15] but experimentally
never discovered. Since the multiple paths from B2 to B33
prevent B33 from storing shape memory, extensive theoreti-
cal investigations have been carried out to settle this puzzle.
Haskins et al. [21–23] predicted a B19′ → B33 transition at
75–83 K using TI, while Kumar and Waghmare determined
it to be 49 K [26]. All previous studies conclude that at
sufficiently low temperature, B33 is the most stable phase, and
they suggest that either residual internal stress [15] or a small
energy barrier [19,24] prevents the B19′ → B33 transition.

Finally, depending on the composition, NiTi-based alloys
can go through different MT paths, which might involve
the B19 (orthorhombic Pmma) or the R (rhombohedral
P3 [35,36]) phase, e.g., the B2 → B19 → B19′ transition
was found in ternary Ti0.495Ni0.455Cu0.05 [9] and quaternary
Ti0.50Ni0.44Cu0.05Al0.01 [8], the B2 → R → B19′ transition

1Previous publications [21–23] cited MTTs of NiTi in a range of
280–341 K [4,9,33,34]. But these data were not measured from the
(nearly) equiatomic NiTi. MTT is sensitive to the NiTi composition,
e.g., changing Ni from 50% to 51% results in a remarkable decrease
of Ms by more than 100 K [5,33].
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in Ni4Ti3 [37] (the appearance of R often depends on mi-
crostructures such as small grains, thin film surfaces, etc.),
while the direct B2 → B19′ transition occurs in NiTi. This
crucial characteristic has not been quantitatively studied from
first principles.

In this Letter, we report on our recent theoretical ex-
ploration of phase transitions in NiTi. Employing the most
accurate free-energy calculations we find that the error in the
predicted MTT is reduced from 142 to 77 K, and the ground
state of NiTi at 0 K is monoclinic B19′ (γ ≈ 101◦), com-
pared with γ ≈ 98◦ just below MTT. The monoclinic angle
increases with decreasing temperature and no monoclinic →
orthorhombic transition occurs at low temperature. Our results
also confirm a direct MT between B2 and B19′ without go-
ing through either the B19 or R phase for defect-free single
crystals.

Methodologies. The Gibbs free energies of NiTi in various
phases were evaluated from the following expression:

G(T ) = E [V (T )] + F el(T ) + F ph
h (T ) + F ph

anh(T ). (1)

Here, E is the total electronic energy for the reference struc-
ture, whose volume (V ) is optimized at temperature T . F el(T )
is the electronic free energy given by

F el(T ) = U el(T ) − T Sel(T ). (2)

We followed Ref. [38] to compute the electronic internal en-
ergy U el(T ) and the configurational entropy Sel(T ), using the
self-consistent approach and ten uncorrelated MD snapshots
(see the convergence test in Table S1 in the Supplemental
Material [39].) at each temperature considered.

F ph
h (T ) is the harmonic part of the phonon free energy, and

the anharmonic part of the phonon free energy, F ph
anh(T ), is

obtained using TI:

F ph
anh(T ) =

∫ 1

0

〈
∂U

∂λ

〉
λ

dλ. (3)

Here, the potential energy U is given by

U (λ) = (1 − λ)U h + λU DFT, (4)

where the harmonic potential energy U h is computed from
the force constants of the reference structure, which are also
used to calculate F ph

h (T ) and F ph
anh(T ). U DFT is computed from

the density functional theory (DFT) implemented in the VASP

package [40–43], while the thermodynamic average 〈 ∂U
∂λ

〉 for
a fixed λ is obtained from the NV T AIMD simulations with
the mixed potential U (λ) for 10 ps, to ensure the error bar of
F ph

anh is less than 0.1 meV/atom. λ = 0.0, 0.25, 0.50, 0.75, 1.0
are used for integration in Eq. (3); the time step is 2.0 fs, and
the friction factor for the Langevin thermostat is 100 fs.

We employed the upsampled thermodynamic integration
using Langevin dynamics (UP-TILD [44]) approach to eval-
uate F ph

anh. Specifically, AIMD simulations were performed
with an energy cutoff (Ecut) of 300 eV and ∼3500 k points
per reciprocal atom (KPPRA, i.e., the multiplication of the
number of k points used in reciprocal space and the number
of atoms in a unit cell in real space), while the upsampling
of �U DFT = U DFT

high − U DFT
low was done with Ecut = 450 eV and

∼27 000 KPPRA, which were also used for total energy and
lattice dynamics calculations to ensure convergence. A more

detailed description of the computational procedures of ob-
taining G is in the Supplemental Material [39].

The PBE (parametrized by Perdew, Burke, and Ernzer-
hof [45]) density functional and the projector augmented-
wave method (PAW [46,47]) were used in DFT calculations.
The valence of Ni and Ti atoms include 3d94s1 and 3d24s2

electrons, respectively.
Martensitic transition. To determine the phase transition

sequence and the MTT, we first optimized the structures of the
B2, B19′ (note: if the γ angle is not specified, then it is 98◦),
B33, B19, and R phases. The optimized structural parameters
and energetics of these phases are listed in Tables S2–S6 in
the Supplemental Material [39], while Table S7 compares
the present values of E − EB2 with the previously calculated
results using different methods.

Figure 1 summarizes the computed phonon distributions
at 0 K for these five phases [blue lines in Figs. 1(a)–1(e)].
At 0 K, the B2, B19, and R phases are unstable, as indicated
by imaginary (shown as negative frequency) phonons, while
the B19′ and B33 are stable against lattice vibration. All
other phases can be derived from the simplest B2 phase. The
B19 phase is derived from B2 through an unstable phonon
mode at the M point (1/2, 1/2, 0), while the R phase can be
obtained from the transverse acoustic (TA) mode at (1/3, 1/3,
1/3) [17,18,36,49]. The slightly unstable TA branch along the
� → Y direction in B19 leads to the monoclinic structure, and
the orthorhombic B33 phase can be regarded as a special case
of the monoclinic structure with γ = 107.24◦.

The B2, R, and B19 phases can be entropically stabi-
lized at higher temperatures, as demonstrated by their phonon
distributions (red solid lines) at 400 K in Figs. 1(a)–1(c),
respectively, and their phonon density of states (DOS) in
Fig. 1(f), employing the temperature-dependent effective po-
tential (TDEP [50,51]) method. Using the force constants of
B2, R, and B19 phases at 400 K and B19′ at 0 K for 144-atom
supercells, we evaluated F ph

h (T ) and F ph
anh(T ) at T = 200, 300,

400, 500, 600 K, and the differences in G for the B2, R, and
B19 phases relative to the B19′ phase are plotted in Fig. 2.
As illustrated by the dashed and solid black lines in Fig. 2,
including the previously omitted electronic free energy F el

reduces �G between B2 and B19′, resulting in a decreased
MTT from 487 to 422 K, much closer to the experimentally
averaged value of 345 K.

The reduction in �G between B2 and B19′ is due to the
fact that the magnitude of F el (negative at finite temperature)
of B2 is larger than that of B19′. Since the Fermi temperature
of a metal is normally in the order of 104 K, the redistribution
of electrons at a few hundred K relative to that at 0 K occurs
mainly near the Fermi energy (EFermi), and the resulting U el

and Sel usually have larger magnitudes if the electronic DOS
at EFermi is larger. As indicated in Fig. 3, the electronic DOS
at EFermi of B2 is nearly twice as large as that of B19′ at 0 K,
though the difference is slightly reduced at 400 K.

To check convergence, we carried out phonon free-energy
calculations for B2 and B19′ at 600 K using larger and smaller
supercells. As summarized in Table I, F ph reaches a suffi-
cient level of convergence (<1 meV/atom) using 144-atom
supercells for NiTi. For both phases, though F ph

h and F ph
anh

vary with the supercell size substantially due to the large
variations in the calculated FCs, the variation in F ph, the total
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FIG. 1. Phonon dispersions (plotted using the PHONOPY program [48]) of the (a) B2, (b) R, (c) B19, (d) B19′ (98◦), and (e) B33 phases
at 0 K (blue lines) and 400 K (red lines). TDEP phonons are extrapolated from AIMD simulations using 128-atom supercells for B2 and
144-atom for R and B19, while 0 K phonons are calculated using 432-atom supercells for B2, 216-atom for R, and 384-atom for B19, B19′,
and B33. Phonon density of states (PDOS) are plotted in (f) for B2, R, and B19 at 400 K and in (g) for B19′ (monoclinic angle γ = 98◦ and
101◦) and B33 at 0 K.

phonon free energy, is much smaller, especially for the stable
(at 0 K) phase B19′, F ph(48-atom, 600 K) −F ph(144-atom,
600 K) is merely 0.8 meV/atom, while F ph(48-atom, 600 K)
−F ph(144-atom, 600 K) = 2.3 meV/atom for the unstable (at
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FIG. 2. Differences in Gibbs free energy G for B2 (black), R
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B2 and B19′ omitting and including the electronic free energy F el,
respectively.

0 K) B2. In fact, MTT computed using the 48-atom supercells
is 449 K, only 27 K higher than the converged value.

The data in the last row of Table I also demonstrate that
for the stable phase B19′, the quasiharmonic approximation
(QHA) is valid, i.e., F ph

anh is negligible (<1 meV/atom), pro-
vided that the supercell is sufficiently large (∼400 atoms) and
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in molecular dynamics simulations.
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TABLE I. Calculated harmonic part (F ph
h ) and anharmonic part

(F ph
anh) of the phonon free energy in meV/atom, for B2 and B19′

phases at 600 K. The total phonon energy F ph = F ph
h + F ph

anh. N is
the number of atoms in the supercell used. Here, the force constants
(FCs) of B2 are TDEP results at 400 K, and FCs of B19′ are calcu-
lated for the structure optimized at 600 K, for comparison of QHA
and TI.

N F ph
h F ph

anh F ph

B2 48 −155.3 −37.6 −192.9
B2 144 −150.7 −45.1 −195.8
B2 432 −172.2 −23.0 −195.2
B19′ 48 −133.2 −14.2 −147.4
B19′ 144 −134.3 −14.2 −148.5
B19′ 384 −148.0 −0.16 −148.2

the temperature is well below the melting point. In contrast, in
the austenite phase, F ph

anh cannot be neglected even using very
large supercells, since its anharmonicity is strong due to the
presence of many imaginary phonon modes at 0 K [Fig. 1(a)].

Figure 2 also shows that the transition temperatures for
R → B19′ and B19 → B19′ are well above that for B2 →
B19′. Though below 340 K B19 has a lower G than B2, they
both have higher G than B19′. Therefore, our calculations
clearly demonstrate that neither R nor B19 is an intermediate
phase for single-crystal NiTi, in which the MT is from B2 to
B19′ directly.

FIG. 4. (a) Gibbs free energy G and (b) energy E relative to those
of the B19′ phase along B19 → B19′ (blue) and B2 → B19′ (black)
transition paths.
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Figure 4(a) plots �G along the approximated transition
path B2 → B19′ at the MTT, in comparison with �G along
B19 → B19′. Here, the B2 → B19′ path was estimated by
interpolation between these two phases, while B19 → B19′
was obtained by relaxing the monoclinic structures with fixed
γ angles; therefore, B19 → B19′ is the minimum-energy path
[Fig. 4(b)], whereas B2 → B19′ shall be the minimum-free-
energy path, provided that the B2 → B19′ path is exact. When
γ < 94◦, �G along B2 → B19′ is significantly smaller than
that along B19 → B19′, and the difference in �G [Fig. 4(a)]
along these two paths becomes negligible when γ > 94◦,
though the difference in �E [Fig. 4(b)] is still significant.

The Landau-Falk theory of MT in SMAs [52] predicts
a free-energy barrier (Gb) between the metastable austenite
and martensite phases at MTT, when these two phases have
the same value of G. We find that in NiTi, Gb(MTT) � 3.6
meV/atom, i.e., here, the computed value of 3.6 meV/atom
is an upper limit of Gb at MTT, since the interpolated path
was not obtained by optimizing G at each considered angle
γ . Because of the existence of Gb, the martensitic transition
does not start at MTT; instead, B2 → B19′ begins at a lower
temperature, Ms, when �G can provide enough driving force
to overcome the extra energies associated with nucleation.
This is the origin of hysteresis in SMAs.

Low-temperature structures. Next, we discuss the struc-
tures and phase transitions at low temperatures, where B19
has a lower G than B2. Starting from B19 (γ = 90◦), shear
stress relaxation along 〈011〉 leads to a barrierless path from
B19 to B33, which is the energy minimum at γ = 107.24◦,
as plotted in the black curve in Fig. 5. This is the main
discovery by Huang et al. [15]. If B33 is the ground state
and there is no energy barrier from B19′ to B33, why does
the martensitic transition in NiTi occur between B2 and B19′
instead of between B2 and B33? Why is B19′ stabilized at
this particular γ angle around 98◦ right after the martensite
transition?

This is because though B33 is the energy minimum, B19′
(98◦) is the minimum of the Gibbs free energy near MTT,
as indicated by the purple curve in Fig. 5. When T further
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decreases, the value of γ of the monoclinic structure with the
lowest G increases; at 0 K, γ ≈ 101◦, i.e., B19′ (101◦) is the
true ground state and G(B19′, 0 K) − G(B33, 0 K) = −0.49
meV/atom. As shown in Fig. 1(g), most of the corresponding
phonons tend to have slightly higher frequencies in B33 than
in B19′, and thus the zero-point energy (ZPE) of B33 is higher
than that of B19′. The difference in ZPE between B33 and
B19′ (101◦) is about 0.5 meV/atom larger than �E . At 0 K,
as γ increases from 98◦ to 107.24◦, both the energy difference
(�E ) and ZPE difference (�ZPE) between B19′ and B33 are
decreasing; however, around 101◦, �E + �ZPE reaches the
minimum.

We note that for T � 50 K, the TI (144-atom supercells)
results and the QHA (384-atom supercells) results of the total
phonon free energy are almost identical, and both TI and
QHA approaches predict that G of B33 is lower than that
of B19′ (98◦) below 90 K, in agreement with previous find-
ings [21–23]. However, as T is further decreased, TI becomes
less applicable since TI is based on classical dynamics, which
cannot well describe the low-temperature quantum dynamics.

Conclusions. In conclusion, the martensitic transition and
the low-temperature phases in NiTi can be accurately pre-
dicted from the most advanced first-principles free-energy

calculations using the perfect single-crystal structures, thus
the computational design of multicomponent SMAs for
improving properties from ab initio calculations becomes fea-
sible. The zero-temperature ground state of NiTi is not the
previously predicted B33; instead, it is B19′ with a slightly
larger monoclinic angle than that just below the MT; thus
even at very low temperature the memory is stored. Al-
though in experiment certain levels of disorder, defects, and
off-stoichiometricity always exist, we find that their effects
on modifying MTT is by �100 K (the error of the pre-
dicted MTT of NiTi is the largest among our calculated
binary SMAs), which meets the minimum requirement for
computationally designing SMAs with a designated working
temperature range. Fundamentally, the single-crystal model
of SMAs can be used to reveal the physical mechanisms
driving the martensitic transition, which are still not clear
and currently under active investigation by our research
group.
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