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Excitons in two-dimensional semiconductors provide a novel platform for fundamental studies of many-body
interactions. In particular, dipolar interactions between spatially indirect excitons may give rise to strongly
correlated phases of matter that so far have been out of reach of experiments. Here we show that excitonic
few-body systems in atomically thin transition-metal dichalcogenides confined to a one-dimensional geometry
undergo a crossover from a Tonks-Girardeau to a charge density wave regime. To this end, we take into account
realistic system parameters and predict the effective exciton-exciton interaction potential. We find that the
pair-correlation function contains key signatures of the many-body crossover already at small exciton numbers
and show that photoluminescence spectra provide readily accessible experimental fingerprints of these strongly
correlated quantum many-body states.

DOI: 10.1103/PhysRevB.106.L081412

Introduction. Quantum systems often reveal their striking
features in low spatial dimension. Prime examples include
fractional excitations [1], fermionization [2] and nontrivial
topology [3]. One-dimensional quantum systems offer an ex-
perimental playground to explore these rich physics using, for
example, quantum optical systems such as ultracold atoms
[4] and molecules [5]. Particularly, these platforms permit
the study of dipolar quantum gases [6] governed by long-
range magnetic interactions. Various states of matter can be
explored with dipolar gases, including glass phases [7], novel
superfluid [8] and supersolid phases [9–11], spin liquids [12],
and exotic few-body complexes [13]. While ultracold systems
benefit from high tunability, their experimental investigation
is hitherto restricted to comparatively low densities or small
dipole moments.

Solid-state quantum systems provide an alternative set-
ting for realizing strongly interacting systems in reduced
dimensions. Recent progress in material science and device
fabrication has enabled the development of pristine low-
dimensional semiconductors, which has become a versatile
platform for studying quantum many-body physics [14–17].
Particularly, transition-metal dichalcogenides (TMDs) attract
growing interest due to their unique optoelectronic properties
[18,19]. Owing to an optical band gap and reduced screen-
ing, they enable efficient light-matter interfaces and host
strongly bound excitonic quasiparticles. Exciton physics in
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these atomically thin nanomaterials present new possibilities
for experimental study of few- and many-particle phenomena
[20–26]. Notably, spatially indirect excitons feature increased
lifetimes and significant electric dipole moments, making
them ideally suited for studying dipolar interactions in pre-
viously unexplored parameter regimes [27–30]. Recently,
electrically controlled one-dimensional (1D) confinement of
in-plane excitons has been demonstrated within a single TMD
monolayer [31], enabling experimental studies of dipolar ex-
citons confined to 1D.

In this Letter we theoretically study and predict the
emergence of many-body physics in a one-dimensional few-
exciton system with dipolar interactions. We demonstrate that
the system undergoes a crossover from a Tonks-Girardeau
(TG) to a charge density wave (CDW) state even at moderate
system sizes. Owing to the advantageous material properties
of TMDs, the system can be operated in both regimes, de-
pending on the exciton density. Furthermore, we find that the
photoluminesence (PL) spectrum of the system contains an
optical fingerprint of this crossover that can be readily probed
in state-of-the-art experiments.

Setup and model. We consider a one-dimensional system
of N dipolar excitons. It can be hosted both in bilayer TMDs
after a careful stacking engineering or at the interface of
lateral heterojunctions in monolayer TMDs [31]. Hereafter,
we consider the latter, for it is conceptually simpler.1 Here,
electrons and holes are located within the single monolayer

1Note that bilayer systems offer similar prospects, as one can tune
the distance between the opposite charges by stacking engineering.
One could, however, devise different ways of trapping the inter-
layer excitons, for instance, either by trapping the center-of-mass
motion or constraining the motion of individual particles to a one-
dimensional wire. The specifics of the chosen realization of a 1D
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FIG. 1. (a) Sketch of the interfacial exciton system in monolayer
TMDs. Electrons and holes are separated by a distance d ∼ (1–4)
nm tuned by gate voltage. Both the electron and the hole likewise
the center of mass of the resulting exciton move along a straight
line. The typical distance between the excitons lX is much larger
than d and the exciton size σX. (b) Relative motion wave function of
the ground state (solid black line) and first excited state (red dotted
line) of the exciton. (c) Contributions to the calculated interaction
potential between two excitons. At large distances, two excitons
interact via an effective potential Veff (x) ≈ (ed )2/(4πε0εx3), where
x is the interexciton separation.

in which they are separated via an external electric field by a
distance d ∼ (1 − 4) nm that may be tuned by a gate voltage
[31–33], see Fig. 1(a). Further, we assume that the typical
distance between the center-of-mass (COM) coordinates of
two adjacent excitons lX is large, i.e., lX � d . Based on recent
works on interfacial excitons [31,33], we assume that the ex-
citon wave function can be highly localized in the ŷ direction.
Under these assumptions, the exciton motion is constrained to
a wire along x̂.

Single exciton. The system of an electron and a hole
is described by the Hamiltonian HX = −h̄2∂2

xe
/(2me) −

h̄2∂2
xh
/(2mh) + VK(xeh), with me,h the effective electron and

hole mass, respectively, and xe,h the electron and hole coor-
dinates along the wire of length L. While we assume periodic
boundary conditions for simplicity, our key results also apply
to fixed boundary conditions. The Rytova-Keldysh potential
VK models the dielectric screening of the Coulomb interaction
[34–36], and xeh ≡

√
(xe − xh)2 + d2 is the distance between

the electron and hole. Owing to their transversal separation,
the electron and hole can be assumed to be distinguish-
able particles, i.e., exchange effects are neglected, as well as
valence-band mixing due to spin-orbit interaction, dynamical
screening, the finite width of the TMD monolayer, and the
transversal motion of electrons and holes along the ŷ direction.

setup would influence the short-range physics but not the low-density
limit that we study here.

To achieve high-precision predictions of key exciton features,
these and further effects would need to be included as shown
in recent ab initio calculations based on the GW approxima-
tion [37] plus Bethe-Salpeter equation [38,39], where precise
electronic-structure and dielectric considerations are included
[40,41]; see also Refs. [42–50] and references therein. Our
goal, however, is to study a dilute many-body system of
excitons for which their internal structure is less relevant
compared to the structure of the effective interparticle inter-
action, which as we will see are dominated by dipolar forces.
Therefore our rather simple model for single exciton features
can still serve as a qualitatively valid starting point to study
the many-body properties of the system.

The eigenstates of HX have the form �Q
n (xe, xh) =

φn(x̃)eiQX /
√

L, with x̃ = xe − xh the relative coordinate, X
the center of mass, and Q the total momentum. The wave
function for the relative motion of the interfacial exciton φn(x̃)
is obtained from [−h̄2∂2

x̃ /(2μ) + VK(xeh)]φn = Enφn, where
μ = memh/(me + mh) denotes the reduced mass. Figure 1(b)
shows φn(x̃) for the ground and first excited states, obtained
from exact diagonalization using representative material pa-
rameters for MoSe2 monolayers [51,52], d = 4 nm, and an
average dielectric constant ε = 2.5. Both states are bound.
The ground-state (GS) energy is approximately 108 meV, and
the gap to the first excited state is ∼30 meV. The width of the
ground-state wave function is σX ≈ d ≈ 4.7 nm.2,3

Two excitons. Due to their large binding energy and long
lifetime, the interfacial excitons characterized above are ideal
building blocks for studying the many-body physics of inter-
acting bosons in TMDs. A key ingredient for their description
is the derivation of the interexciton interaction potential,
which we model using an approach applied to bulk semicon-
ductors [53–59] and, recently, to monolayer TMDs [60]; for
details see [36,61]. At low carrier density and temperature,
the system is governed predominantly by low-energy scatter-
ing, and the mutual interactions V̂int between the fermionic
constituents of the excitons can be treated as a perturbation
to a system of two noninteracting excitons. Moreover, at suf-
ficiently large interexciton separation, one may assume only
the GS exciton is occupied owing to the large gap to the
first excited state. Under these conditions, the COM momenta
of excitons are small. Consequently, we consider the scat-
tering of two ground-state excitons focusing only on leading
terms in the effective potential as given by the Hartree-Fock
and Born approximations. Assuming excitons have the same
parallel spin projections, the scattering process schematically

reads (GS, Q) + (GS, Q′)
Veff (q)−−−→ (GS, Q + q) + (GS, Q′ − q)

[36]. Here, Veff (q) is the sought-after effective potential, and q
denotes the exchange momentum between the excitons. The
effective potential Veff (q) = Vdir (q) + Vexch(q) consists of a
direct part Vdir that relates to the classical interaction between
two electric dipoles and the bosonic exchange of the excitons,
while Vexch accounts for fermionic exchanges between the
holes and electrons.

2We define σX as the FWHM of |φGS(x̃)|2.
3Note that our findings are in a qualitative agreement with a more

detailed treatment of single interfacial excitons [33].
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FIG. 2. Illustration of the zero-temperature phase diagram of a
one-dimensional dipolar quantum gas and a comparison of its acces-
sibility using different experimental platforms based on [62–65] and
the present study of TMDs. TMDs can be expected to outperform
ultracold atomic gases (e.g., Cr, Er, and Dy) and bulk semiconductors
(e.g., GaAs) and complement ultracold molecules.

In Fig. 1(c) we present the contributions to the total
exciton-exciton interaction, Vdir (x) and Vexch(x), for different
spin states of fermions. At large distances, the direct part
of the interaction reduces to the classical dipolar potential
Vdir (x)

x→∞−−−→ A(ed )2/(4πε0εx3) [see the inset in Fig. 1(c)],
slightly decreased in strength by a factor A � 1 resulting from
both corrections to the Coulomb interactions in the Keldysh
potential and the finite extent of the exciton wave function.
Due to the interfacial character of the excitons, the exchange
part contributes to the effective potential only at short dis-
tances and decays exponentially. For d ≈ (1 − 4) nm, we
find that the range of the exchange potential rexch is of the
same order as the size of the ground state, rexch ∼ σX . It thus
can be neglected, i.e., Veff (x) = Vdir (x) (lX = n−1 = L/N �
σX).4 Crucially, one can check a posteriori that the interac-
tion energy per particle in the many-body system does not
exceed a few meV, thus confirming the validity of our
assumptions.

Many excitons. Hitherto, we have argued that ground-state
interfacial excitons can be treated as rigid bosons with mass
mX = me + mh with internal structure robust against mutual
interactions. Now we investigate N such particles moving
in a periodic wire of length L. This effective 1D system is
governed by the Hamiltonian

H = − h̄2

2mX

N∑

i=1

∂2

∂x2
i

+
N∑

i< j

Veff (xi − x j ), (1)

with xi denoting the exciton coordinates.
At low temperatures, the properties of the exciton wire

are encoded in the ground state of Eq. (1). Given the dipo-
lar character of Veff (x) at intermediate and large distances,
insight into the ground state can be gained from investigat-
ing ultracold dipolar gases [62–65]. The phase diagram is

4Note that this requirement holds independently of the underlying
model of a single interfacial exciton. A more detailed description of
electron-hole interaction (see, e.g., [49]) would only change the value
of σ . Moreover, the size of the exciton is comparable to d also for a
more accurate model such as discussed in Ref. [33].

0.0 0.2 0.4 0.6 0.8 1.0
0.0
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FIG. 3. Pair-correlation function as a function of distance at fixed
exciton number N = 6 for different nr0 tuned by adjusting the system
size L. The result for ideal fermions (IFs) is recovered in the TG limit
for nr0 → 0.

controlled by the single dimensionless parameter nr0, where
the dipolar length r0 = mX (ed )2/(2π h̄2ε0ε) characterizes the
dipolar interaction strength5 and n = N/L the 1D density of
excitons. In the thermodynamic limit, the system undergoes
a crossover from a TG state at low density (nr0 → 0) via a
strongly correlated superfluid (SF) at intermediate nr0 to a
CDW state at large densities, see Fig. 2. In TMDs all regimes
are accessible: for MoSe2, d ∼ (1 − 4) nm, and ε ∼ 2.5, we
find r0 = (20–320) nm. To realize the dilute regime, exciton
densities in the system have to fulfill n−1 � σX, implying
n � 106 cm−1, corresponding to a two-dimensional density
n2D � 1012 cm−2, consistent with typical exciton densities in
TMDs [66]. Therefore experiments can, in principle, reach
up to nr0 � 32. As illustrated in Fig. 2, TMDs can thus
outperform most alternative experimental platforms and com-
plement studies using ultracold molecules that have yet to
reach the required control to realize their full potential. We
further discuss and summarize the range of realizable values
of nr0 for different classes of TMDs in the Supplemental
Material [36].

Using currently available nanofabrication techniques, ex-
citons will be trapped in finite-size systems so that only
systems containing a finite number of excitons are accessible
experimentally [24–26]. In the following we show that the
TG-CDW crossover leaves its fingerprints in excitonic wires
even in such few-body systems, where the exciton density
can be controlled by laser intensity. To theoretically study
this scenario, we evaluate the many-body eigenstates of the
Hamiltonian (1) using exact diagonalization [36].

One quantity signaling the TG-CDW crossover [62,67] is
provided by the pair-correlation function

g(2)(x) = 〈ψ†(0)ψ†(x)ψ (x)ψ (0)〉
〈ψ†(x)ψ (x)〉〈ψ†(0)ψ (0)〉 , (2)

with ψ (x) and ψ†(x) the exciton annihilation and creation
operators in real space. In Fig. 3 we show g(2)(x) for a

5Note that, in general, Vdipolar (x) = Cdd
4π

1
x3 , and thus r0 = mCdd

2π h̄2 . The
interaction strength depends on the dipolar interaction origin (mag-
netic vs electric dipoles).
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FIG. 4. (a) Photoluminescence (PL) spectrum as function of detuning from the bare exciton resonance at fixed system size L = 156 nm
and dipolar length r0 = 280 nm that for N = 6 yields nr0 = 10. Only the most dominant PL peaks are shown, the strongest corresponding to
a ground-to-ground state transition |GSN 〉 → |GSN−1〉, while the rest originates from exciton decays, leading to excited states of the systems.
Inset: The PL spectrum for N = 8 (solid line). The bare exciton resonance is shown as a dashed line. (b) Blue shift 
EGS(N ) = EGS(N ) −
EGS(N − 1) of the ground-to-ground state transition for r0 = 280 nm as a function of N for different values of nr0 (values in the legend
calculated for N = 6).

fixed number of N = 6 excitons for different values of nr0

by tuning the size of the system L. Crucially, even at such
low particle numbers the observed features are in qualitative
agreement with those of dipolar ultracold bosons in extended
systems [62,67]. For x → 0, g(2)(x) vanishes independently
of the value of nr0, as a consequence of the strong repulsive
interaction at short range. For small nr0, the function g(2)(x)
approaches unity for increasing x, with small superimposed
Friedel-type oscillations. The function is nearly indistinguish-
able from that for free fermions, reflecting that excitons are
fermionized in the TG regime and exhibit a liquidlike char-
acter. For larger nr0, the oscillations increase in magnitude,
signaling the emerging crystalline CDW phase. The positions
of the peaks almost coincide with the lattice sites in the solid
phase (corresponding to nr0 → ∞), shown as dashed vertical
lines in Fig. 3.

While this result shows that one can observe the crossover
in a few-body system (N = 6), g(2)(x) is challenging to ac-
cess with current experimental techniques. Thus the question
arises as to which other indirect observable might pro-
vide a probe of the TG-to-CDW crossover. We hence shift
our focus to another distinct signature of the phases in a
1D dipolar gas. A straightforward, analytical analysis for a
large system reveals that the GS energy exhibits two lim-
iting cases. As shown in [36], for the TG state the GS
energy shows a scaling with exciton number, EGS(N ) ∼ N3

[68], that is distinct from the CDW state where EGS(N ) ∼
N4 is found. As we demonstrate in the following, these
different scalings manifest themselves already at small ex-
citon numbers in PL spectra that are readily accessible in
experiments.

The photoluminescence spectrum. In TMDs, optical emis-
sion is one of the prime exciton decay mechanisms when
exciton densities are sufficiently low to avoid Auger pro-
cesses. The probability of emission of a PL photon is the
highest for excitons with center-of-mass momentum inside
the light cone, i.e., Q ∼ 0 [69]. Since the typical equilibration
time of the system is much shorter than the lifetime of an
interfacial exciton, this allows us to model the PL spectra

within Fermi’s golden rule as

P(E , N ) ∼
∑

k

|〈kN−1|b̂Q=0|GSN 〉|2δ(E − EGS(N ) + Ek ),

(3)
with b̂Q the exciton annihilation operator at momentum Q, E
the energy detuned from the bare exciton resonance, |GSN 〉
the GS of the system of energy EGS(N ) containing N excitons,
|kN−1〉 the eigenstates (including the GS) of the system with
N − 1 excitons, and Ek the corresponding energies.

In Fig. 4(a) we present the dominant peaks in the PL
spectra upon varying the total exciton number N for fixed
system size L. The system size is chosen such that for N = 6,
one obtains a dimensionless interaction parameter nr0 = 10 6.
In the inset we show as an example an individual PL spec-
trum P(E , N ) for N = 8. The observed structure holds for
all densities: we observe a blue shift due to the repulsive
interaction, and the most probable transition corresponds
to |GSN 〉 → |GSN−1〉, while the other peaks are related to
transitions to low-lying excitations of the system. We ob-
serve that the blue shift given by 
EGS(N ) = EGS(N ) −
EGS(N − 1) increases for larger densities with a nonlinear
dependence. Similar blueshifting emissions with increasing
exciton density have recently been observed in experiments
studying a few indirect excitons confined by SiO2 nanopillars
[25,26].

In Fig. 4(b) we inspect the blue shift more closely by com-
paring our few-body results for different nr0 with the limiting
cases for a large system, where 
ETG

GS ∼ N2 and 
ECDW
GS ∼

N3 [36]. Remarkably, we observe not only a stark difference
between the scaling of 
EGS for varying density but, indeed,
recover the scaling behavior of the many-body system. Note
that the offset of the N3 power law can be attributed to the fi-
nite spread of the g(2)(x) function. The scaling behavior of the

6Note that for each N , we present here only the three most visible
peaks. In all cases considered in this work, the fourth-strongest peak
would be invisible to the eye.
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PL spectra shows that already surprisingly small exciton sys-
tems are sufficient to reveal fingerprints of the underlying cor-
related phases governing the physics in the large-system limit.

Conclusions. We demonstrated that interfacial excitons dis-
play a dipolar Bose gas at interaction strengths unreachable
for ultracold atoms or bulk semiconductors. We showed that
the full crossover between a fermionized Tonks-Girardeau
phase and a charge density wave phase can be realized and
measured in conventional PL experiments with an already
small number of excitons (N < 10). Our proposal can be ex-
tended to further setups using TMDs like interlayer excitons in
heterostructures where the distance between opposite charges
can be tuned by stacking engineering.

Our work also opens avenues for solid-state–based quan-
tum simulation: for example, lattice effects can be imple-
mented by superimposing Moiré patterns and interactions
may be tunable using Feshbach resonances [70–72].
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Condens. Matter 31, 203001 (2019).
[51] I. Kylänpää and H.-P. Komsa, Phys. Rev. B 92, 205418

(2015).
[52] C. Fey, P. Schmelcher, A. Imamoglu, and R. Schmidt, Phys.

Rev. B 101, 195417 (2020).
[53] C. Ciuti, V. Savona, C. Piermarocchi, A. Quattropani, and P.

Schwendimann, Phys. Rev. B 58, 7926 (1998).

[54] F. Tassone and Y. Yamamoto, Phys. Rev. B 59, 10830 (1999).
[55] J.-i. Inoue, T. Brandes, and A. Shimizu, Phys. Rev. B 61, 2863

(2000).
[56] S. Ben-Tabou de-Leon and B. Laikhtman, Phys. Rev. B 63,

125306 (2001).
[57] S. Okumura and T. Ogawa, Phys. Rev. B 65, 035105 (2001).
[58] C. Schindler and R. Zimmermann, Phys. Rev. B 78, 045313

(2008).
[59] A. D. Meyertholen and M. M. Fogler, Phys. Rev. B 78, 235307

(2008).
[60] V. Shahnazaryan, I. Iorsh, I. A. Shelykh, and O. Kyriienko,

Phys. Rev. B 96, 115409 (2017).
[61] T. Hahn, Comput. Phys. Commun. 168, 78 (2005).
[62] A. S. Arkhipov, G. E. Astrakharchik, A. V. Belikov, and Y. E.

Lozovik, JETP Lett. 82, 39 (2005).
[63] R. Citro, E. Orignac, S. De Palo, and M. L. Chiofalo, Phys. Rev.

A 75, 051602(R) (2007).
[64] R. Citro, S. D. Palo, E. Orignac, P. Pedri, and M.-L. Chiofalo,

New J. Phys. 10, 045011 (2008).
[65] M. Dalmonte, G. Pupillo, and P. Zoller, Phys. Rev. Lett. 105,

140401 (2010).
[66] L. B. Tan, O. Cotlet, A. Bergschneider, R. Schmidt, P. Back,

Y. Shimazaki, M. Kroner, and A. İmamoğlu, Phys. Rev. X 10,
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