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Antibonding ground states in crystal phase quantum dots
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Crystal phase quantum dots are formed during the nanowire growth by vertically stacking distinct crystal
phases of the same chemical compound. In this Letter we show, using an atomistic many-body approach, that
InP crystal phase quantum dots may exhibit a peculiar and rare antibonding hole ground state. Interestingly, even
small strains due to a wurtzite—zinc-blende lattice mismatch—which is often neglected—can strongly affect the
properties of the lowest hole states, resulting in unusual double-peak features in the excitonic optical spectra.
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An antibonding ground state is an unusual and rare fea-
ture of artificial molecules predicted [1,2] and observed [3,4]
in double quantum dots, more recently in photonic crystal
molecules [5], and in adatom molecules [6]. It may be argued
that the ground state wave function cannot change sign, and
thus the ground state cannot be of an antibonding character
[7]. However, in semiconductor quantum dot molecules the
antibonding ground state stem from the tunneling term and
can change sign due to a spin-orbit interaction [3,8,9]. The
antibonding hole ground state in artificial molecules there-
fore differs tremendously from the natural ordering in real
diatomic molecules. This is interesting from both a basic
research point of view, and in view of potential applications.
Such quasimolecular states could in principle allow for wave-
function engineering and thus control the magnetic, spin, and
optical properties, with possible applications in optics, trans-
port, or quantum information [10], and quantum simulations
[5].

In this Letter, we predict, using an atomistic tight-binding
approach, that the antibonding hole ground state may in fact
emerge in a single crystal phase quantum dot (CPQD) [11]
of type-II confinement, which mimics molecularlike behavior
[12]. To this aim, we perform a theoretical study of CPQDs
formed by an InP zinc-blende (ZB) section sandwiched be-
tween two InP wurtzite (WZ) sections, altogether forming
a nanowire [11]. We show that the coupling between two
sections of wurtzite leads to the formation of quasimolecular
states which, for large dot heights and diameters, may be of an
antibonding character. Importantly, the formation of antibond-
ing ground states competes with strain, which originates from
a small lattice mismatch between different crystal phases.
Whereas the actual magnitude of this mismatch is debatable
[13-15], even small strains may affect the excitonic spectra,
leading to the mixing of antibonding/bonding states and caus-
ing unusual double-peak features in the excitonic spectra for
CPQDs.
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We perform our calculations using the empirical tight-
binding method with the sp’s* parametrization [12,16-18].
The single-particle tight-binding Hamiltonian for a system
of N atoms and m orbitals per atom can be written in the
language of the second quantization as follows [19,20],
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where ciZ (cig) is the creation (annihilation) operator of a
carrier on the (spin-)orbital o localized on the site i, E;, is
the corresponding on-site (diagonal) energy, and f;, jg de-
scribes the hopping (off site and off diagonal) of the particle
between the orbitals on the four nearest-neighboring sites.
Index i iterates over all atoms, whereas j iterates over the four
nearest neighbors only. Coupling to further neighbors is thus
neglected, and A, g (on site and off diagonal) accounts for
the spin-orbit interaction following the description given by
Chadi [16], which includes the contributions from atomic p
orbitals. We use the modified Vogl et al. [21] set of empirical
parameters augmented to account for the spin-orbit interac-
tion [16], the valence band offset (VBO) between the ZB
and WZ segments (Fig. 1), the increased band gap, and the
presence of crystal-field splitting in the WZ phase [22-25].
The modeling of CPQDs is challenging as the reported values
of WZ band-structure parameters vary considerably. For ex-
ample, published values of InP ZB-WZ VBO range from 45
to 111 meV [23-25]. Here, following Ref. [22], we assume
the VBO to be equal to 64.6 meV (Fig. 1), and crystal-field
splitting equal to 100 meV [22,24,26]. As the VBO plays an
important role in the modeling [27], we are also discussing the
VBO dependence.

To account for the electron-hole interaction, we first solve
self-consistently a pair of coupled electron-hole tight-binding
equations, similar to Ref. [28]. Thus, the Schrédinger equa-
tion for the electron is solved in the presence of a Coulomb
potential coming from the hole, and vice versa. This forms a
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FIG. 1. Schematics of systems under consideration, including
the band alignment of InP crystal phases and an illustration of a
quasimolecule formed by two wurtzite sections. H and D denote the
CPQD height and diameter, respectively.

potentially very time-consuming stage of computation, how-
ever, we found that usually only several iterations are needed
for a ueV convergence. Next, to account for the effects of con-
figuration mixing and the exchange interaction, the excitonic
spectra [29] are calculated with the configuration-interaction
method described in detail in Refs. [19,30]. However, the
electron and hole states are taken from the self-consistent
field (SCF) tight-binding stage of calculation, rather than
from the noninteracting single-particle spectra. Preceding the
configuration-interaction state with the SCF calculation al-
lows for a much better convergence of many-body spectra.
More details of the self-consistent approach (in particular
regarding the convergence of calculations) for CPQDs will
be described elsewhere. We note that the calculation of the
Coulomb matrix elements presents a formidable challenge
[31,32]. Here, we benefit from using the latest version of
our COULOMBO code [30], which performs highly efficient
calculations in the Fourier space [33]. For completeness, we
note that the dipole matrix elements are calculated using
an approach given in Refs. [19,32]. Finally, in the second
part of this Letter, we account for strain effects by using
the valence force field method of Keating [2,34-36], with
the Harrison scaling law of hopping matrix elements [37].
Minimization of the strain energy is performed with the
conjugate gradient method [2,36], whereas strain is incor-
porated into the Hamiltonian via Slater-Koster rules [38]
and the Harrison scaling law of hopping matrix elements
[37].

We model CPQDs defined by a ZB InP segment, with
the height varying from 1 (single ABC stacking sequence)
to 5 nm, grown along the [111] direction, with diameters
varying from 12 to 47 nm. The ZB is embedded between two
WZ InP segments grown along the [0001] direction as shown
schematically in Fig. 1, which also shows the corresponding
energy band alignment.

Figures 2(a) and 2(b) show the charge densities of the elec-
tron and hole ground state e; and h,, respectively, obtained
after the SCF procedure, for a CPQD of ZB section height
equal to 2 nm and a diameter of 23.5 nm. The e; state is
predominately localized in the ZB section, however, with
notable tails in both WZ sections. On the contrary, h; and
h, (first excited hole state) are mostly confined in the WZ
sections, yet are attracted by the Coulomb interaction from
the electron state, as manifested in the confining potential plot
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FIG. 2. (a) Electron ground e; and (b) hole ground 4, and first
excited state &, charge densities, and their respective confining po-
tentials (solid lines) for a CPQD of 2 nm height and diameter of
23.5 nm. The band alignment prior to a self-consistent calculation
is shown for comparison (dashed lines). (c) Several lowest electron
and (d) hole states for CPQD of H = 2 nm as a function of nanowire
diameter. Shaded (patterned) areas mark higher excited states.

(black solid line; for comparison the gray dashed line shows
band alignment without the Coulomb interaction). States A
and h, are similar with only some differences in peak heights.
The system has C3, symmetry and therefore it lacks the rotoin-
version [39] symmetry (in the growth direction) that would
disallow such a difference.

The energy spectrum [Fig. 2(c)] of the electron resembles
the shell structure of a typical single quantum dot (Fig. 1).
The hole spectrum is different [Fig. 2(d)], formed by pairs of
quasimolecular states. The splitting between the ground and
the first excited state strongly depends on the dot diameter,
varying from several meV’s for the smallest diameters to
12 peV for the largest diameter in Fig. 2(d).

By itself, due to the highly oscillatory character of atom-
istic wave functions, the charge density shown in Fig. 2(b)
makes it often very challenging to determine the character
of hole states. However, as the electron ground state is of
well-defined S symmetry (even parity), thus calculating the
optical transition rates for electron-hole recombination allows
for an indirect determination of h;/h, hole state symmetries
(parities) accordingly. Therefore, in Fig. 3, we study the op-
tical activity of the two lowest excitonic branches. These are
formed from electron-hole configurations dominated by e; /A,
and e;/h, contributions, respectively. Each of the branches
actually consists of four states: two bright and two dark states
(due to spin selection rules). These states are doubly degener-
ate, as there is no fine-structure splitting in C3, systems. The
spin-allowed states may still be optically inactive should the
transition dipole moment between the electron state and the
hole state vanish. Such behavior, by symmetry, is expected for
the s-like electron ground state and antibonding hole states, as
they have different parity. Thus, the vanishing optical activity
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FIG. 3. Optical activity of the two lowest excitonic branches as a
function of diameter, and for three different heights (a)—(c). For H =
3 nm the lower excitonic state (blue squares) is optically nonactive
for all diameters, indicating the antibonding character of the hole
states. For other heights a more complicated behavior is possible with
either a higher excitonic branch (red circles) being optically active or
both states interchanging their brightness.

of e;/h; states is a direct indicator of an antibonding hole
ground state.

As shown in Fig. 3 for a larger dot height (3 nm), the
lowest excitonic branch remains optically inactive for a broad
range of diameters, indicating the antibonding character of the
hole ground state, whereas the higher excitonic branch has
strong optical activity. For a smaller height CPQD of 2 nm
the antibonding ground state dominates for diameters up to
27 nm. For an even smaller dot of 1 nm the situation is re-
versed: Flat, high-diameter CPQDs have a bonding, optically
active hole ground state. However, in small height (1 nm) and
small diameter (13.7 nm) systems, the hole ground state again
appears to be antibonding.

Figure 4 shows results of calculations for CPQDs with
five different heights and seven various diameters. To make
the comparison feasible, we show results in the form of a
contour plot. First, for completeness, we show [Fig. 4(a)] the
excitonic ground state energy that reveals a strong monotonic
dependence with a reduction of both height and diameter. A
stronger dependence on height is related to a stronger vertical
confinement of the electron in the ZB section.

Next, we study [Fig. 4(b)] a contour plot of 4 /h, splitting
with color saturation proportional to the splitting magnitude,
and the choice of color (blue/red) indicating the character
of the hole ground state. As shown in Fig. 4(b), and con-
sistent with Fig. 3, the large height/small diameter systems
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FIG. 4. Contour plots illustrating the size dependence of (a) the
excitonic ground state energy and (b) the two lowest hole states’ (h;
and h,) energy splitting. The dashed line separates a negative (blue)
splitting region (with the antibonding state hole ground state), from
a positive (red) splitting area (the bonding hole ground state).
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FIG. 5. Energies of the two lowest hole states s; and h,, and
their energy splitting (insets) as a function of valence band offset,
for two CPQDs of notably different heights: (a) 1 nm and (b) 4 nm,
and the same diameter (47 nm). For a flat system (a), in the range of
considered VBO values, the /; does not cross with /,, and /| remains
of bonding character. However, a tall quantum dot (b), manifests a(n)
(anti)crossing of hole states occurring at a small VBO of 20 meV. For
larger VBO values the ground-hole state is antibonding.

should have an antibonding hole ground state, whereas small
height/large diameter dots will have a bonding hole ground
state. The dependence of the splitting of the two lowest hole
states on a dot radius and diameter is consistent with a picture
of CPQD as a system formed by hole states residing in two
WZ sections, and coupled via the ZB region. The magnitude
of this coupling thus changes with barrier width, although not
monotonically, as can be seen in the upper left-hand corner of
Fig. 4(b), reaching a maximum for 2-3 nm.

In this spirit, the splitting between the two lowest states
should also be expected to depend on the ZB barrier height,
i.e., the valence band offset (VBO). Unless specified other-
wise, we assume VBO equal to 64.6 meV [22]. However,
we can study the effect on the hole spectrum by artificially
changing the VBO value as shown in Fig. 5. The increasing
VBO value leads to an increased hole barrier height, and thus
it reduces the hole splitting [Fig. 5(a)]. For the flat, 1 nm
height system, the /4, state is of a bonding character, and it
is far more affected by the VBO choice than the antibonding
state h,. This is consistent with a simplified understanding
of a bonding orbital as having a larger charger density in
between two main peaks, i.e., in the barrier. Next, for a larger
height dot of 4 nm, the hole level splittings are far smaller
due to a decreased coupling through a thicker ZB barrier.
Moreover, the overall trend is more complicated, with A /h;
levels undergoing an apparent crossing (see the inset of Fig. 5)
at VBO equal to 20 meV. A similar crossing is also observed
for dots of 2 and 3 nm (for VBO of 35 and 30 meV, respec-
tively; assuming the same diameter of 47 nm). Thus, despite a
broad range of possible VBO values reported in the literature,
the antibonding state is expected to robustly occur for larger
height CPQDs.

Strain effects in CPQDs are often neglected or assumed
very low [11,12,40]. Several authors report an InP ZB/WZ
lattice mismatch from 0.2% to approximately 1% [13-15],
thus in fact very small compared to InAs/GaAs dots.
Nonetheless, strain affects the bulk-band structure via rel-
atively large deformation potentials [41]. Thus, even small
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FIG. 6. Impact of strain on (a) electron and hole spectra and
(b) optical activity of the two lowest excitonic branches including
also the effect of temperature. Dashed lines are a fit to a model
discussed in the text. The strain goes from tensile (positive sign) to
compressive (negative sign). The inset in (a) shows the lowest two
hole levels splitting the strain evolution, compared with a fit to a
model (black dashed line).

strain could lead to substantial energy shifts. Figure 6(a)
shows the effect of strain on the electron and hole spectra. We
assume a larger lattice constant, and thus a compressive (neg-
ative) strain in the ZB area. For completeness, we also study a
case with a smaller ZB constant leading to a tensile (positive)
strain. Either way the compressive/tensile strain leads to an
overall blue/redshift of electron energies, respectively. Strain
can also penetrate outside of the dot [42], and thus shift hole
energies as well. In effect, we observe an overall shift of the
excitonic ground energy of 57 meV for —1% (compressive)
strain for an H = 4 nm and D = 23.5 nm system, with even
larger shifts (80-90 meV) for smaller systems. Similar, though
of opposite sign, shifts are observed for tensile strain. For
large tensile strain, there is a rapid reduction of higher electron
bands consistent with a discussion presented in Ref. [43],
with a possible reversal of the energy ordering for higher
tensile strains and increased dot diameter. Since there are no
expectations regarding strong strain at the ZB-WZ interface
[13-15,43], thus we do not study strains outside of the —1%
to 1% region. Nonetheless, even small strain strongly modifies
the electron and hole spectra, thus, the actual magnitude of
strain and VBO must be known far more accurately, aiming
for a better agreement of the theoretical results with CPQD
experiments.

We also found that strain strongly affects the excitonic
optical spectra, as illustrated in Fig. 6(b). For a nonstrained
system the low excitonic branch has a vanishing oscillator
strength indicating an antibonding hole state. With increasing
strains both branches apparently start to “swap” their optical
activities. For large compressive strains the optical activity of
the lower branch can even dominate. This indicates a strong
mixing of bonding and antibonding states due to strain.

In a typical photoluminescence experiment the optical
activity of excitons is also affected by temperature which
determines the populations of the excitonic states [44]. In
usual (type-I) quantum dots, the energy level spacings are so
large that in low-temperature (4.2 K) experiments the higher
states remain unoccupied, and are thus optically inactive. For
CPQDs the energy spacings between hole levels are much
smaller. However, with T = 4.2 K (and kT product equal to
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FIG. 7. Excitonic emission spectra of a CPQD with H = 4 nm
and D = 23.5 nm as a function of strain. The compressive strain
corresponds to negative signs, whereas the tensile strain is positive.
For intermediate strains the double-peak structure emerges, as a
result of bonding/antibonding mixing.

0.36 meV) the reduction of the probability of occupation of
the higher excitonic branch (and the optical activity) is no-
table. The inclusion of temperature is thus shown on Fig. 6(b)
(magenta triangles) showing a pronounced dumping of the
higher branch optical activity.

To further understand the role of strain we are utilizing
a simple model neglecting the exchange and configuration
mixing effects. The excitonic Hamiltonian is given in terms of
two basis functions associated with the left |L) = |e;)|h.) and
right |R) = |e;)|hg) parts of CPQD, with e, being the electron
state. In this basis the Hamiltonian has a 2 x 2 form,

_ E; | _ E t
HLR—|:t ER:|_|:t E+A:|’ )
with E the (excitonic) energy, ¢ being the hopping term re-
sponsible for the (hole) coupling between the left and right

wurtzite sections through the zinc-blende barrier, and A is the
energy difference between the left and right section. Small
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strains can be included into modeling by assuming a linear
strain dependence,

E+ape
t 4+ arre

3

strai t +argre
strain
Hp™ = [ ’

E + A+ age

where € is the strain, and a; , ap are coefficients (deformation
potentials) responsible for energy shifts of the left and right
(WZ) sections, respectively, which can be different due to
a lack of inversion symmetry. a;z describes the change of
hopping due to a variation of barrier height caused by strain
(strained band offset).

The Hamiltonian of Eq. (2) can also be rewritten in the
antibonding/bonding (AB) basis:

_[E+t+% -3
HAB—|: —a E—r+2] 4)
Similarly, Eq. (3) can be reexpressed in the AB basis,
pstin _ py aa asp ’ 5
AB AB T € [a 5 dgp Q)
where Hup is the unstrained Hamiltonian, au/p =

(ap + ag F2arg)/2 describe deformation potentials of
the antibonding/bonding states, respectively, whereas
asp = (ap —ag)/2 is a strain-related bonding-antibonding
mixing term. We can find these parameters by fitting
to the atomistic results with E = 1397.221 meV,
t =0.156meV, A = —0.056 meV, with a4 = —57.48 meV,
agp = —56.99meV, ayp=0.271meV for compressive
strain, and a4 = —57.206meV, ag = —57.26meV,
asp = 0.669 meV for tensile strain.

Results of the fitting are shown as dashed lines in
Fig. 6(b) closely matching the atomistic targets, where we
also accounted for the temperature effect in an occupation

probability of the higher branch [45]. The corresponding low-
est hole level splitting is shown as a dashed line on inset in
Fig. 6(a). However, due to model simplicity, it cannot be si-
multaneously fit with the same accuracy as the optical activity.

Finally, to better illustrate the strain evolution of CPQD
emission intensity, Fig. 7 yet again shows the optical spec-
tra, this time in the form of photoluminescence peaks, with
the effect of temperature included, and with accounting for
finite linewidths (10 pneV). Without strain, a single line in the
spectra is present, due to emission from the higher (bonding)
excitonic branch, whereas the ground exciton branch (anti-
bonding) remains inactive. Contrarily, for strain higher than
0.8% (both tensile and compressive) the emission is domi-
nated by the lower excitonic branch of a bonding hole state
character, with a systematically vanishing contribution from a
higher (antibonding) branch. This term is further quenched by
increasing the energy spacing from the ground state, and thus
decreasing the probability of a higher state occupation. For an
intermediate range of strain, a characteristic [12] pattern of
double peaks emerges in the spectra, with either a pronounced
low-energy peak and a dominating higher-energy peak (for
40.2% strain) or a peculiar structure of two peaks of compa-
rable heights (—0.4%).

To summarize, a CPQD can host an unusual antibonding
hole ground state which leads to a vanishing optical activity
of a lowest excitonic manifold. However, the spectra of CPQD
may strongly depend on their dimension, and ZB-WZ lattice
mismatch, with a mixing of antiboding/bonding states, and
the onset of characteristic double-peak features. Finally, we
note that further research is needed to determine the strain and
band offsets in ZB-WZ mixed systems.

M.Z. acknowledges support from the Polish National Sci-
ence Centre based on Decision No. 2018/31/B/ST3/01415.
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