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Magnetic field induced Anderson localization in the orbital-selective antiferromagnet BaMn2Bi2
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We report a metal-insulator transition (MIT) in the half-filled multiorbital antiferromagnet (AFM) BaMn2Bi2

that is tunable by a magnetic field perpendicular to the AFM sublattices. Instead of an Anderson-Mott mechanism
usually expected in strongly correlated systems, we find by scaling analyses that the MIT is driven by an
Anderson localization. Electrical and thermoelectrical transport measurements in combination with electronic
band calculations reveal a strong orbital-dependent correlation effect, where both weakly and strongly correlated
3d-derived bands coexist with decoupled charge excitations. Weakly correlated holelike carriers in the dxy-
derived band dominate the transport properties and exhibit the Anderson localization, whereas other 3d bands
show clear Mott-like behaviors with their spins ordered into AFM sublattices. The tuning role played by the
perpendicular magnetic field supports a strong spin-spin coupling between itinerant holelike carriers and the
AFM fluctuations, which is in sharp contrast to their weak charge coupling.
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Introduction. A metal-insulator transition (MIT) can occur
in a clean solid as a consequence of strong electron-electron
correlations that open a Mott pseudogap in the excitation
spectrum [1]. On the other hand, quantum interferences aris-
ing from disorder in a noninteracting system can destroy all
extended states and induce an Anderson localization (AL)
transition [2]. The intertwining of these two mechanisms
within the same system generates rich phase diagrams con-
taining coexisting complex phases and intriguing critical
behaviors at the phase boundaries [3,4]. Theoretical calcu-
lations of correlated single-band models at half filling have
found that correlated metallic phases can be enhanced in
the regime of weak disorder and correlation [3,4]. Intricate
Anderson-Mott insulating phases with suppressed Mott-like
antiferromagnetic order (AFM) [5] and/or the coexistence of
spatially segregated Mott and Anderson regions have been
proposed in the regime of strong disorder and correlation [6].

The participation of multiple orbitals often found in transi-
tion metal compounds can make the above competitions even
more interesting. Orbital-selective Mottness scenarios have
been recently put forward to discuss the cases of coexisting
weakly and strongly correlated energetic bands, both of which
are derived from the same partially filled d shell [7,8]. Unfor-
tunately, Anderson-Mott and AL transitions in the presence

*huynh.kim.khuong.b4@tohoku.ac.jp
†katsumi.tanigaki.c3@tohoku.ac.jp

of orbitally selective Mottness have been experimentally and
theoretically unexplored due to the lack of suitable model
systems.

In the present Letter, we combine experimental observa-
tions and band calculations to show that with the help of
orbital degrees of freedom, the dominant role in such in-
triguing cases can be taken by an AL mechanism even in
the presence of strong electronic correlations. Our model
compound is single-crystalline BaMn2Bi2 [Fig. 1(a)], the end
member in the family of half-filled G-type AFM BaMn2Pn2’s
(Pn stands for As, Sb, and Bi) [9–16]. In these materials,
structurally similar to their sister BaFe2As2 with a 3d6 elec-
tronic shell [7], five 3d orbitals are essential to the electronic
properties. The correlation strength varies greatly depending
on the Mn’s 3d orbitals, even though BaMn2Pn2 is at half
filling [17,18].

BaMn2Bi2 exhibits a clear orbital dependence, as its dxy-
derived band is virtually unaffected by electronic correlation
whereas the other orbitals show very strong Mott-insulating
behavior with AFM order [Figs. 1(b) and 1(c)]. The holelike
charges in the dxy-derived band exhibit a bad metallic state
at high temperatures, but with cooling down undergo a local-
ization transition that renders a weak insulator. Intriguingly,
MIT is tunable by a magnetic field that is perpendicular to the
G-AFM axis (Hab) so that the material becomes metallic at
high magnetic field strength Hab. By employing scaling anal-
yses for the conductivities at different Hab, we found that the
critical exponent of MIT is ν ≈ 1.4. This value corresponds
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FIG. 1. (a) The crystallographic and magnetic structure of
BaMn2Pn2. (b) Spin-polarized PDOS of Mn’s 3d and Bi’s 6p orbitals
calculated for U = 0 at a Mn site in the spin-up AFM sublattice. The
inset on the right-hand side enlarges the region near the EF. (c) U
heavily affects all bands except the dxy-derived one close to the EF.
(d) The electrical conductivity of BaMn2Bi2 measured in a perpen-
dicular magnetic field Hab ⊥ ĉ configuration. The black dashed line
is the fit to the VRH model. (e) The temperature dependence of the
Seebeck coefficient of BaMn2Bi2 at zero magnetic field.

to an AL transition, but not a Anderson-Mott transition, in
the unitary universal class and therefore reaffirms the absence
of a correlation effect in the dxy-derived band. On the other
hand, the unusual tuning role played by Hab supports a picture
of strong coupling between the spin angular momenta of dxy

holes and the AFM fluctuations. The contrast in coupling
strengths, weak for charge and strong for spin excitations, is
reminiscent of the scenario of spin-charge separation recently
proposed for multiobital Hund’s metal [7,19].

Multiorbital electronic structure and magnetism. Fig-
ure 1(b) shows the band structure of BaMn2Bi2 as obtained
from our spin-polarized band calculations [20] by using the
program code WIEN2K and QUANTUM ESPRESSO [21,22]. Both
“core” and itinerant electronic states coexist. The “core” states
locate far away from EF, and their spins are well ordered into
G-AFM sublattices. These AFM-polarized bands show clear
Mott-like behaviors because they are effectively pushed down
by increasing the correlation strength U [Fig. 1(c)].

Much more important for transport properties is the band
at the vicinity of EF. The partial density of states (PDOS)
[Fig. 1(b)] shows that the contribution from the 3dxy orbital
dominates this band, being 60 and 10 times larger than those
from the Mn’s dxz/yz and Bi’s pz orbitals, respectively. This
dxy-derived band resembles that of a paramagnetic metal. Its
wide bandwidth that favors itinerant holes and the PDOS of
“spin-up” and “spin-down” states are almost equivalent. Inter-
estingly, we found that the dxy-derived band remains virtually
unaffected even for extremely large U [Fig. 1(c)]. Our band
calculations show a strong orbital-selective correlation effect
in BaMn2Bi2 and are in a good agreement with the previous
calculations and experimental observations for the sister com-
pound BaMn2As2 [17,18,23]. Whereas other BaMn2Pn2’s
remain insulating under high magnetic fields, BaMn2Bi2 is in
the vicinity of an intriguing field-tuned MIT. The dxy-derived

FIG. 2. (a) Effects of Ha on temperature dependencies of carrier
mobility in the ab plane (μab) estimated from the crossed-field Hall
measurements [20]. (b) Carrier number estimated from the high-Hc

Hall coefficient. The black open circles represent the carrier esti-
mated from the single field transverse Hall measurement published
in Ref. [15]. (c) Temperature dependencies of carrier mobility along
the ĉ axis (μc) estimated for Ha = 0 and 16.5 T. (d) Carrier number
estimated from the high-Ha Hall coefficient. More details for the Hall
measurements can be found in the Supplemental Material (SM) [20].

band at the vicinity of the EF is the playground for interesting
transport and magnetism, as described below.

Localization in transport properties and delocalization
via Hab. At high temperatures (T ) and zero magnetic field,
BaMn2Bi2 exhibits a bad metal behavior which then changes
to insulating at Tmin ≈ 83 K. Figure 1(d) shows that the con-
ductivity σ follows an insulating Arrhenius law at T < Tmin

and then a three-dimensional variable range hopping (VRH)
σ ∝ exp[−(T0/T )1/4] at lower temperatures [15]. The insu-
lating state at low T ’s has been interpreted as the property
of a small semiconductinglike band gap [10,13]. However,
the Seebeck coefficient (S) of BaMn2Bi2 approaches zero as
T → 0 [Fig. 1(e)]. The contrast behaviors of σ (T ) and S(T )
demonstrate an AL of finite DOS at EF [24].

The insulating behavior of BaMn2Bi2 is effectively sup-
pressed by Hab [Fig. 1(d)]. The delocalization effect is
isotropic with respect to the direction of Hab in the crystallo-
graphic ab plane [14,15]. Meanwhile, magnetic fields parallel
to the AFM axis (Hc) result in a much smaller effect [14–16].
The in-plane magnetic field Hab is thus the tuning parameter
for the AL transition in BaMn2Bi2.

Hall effects. In an AL state and/or in the vicinity of an AL
transition, the Hall effect is a complex quantity that remains
not well understood [24–29]. In BaMn2Bi2, the ability to
accurately control the AL transition in the same sample via the
Hab provides a good opportunity to study the interesting topic.
We employed a crossed-field measurement method to investi-
gate the current-in-plane Hall effect [20,30]. As schematically
shown by the inset of Fig. 2(a), Hc is the probing field that
helps to measure the transverse Hall response from the elec-
tronic state that is tuned by Ha. The effect of Ha on the Hall
resistivity ρba(Hc) was investigated by rotating the sample
in different static Ha’s [20]. The crossed-field measurements
revealed tuning effects for Ha on ρba [20]. At low Ha, the
ρba(Hc) curves show a nonlinearity that is related to the VRH
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transport regime [24]. In the metallic state at high Ha and/or
high T , the nonlinearity disappears and ρba returns to a simple
linear line.

The crossed-field Hall measurements also allowed us to
estimate the effects of Ha on the carrier number and mobility.
Figure 2(a) shows that the in-plane mobility μab displays a
broad peak corresponding to the MIT at Tmin and then de-
creases to zero when entering the VRH regime. At high Hab,
μab is metallic down to low T . The carrier number nab is not
affected by both Ha and T [Fig. 2(b)].

Similar effects of Ha can be obtained from the out-of-plane
Hall effect [inset of Fig. 2(c)], in which Ha takes a dual
role of being the Hall and the tuning fields [20]. As shown
in Fig. 2(c), Ha effectively removes the insulating behavior
at zero magnetic field of the interlayer mobility μc. On the
other hand, the interlayer carrier number nc, estimated at
Ha � 15 T, does not change with T [Fig. 2(d)]. These deduced
μab and μc corroborate a clear delocalizing effect of Hab on
the dxy holes.

Scaling analyses. Since the localization transition in the
dxy-derived band is tunable via Hab, one may anticipate that
at T = 0 there exists a quantum critical point Hcr separat-
ing the metallic and insulating phases. Using the scaling
theory for the localization in both metallic and insulating
regions [31,32], we investigated the criticality of the in-
plane conductivity in the window 0.5 K � T � 1 K by tuning
Ha [33].

At finite temperatures, the in-plane conductivity mea-
sured under various Ha’s should obey the rule σ (h, T ) =
T αF (h/T β ). Here, h = Ha/Hcr − 1 is the dimensionless dis-
tance of magnetic field from the critical field Hcr, and h/T β

is the only variable of the scaling function F . At the vicin-
ity of Hcr, the localization (correlation) length ξ diverges as
|Ha − Hcr|−ν . The critical exponents α and β are related to the
correlation length exponent ν1 and the dynamical exponent z
by α = (d − 2)z−1 = z−1 and β = (zν1)−1, in which the d =
3 is the dimensionality of the system. Figure 3(a) shows that
the best scaling is achieved with α ≈ 0.503 and β ≈ 0.355,
corresponding to z = α−1 ≈ 1.988 and ν1 = αβ−1 ≈ 1.415,
by a polynomial fitting near h = 0 [34]. The fitting also yields
the critical field H cr

a ≈ 5.07 T [20].
On the other hand, at T = 0, the two sides across h = 0

exhibit entirely different states. For the metallic state at h > 0,
the zero-temperature conductivity σ0 is positive and finite,
however, σ0 < 0 in the insulating region, h < 0. We thus
employed a different approach for each region. For h > 0, the
metallic conductivity generally obeys σ0(h) ∝ hμ. The critical
exponent is related to ν by the definition μ = (d − 2)ν2 =
ν2. We estimated σ0 from the power-law fitting σ (T, Ha) =
σ0(Ha) + aT q at low temperatures; q takes a value close to the
inverse of the dynamical exponent in the finite-temperature
scaling, i.e., q ≈ 1/z ≈ 0.5 [31,32]. The fitting of obtained
σ0’s to the critical law σ0 ∝ hν2 [black line in the metallic
region of Fig. 3(b)] yields ν2 ≈ 1.39.

As shown in Fig. 3(b), in the insulating side (h < 0)
at T = 0 K, the scaling behavior appears in the Ha depen-
dence of T0 extracted from the modified VHR law σ (T ) ∝
T 1/2 exp[−(T0/T )1/4] [34]. As a result of the small T0 near
h = 0, the T dependence of the prefactor is taken into ac-
count [20]. By definition, T0 ∝ ξ−3, and ξ diverges as |h|−ν3

FIG. 3. Scaling properties of the MIT. (a) Finite-temperature
scaling properties of σ (T, Ha ). The solid circles the represent the
σ (T ) data measured at Ha’s as shown in the text and the color bar.
The solid lines are the fit using a polynomial expansion of F [20,33].
(b) Scaling properties of σ0 in the metallic region and T0 in the VRH
insulating regime. The solid lines are power-law fittings [20,33]. Tmax

(Hmax) and Tmin (Hmin) in (a) indicate the fitting range in T (Ha). The
scaling formulas for each scaling are also shown.

as h → 0. A T0 ∝ |h|3ν3 fit (black line) yields ν3 = 1.40. The
deviations from the fittings at Ha < 3 T in Figs. 3(a) and 3(b)
are mainly due to the effect of an additional positive magne-
toresistance [14,15] that is not included in the scaling theory.

The obtained values νi ≈ 1.4 point to an AL transition that
belongs to the 3D unitary universality class, for which a νcal ≈
1.4 was obtained by simulations [35–37]. This is consistent
with the absence of time-reversal symmetry caused by both
the tuning parameter h and the G-AFM order. The value ν ≈
1.4 is also far from the critical exponent of an Anderson-Mott
transition ν = 0.33 for Cr-doped V2O3, and νz = β−1 = 0.56
as obtained from theoretical calculations [38,39]. Random-
ness plays a decisive role and electron-electron interactions
are of less importance despite the strong electron correlations
of the G-AFM background.

Discussion and summary. The critical exponent ν ≈ 1.4
helps us to place the Hab induced AL transition in the unitary
universality class. A unitary, i.e., broken time-reversal sym-
metry, AL can originate from the randomness in the phase
of the electronic hopping amplitude that is introduced by an
internal random gauge field, i.e., the magnetic field [35,40].
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Thus, a sufficiently strong external magnetic field can induce
a delocalization by suppressing the randomness of the internal
vector potential. Because the AL transition is tunable solely
via the perpendicular Hab [14,15], the random gauge field
causing it has a close connection to the fluctuations of the
Mott-like AFM. It has been known that a perpendicular field
Hab can suppress the G-AFM fluctuations effectively whereas
a parallel Hc cannot [41].

In Fig. 1(b), the large energy separation between the dxy-
derived band and the 3d G-AFM states suggests that the
hopping of the quasifree holelike charges at EF can cause only
infinitesimal perturbations to the latter. On the other hand,
from the viewpoint of spin degrees of freedom, the quasistatic
AFM spins and the spins of the dxy holes are still coupled
via spin-spin interactions [42]. AFM spin fluctuations hence
are inherited as phase randomness of the hopping amplitudes,
and an AL of charge can be expected as proposed theoreti-
cally [42].

The quasi-one-particle characteristics of the Hab-tuned AL
amid strong correlation can be viewed as a consequence of
the intriguing multiorbital electronic structure. The itinerancy
of the dxy-derived band has been shown to be robust even
against large U [18], and this supports a picture having dif-
ferent strengths of charge and spin couplings between the
itinerant dxy and the deep AFM states. The current picture
of the AL that stems from the interactions between dxy and
AFM spins also bears some similarities to a recent theoretical

model, in which a quasi-many-body localization is shown to
arise from the coupling between coexisting fast and slow
particles [43].
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