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Anisotropic electron transport Rashba effects in valleytronics
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Electrically induced space separation of free carriers of different valleys in bulk multivalley semiconductors
with restricted geometry was first reported by Rashba in 1965. This Rashba’s size effect remains relevant at
the present time for the rapidly developing field of valleytronics. In this paper, we investigate theoretically
electrically induced formation of valley-polarized free-carrier domains in two-dimensional (2D) many-valley
semiconductor nanosystems with equivalent anisotropic valleys such as in n-Si, n-AlAs, etc. The domains are
well-resolved spatial regions in which the electrons of only one of the valleys are present, thereby providing a
pure bulk valley current inside the considered domain region. The domain properties including the polarization
amplitude, the domain wall width, configurations of the induced transverse electric fields, valley currents, and
the excess electric charge density are analyzed as a function of the applied electric field E . The valley-polarized
domains in the nanostrip generate inhomogeneous electrostatic potential outside the strip and give rise to strati-
fication of the induced by the current magnetic field consistent with the valley-polarized domains. These effects
facilitate experimental verification of the valley polarization by the existing methods of scanning nanoscale
imaging. We suggest that the study of electrically induced domains of valley polarization in 2D nanosystems
brings new knowledge on valley physics and can be used in valleytronics applications.
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I. INTRODUCTION

This paper acknowledges the outstanding physicist E. I.
Rashba whose contribution to the solid state physics is great
and diverse. Thus, widely known are his bright works on the
symmetry of crystals, spin-orbit, and electron-phonon inter-
actions in semiconductors, as well as on excitons. Among
his numerous works [1], an important place is also occu-
pied by studies of the phenomena of the carrier transport in
semiconductors, which were carried out during his earlier
years (1965–1976) [2–10]. In the cycle of these works, he
paid attention to the features of energy band structure and,
in particular, to the behavior of various groups of the free
carriers such as electrons and holes, the electrons of different
valleys, etc. It is important to note that the research on multi-
valley semiconductors initiated by Rashba remains relevant to
the present time. Thus, for example, space separation of the
electrons of different valleys in multivalley semiconductors
restricted by the transverse dimension (relative to the direction
of the applied electric field), i.e., the Rashba size effect [2], is
exhibited in the modern quantum nanostructures [11], which
potentially present perspective element base for the emerging
new field of nanoelectronics: valleytronics.

In recent years, the field of valleytronics [12] (valley-
dependent electronics [13] and optoelectronics [14]) has
emerged, motivated by the potential of using the valley degree
of freedom for information processing and storage applica-
tions, similar to spin in spintronics [15]. The major aspects of
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valleytronics concern the generation, manipulation, and detec-
tion of valley-polarized charge carriers and electric currents.
Such ability for valley polarization has been demonstrated in
experiments with various multivalley systems: traditional bulk
semiconductors such as germanium [16], diamond [17], and
bismuth [18], as well as modern two-dimensional (2D) nanos-
tructures; for example, AlAs quantum wells (QWs) [19–21],
ultrahigh mobility Si(111) nanostructures [22–26], 2D hon-
eycomb lattice systems lacking spatial inversion symmetry
such as graphene nanostructures [27,28], and group-VI tran-
sition metal dichalcogenides (TMDs) [29–34], etc. Also, the
importance of the valley degeneracy has been shown for 2D
transport properties in Si(111)-vacuum field-effect transistors
(FETs) and Si-based metal-oxide-semiconductor FET config-
urations [35].

The valley-dependent electric properties of semiconduc-
tors with multiple valleys in the conduction and/or valence
bands have been in the focus of investigations in the past
few decades. Examples highlighting the achievements in fun-
damental valley physics and device applications including
early works can be mentioned for different states of the
carriers: thermodynamically equilibrium carriers (multivalley
Jahn-Teller–type effect) [36–40]; nonequilibrium carriers un-
der nonheating electric fields (anisotropic size effects) [3,10],
heating fields for crystals with equivalent valleys (many-
valued Sasaki-Shibuya effect) [41,42], and nonequivalent
valleys (the Gunn effect) [43].

It is noted that among different ways of generating the val-
ley polarization (electrical [16,17,33,34], optical [30], under
an external magnetic field [18], or strain [44–46]) the pure
electrical method is most preferable for potential applications
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[13]. One possible way for all-electrical manipulation of the
valley degree of freedom is based on the use of electrical
anisotropy of different valleys inherent in the valley energy
spectrum. In this case, generally, the valley electric current
is directed at an angle to the vector of the applied electric
field. For the formation of valley-polarized domains which are
of interest here, we focus on the following two examples of
anisotropic valleys for which crystallographic orientation and
carrier population can be effectively controlled.

(i) 2D electrons in AlAs QWs. The electrons occupy
conduction-band valleys at the X points of the Brillouin zone.
It is noted that in QWs of large well’s thicknesses with the
growth direction along [001] (z direction), only the lowest
in-plane x and y valleys are occupied, thus rendering a simple
two-valley system [21].

(ii) 2D electrons on Si(111) surfaces. In bulk Si, six equiv-
alent conduction-band valleys are located along [100]-type
directions in the momentum k space, where two valleys in the
same axis are treated as one valley. It has been shown that the
H-Si(111)/vacuum interface gated through a vacuum barrier
provides a high electron mobility with sixfold valley degener-
acy [22–25,35], thus rendering the more complex three-valley
system.

A feature of the domains under consideration is that they
arise during the passage of electric current in a transversely
bounded sample, where the current generates nonequilibrium
electrons of different valleys in the regions at the side edges,
and the gradients of the electron concentrations and the in-
duced electric field are directed across the direction of the
current. In considering the projection of six constant energy
ellipsoids in the Brillouin zone from the bulk onto (111)
plane, the valleys are projected equally with sixfold symmetry
[22,23]. For the analysis simplicity, we consider symmetri-
cal orientation of the valleys in relation to the nanostructure
edges. In this case, there are two variants of the sample ge-
ometry where the side edges are parallel to [112̄] (γ = π/6)
or [1̄10] (γ = π/3) crystallographic axes (Fig. 1). We define
γ as the angle between the y axis [i.e., [1̄10] (γ = π/6) or
[112̄] (γ = π/3)] and the long principal axis of the valley 2.
Qualitatively, the situation is as follows. Under the electric
field, two of the valleys create electron flows to the edges
y = d ≡ dy/2 (valley 2) and y = −d (valley 1), while valley
3 is located in [112̄] axis which is one of its principal axes
and, therefore, does not create electron flows to the edges.
An arbitrary valley orientation can be incorporated within the
same theoretical model.

The rest of the paper is organized as follows. In Sec. II,
we describe the theoretical model and main equations used
for the electron drift-diffusion transport in the 2D multival-
ley system with geometrical dimensions essentially restricted
in the transverse direction relatively to the electric current.
Using simple qualitative considerations, we demonstrate the
possibility of the valley domains formation induced by the
electric current in case of arbitrary number of valleys. In
Sec. III, we develop the theory for valley-polarized domains
in the absence of intervalley scattering of the 2D electrons.
Section IV provides an extension of the theory to the case
of arbitrary intervalley scattering rates. The discussion on the
obtained results is given in Sec. V, which is followed by a
brief summary in Sec. VI. In the Appendix, we describe the

FIG. 1. Schematic illustration of the sample geometry of rectan-
gular form (dx � dy) made of a 2D Si(111) QW nanostructure for the
electrically induced valley-polarization domains. The electric field
Ex = E is applied along the x axis. The skewed arrows 1 and 2 depict
the electron flows of the anisotropic valleys (1 and 2, respectively) to
the sample edges parallel to [112̄] (γ = π/6) or [1̄10] (γ = π/3).

details of analytical solution of the nonlinear drift-diffusion
equations, the Poisson equation, and the induced magnetic
field normal to the nanostructure plane.

II. MODEL AND BASIC EQUATIONS

For the electron transport in the considered multivalley
low-dimensional system, we assume the intervalley scattering
rate (∼ τ−1) to be much slower than the intravalley scattering
rates of the electron momentum (∼τ−1

p ) and energy (∼τ−1
ε ).

This implies certain inequalities on the characteristic scatter-
ing times τ � (τp, τε ). In this case, the transport behavior of
the free carriers in each valley α (α = 1, . . . , ν, where ν is
the total number of valleys) can be described independently
by individual valley electron densities nα and tensors of the
kinetic coefficients such as the carrier mobility μ

(α)
i j , diffu-

sivity D(α)
i j , etc. For specific geometry of a 2D nanostructure

(dx � dy, Fig. 1) with the length dx in the x direction and the
width dy = 2d in the y direction, the following components of
valley currents are involved:

j (α)
x = −μ(α)

xx nαEx − μ(α)
xy nαEy − D(α)

xy

dnα

dy
, (1)

j (α)
y = −μ(α)

yx nαEx − μ(α)
yy nαEy − D(α)

yy

dnα

dy
. (2)

Here, Ex = E (>0) is the applied electric field and Ey is the
induced electric field arising in a transversely bounded sample
with anisotropic valleys. The transverse electric field Ey is
determined by the Poisson equation. However, to explore the
quasineutral intervalley redistributions of the carriers, it is
sufficient to invoke the quasineutrality condition

ν∑
α=1

nα = νn0 = N, (3)
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where N is the total carrier density. Then, Ey can be found
from the equation

jy =
ν∑

α=1

j (α)
y = 0, (4)

which corresponds to the absence of electric current in the y
direction (an open-circuit condition). Thus, we obtain

Ey = −
[

E
ν∑

α=1

μ(α)
yx nα +

ν∑
α=1

D(α)
yy

dnα

dy

]/
ν∑

α=1

μ(α)
yy nα. (5)

Substituting Ey given by Eq. (5) in Eq. (2) and using the
continuity equations

d j (α)
y

dy
= −

∑
β �=α

nα − nβ

τ
, (6)

we obtain a closed system of ν equations for the electron
densities nα (y) in different valleys. The boundary conditions
(BCs) to these equations are chosen in the form

j (α)
y (y = ±d ) = ±

∑
β �=α

S±
αβ (n±

α − n±
β ), (7)

where the superscripts (±) stand for the sample edges y =
±d , and S±

αβ are the rates of the edge intervalley scattering.
We note that Eq. (4), corresponding to an open-circuit con-
dition, conforms to Eqs. (6) and (7). Indeed, if we sum these
equations over the valley index α, we obtain d jy(y)/dy = 0;
then jy(y) = const, and jy(y = ±d ) = 0 which finally gives
jy(y) = 0. Evidently, the alternative option is jy �= 0. In this
case, the BCs can depend on specific properties of the edges
as well as the employed external circuit: e.g., the selectivity
of electron currents of different valleys flowing through the
interface, etc.

The possibility of valley domains formation can be seen
by considering the theoretical limit of strong electric fields
(E → ∞) when the intervalley scattering in the sample bulk
becomes not essential. The carrier densities nα (y) can be
found from Eq. (2) by dividing both sides by E and replacing
j (α)
y /E , for large values of E and finite S±

αβ , by zero. Then, we
have

aαnα + bαnα

Ey

E
+ 1

E

dnα

dy
= 0, (8)

where aα = μ(α)
yx /D(α)

yy and bα = μ(α)
yy /D(α)

yy . Substituting Ey

[Eq. (5)] into Eq. (8), we obtain

nα

ν∑
β=1

D(β )
yy nβ

[
aαbβ − aβbα + 1

E

d

dy
ln

(
nbβ

α

nbα

β

)]
= 0. (9)

Further, neglecting the small last term (∝ E−1) in the square
brackets and taking into account the quasineutrality condition
(3), we find that Eq. (9) has the solutions nβ = Nδαβ , with
Ey = −(aα/bα )E , where α = 1, 2, . . . , ν. The omitted small
term may become finite in narrow regions of the width ∼E−1

where the coordinate derivative can be large; such regions
form transition layers (domain walls) between the adjacent
domains occupied exclusively by the electrons of only one of
the valleys.

The above qualitative considerations demonstrate clearly
the valley domains formation induced by the electrical current
flowing through the sample under the applied electric field
E . The domains consecutive order along the y coordinate is
determined by the specific many-valley band structure as well
as the imposed BCs at the nanostructure edges y = ±d .

III. TWO-DIMENSIONAL ELECTRONS AT A Si(111)
SURFACE

In this section, we analyze the formation of valley-
polarized domains under a weak intervalley scattering which
is assumed for both the sample bulk and the edges. This model
allows us to solve the nonlinear drift-diffusion equations ex-
actly in analytical form.

We consider three conduction-band valleys corresponding
to a Si(111) surface [22] for the nanostructure with geometry
characteristics described in the previous section and depicted
in Fig. 1. The system of coupled equations for the carrier den-
sities nα in differen valleys (α = 1, 2, 3) follows from Eqs. (6)
and (7). In the limit of infinitely long intervalley scattering
time (τ → ∞), the equations can be written as

dn1

dy
= −a1Exn1 − b1Eyn1,

dn2

dy
= a1Exn2 − b1Eyn2,

dn3

dy
= −b3Eyn3, (10)

supplemented with the quasineutrality condition of Eq. (3):

n1 + n2 + n3 = N. (11)

Here, the symmetry properties of the valley electron mobili-
ties μ(1)

xy = −μ(2)
xy , μ(1)

yy = μ(2)
yy , and the diffusion coefficients

D(1)
yy = D(2)

yy have been taken into account. As only two of
the three valleys generate transverse electron flows to the
edges (Fig. 1), it is convenient to use the variables associated
with these valleys n+ = n1 + n2, n− = n1 − n2. We add and
subtract the first two equations in (10) to obtain

dn+
dy

= −a1Exn− − b1Eyn+,

dn−
dy

= −a1Exn+ − b1Eyn−, (12)

where Ey is expressed as

Ey = − a1n−
(b1 − b3)n+ + b3N

Ex. (13)

The solution of Eqs. (12) and (13) allows one to calculate
transverse distributions of the valley carrier densities n1 =
(n+ + n−)/2, n2 = (n+ − n−)/2, and n3 = N − n+, as well as
the induced electric field Ey for different values of the applied
electric field Ex.

Further, for simplicity, the analysis is evolved assum-
ing nondegenerate statistics to avoid additional nonlinearities
inherent in the degenerate carriers. This assumption fa-
cilitates to solve the nonlinear differential equations (12)
and (13) analytically. Using the Einstein relations μ

(α)
i j =
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(e0/kBT )D(α)
i j , the parameters below Eq. (8) are expressed

as a1 = ae0/kBT , b1 = b3 = e0/kBT , where a = μ(1)
yx /μ(1)

yy is
the valley anisotropy factor. In what follows, we use the
dimensionless variables κα = nα/N , κ± = κ1 ± κ2, ζ = y/d ,
and dimensionless electric field Ex,y = Ex,y/Ed , where Ed =
kBT/ae0d , kB is the Boltzmann constant, e0 is the elemen-
tary electric charge (e0 > 0), and T is the temperature. Thus,
Eqs. (12) and (13) are decoupled:

d2κ−
dζ 2

− 3Exκ−
dκ−
dζ

+ E2
x κ−(κ2

− − 1) = 0, (14)

κ+ = κ2
− − 1

Ex

dκ−
dζ

, (15)

Ey = −aκ−Ex. (16)

The electron densities in different valleys are expressed
through the solution of Eq. (14), κ−(ζ ), as

κ1 = 1

2

(
κ2

− + κ− − 1

Ex

dκ−
dζ

)
,

κ2 = 1

2

(
κ2

− − κ− − 1

Ex

dκ−
dζ

)
,

κ3 = 1 − κ2
− + 1

Ex

dκ−
dζ

. (17)

The second-order differential nonlinear equation (14) does
not contain the independent variable ζ explicitly and includes
one parameter Ex. Noting that the equation is invariant under
the change ζ → −ζ , κ− → −κ−, the solution κ− = κ−(ζ ) is
represented by an odd function of ζ . In particular, n1,2(−ζ ) =
−n2,1(ζ ) and n3(−ζ ) = n3(ζ ). Note that the substitution ξ =
Exζ transforms Eq. (14) to a universal form without parame-
ters

d2κ−
dξ 2

− 3κ−
dκ−
dξ

+ κ−(κ2
− − 1) = 0. (18)

The solution is

κ−(ξ ) = − sinh ξ

b0 + cosh ξ
, (19)

where b0 is an arbitrary constant (see Appendix A for details).
Thereby, the explicit expressions have been found for the
valley electron densities given in Eq. (17). The constant b0

is determined from the condition of conservation of the total
number of carriers in each valley. The latter is equivalent to
integration of the valley density nα (y) over the channel width∫ d

−d
nα (y)dy = 2dn0. (20)

For example, using n3(y) = N − n+(y) in (20), we obtain

1

2

∫ 1

−1
κ+(ζ ; b0, Ex )dζ = 2

3
, (21)

where κ+(ξ ; b0, Ex ), given in Eqs. (15) and (19), is

κ+(ξ ; b0, Ex ) = cosh ξ

b0 + cosh ξ
, (22)

and ξ = Exζ . After the substitution of κ+ of Eq. (22) in the
left-hand side of Eq. (21), this equation reduces to a compact

form

b0I (Ex, b0) = 1
3Ex, (23)

where the integral

I (Ex, b0) =
∫ Ex

0

dξ

b0 + cosh ξ
(24)

can be evaluated analytically [47]. Using this result, the ap-
proximate expression for b0 can be obtained in the limit of
high fields (Ex � 1) b0 	 (1/2) exp(Ex/3). Hence, the con-
stant b0 = b0(Ex ) is calculated for a given value of the electric
field Ex from Eqs. (23) and (24) and thereby the valley electron
densities

n1

N
= 1

2

e−ξ

b0 + cosh ξ
,

n2

N
= 1

2

eξ

b0 + cosh ξ
,

n3

N
= b0

b0 + cosh ξ
, (25)

as well as the transverse electric field

Ey = aEx
sinh ξ

b0 + cosh ξ
, (26)

where ξ = Exζ . Figure 2 shows the results for valley electron
densities [Figs. 2(a), 2(c), and 2(e)] and transverse induced
electric field [Figs. 2(b), 2(d), and 2(f)] obtained by numerical
calculation of Eqs. (25) and (26) for different values of dimen-
sionless electric field Ex. It is observed that for Ex = 5, which
is not appreciably higher than the characteristic diffusion field
Ed , the transverse separation of the electrons of different
valleys is already considerable so that one can state the for-
mation of valley-polarized domains. Also, it is seen a clear
tendency for domain structure to become more pronounced
with increasing the magnitude of the applied electric field.

The valley-polarized domains result in efficient separation
of the valley current densities across the nanostructure. In-
deed, transverse distributions of the valley current densities in
the direction of the applied electric field follow from Eq. (1):

J (1)
x = (c1Ex + Ey)κ1 + a

dκ1

dζ
, (27a)

J (2)
x = (c1Ex − Ey)κ2 − a

dκ2

dζ
, (27b)

J (3)
x = c3Exκ3, (27c)

where J (α)
x = j (α)

x / jc, jc = e0μ
(1)
xy NEd is the normalization

current density, and cα = μ(α)
xx /μ(1)

xy (c1 = c2). Substituting
κ1,2 and Ey from Eqs. (25) and (26) into Eqs. (27a) and (27b),
we reduce J (1,2)

x to the form of J (3)
x in Eq. (27c), that is,

J (1,2)
x = (c1 − a)Exκ1,2 [Figs. 4(a) and 4(b)].

The total current density, jx/ jc ≡ Jx = J (1)
x + J (2)

x + J (3)
x ,

is obtained by the summation of valley current densities as
Jx(ζ ) = σ (Ex, ζ )Ex, where

σ (Ex, ζ ) = [c3 + (c1 − c3 − a)κ+(Ex, ζ )]. (28)
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FIG. 2. Valley-polarized domains calculated by Eqs. (25) and (26) for different values of electric field Ex: (a), (b) Ex = 5, (c), (d) 10, (e),
(f) 20. (a), (c), (e) Distributions of the valley electron density nα (ζ )/N . The curves are 1 (black) valley 1, 2 (blue) valley 2, and 3 (red) valley
3. (b), (d), (f) Transverse distributions of the induced electric field (dimensional) Ey(ζ )/aEx .

We calculate the current density averaged over the sample
width

j̄x = 1

2d

∫ d

−d
jx(y)dy.

The normalized average current density, J̄x = j̄x/ jc, is

J̄x =
[

c3 + (c1 − c3 − a)
1

2

∫ 1

−1
κ+(ζ )dζ

]
Ex. (29)

Taking into account Eq. (21), we find J̄x = σ̄Ex, where σ̄ =
(2c1 + c3 − 2a)/3. In the absence of the valley-polarized do-
mains, all the valleys are equally populated so that the current
density is J (0)

x ≡ j (0)
x / jc = σ̄Ex, which is the consequence of

symmetrical orientation of valleys relative to the edges.
As it has been noted in the Introduction section, another

2D electron system which is of interest here is represented
by AlAs QWs with the growth direction along [001] (z axis),
where the lowest two in-plane (x and y) valleys are only occu-
pied [21]. For nanostrips of the width 2d with symmetrical
orientation of the in-plane valleys relative to the nanostrip
edges, this is an example of the simplest 2D multivalley sys-
tem. In this case, the theory for the valley-polarized domain
formation is developed in the same way as for the three-valley
system analyzed in this section. As is evident from the main
equations of Sec. III, the results for the two-valley case are
obtained by setting the electron density n3 = 0 and the pa-
rameter b0 = 0. Then, from Eqs. (19), (25), and (26) as well
as the equations of Appendix A, we find that

n1

N
= e−Exζ

2 cosh(Exζ )
,

n2

N
= eExζ

2 cosh(Exζ )
, (30)

and the transverse electric field Ey = aEx tanh(Exζ ), also the
valley polarization κ− = − tanh(Exζ ) with κ+ = 1. Thus, for
the two-valley case which can be realized in the AlAs QW

nanostrips at high electric fields, the two domains of valley
polarization occur separated by the single domain wall (com-
pare with the three-valley domain structure depicted in Fig. 2).

IV. FINITE INTERVALLEY SCATTERING TIME

The continuity equations (6) for the considered group of
valleys have the form

d j (1)
y

dy
= − 1

τ
(2n1 − n2 − n3),

d j (2)
y

dy
= − 1

τ
(2n2 − n1 − n3),

d j (3)
y

dy
= − 1

τ
(2n3 − n1 − n2), (31)

where τ is the intervalley scattering time. For a finite τ , it is
convenient to use the dimensionless variables

Ex,y = Ex,y

Ec
, Ec = kBT

ae0Liv
, Liv = (

D(1)
yy τ/2

)1/2
, ζ = y

Liv
.

(32)
Then, Eqs. (31) can be written as

d

dζ

(
a−1κ1Ey + κ1Ex + dκ1

dζ

)
= 1

2
(3κ1 − 1),

d

dζ

(
a−1κ2Ey − κ2Ex + dκ2

dζ

)
= 1

2
(3κ2 − 1),

d

dζ

(
a−1bκ3Ey + b

dκ3

dζ

)
= 1 − 3

2
(κ1 + κ2), (33)

where b = μ(3)
yy /μ(1)

yy and

Ey = −a
Ex(κ1 − κ2) + d (κ1 + κ2)/dζ + b(dκ3/dζ )

κ1 + κ2 + bκ3
. (34)

245422-5



V. A. KOCHELAP AND V. N. SOKOLOV PHYSICAL REVIEW B 106, 245422 (2022)

The quasineutrality condition is expressed as

κ1 + κ2 + κ3 = 1. (35)

We note that the solutions to Eqs. (33)–(35) obey the follow-
ing symmetry requirements:

κ1,2(−ζ ) = κ2,1(ζ ), κ3(−ζ ) = κ3(ζ ), Ey(−ζ ) = −Ey(ζ ).
(36)

Below, in the analysis, we consider for simplicity the in-
tervalley scattering rates at the edges equal to zero (S±

αβ = 0).
In this case, the BCs (7) to the continuity equations (33) are
written as (

a−1Eyκ1 + Exκ1 + dκ1

dζ

)
±δ

= 0,

(
a−1Eyκ2 − Exκ2 + dκ2

dζ

)
±δ

= 0,

(
a−1Eyκ3 + dκ3

dζ

)
±δ

= 0. (37)

In terms of κ± = κ1 ± κ2, Eqs. (33) and (34) take the form

d

dζ

(
Exκ− + a−1Eyκ+ + dκ+

dζ

)
= 3

2
κ+ − 1,

d

dζ

(
a−1Eyκ− + Exκ+ + dκ−

dζ

)
= 3

2
κ−,

d

dζ

(
a−1bEyκ3 + b

dκ3

dζ

)
= 1 − 3

2
κ+, (38)

and

a−1Ey = −Exκ− + (1 − b)(dκ+/dζ )

b + (1 − b)κ+
. (39)

The BCs of Eq. (37) become(
a−1Eyκ+ + Exκ− + dκ+

dζ

)
±δ

= 0,

(
a−1Eyκ− + Exκ+ + dκ−

dζ

)
±δ

= 0,

(
a−1Eyκ3 + dκ3

dζ

)
±δ

= 0. (40)

It is seen that the first two equations in (38) and (40), together
with Eq. (39), contain only two variables κ±, so that they are
separated from the third equation for the κ3 variable. There-
fore, in the analysis provided below, we may consider the
domain formation associated with the group of valleys 1 and
2, and the valley 3 separately. First, we analyze the domains
arising from the valleys 1 and 2.

Domain walls. Approximate solutions describing the do-
main walls are obtained by considering the first and third
terms on the left-hand side of first two equations in (38) as
the major contribution while neglecting all remainder terms
to obtain

d

dζ

(
Exκ− + dκ+

dζ

)
= 0,

d

dζ

(
Exκ+ + dκ−

dζ

)
= 0. (41)

This is the system of two differential equations of the second
order which general solution contains four integration con-
stants. The first two integrals are

Exκ− + dκ+
dζ

= C+,

Exκ+ + dκ−
dζ

= C−, (42)

where C± are integration constants. Using the second equa-
tion, κ+ can be excluded in the first equation by the
substitution

κ+ = C−
Ex

− 1

Ex

dκ−
dζ

, (43)

which results in a second-order linear differential equa-
tion with constant coefficients

d2κ−
dζ 2

− E2
x κ− = −ExC+. (44)

The solution of Eq. (44) is

κ−(ζ ) = C1eExζ + C2e−Exζ + C+
Ex

, (45)

where C1,2 are additional integration constants. Substituting
κ−(ζ ) from (45) into (43), we obtain

κ+(ζ ) = C−
Ex

− (
C1eExζ − C2e−Exζ

)
. (46)

Since the valley electron densities κ1,2 are expressed as κ1,2 =
1
2 (κ+ ± κ−), we find

κ1(ζ ) = C− + C+
2Ex

+ C2e−Exζ ,

κ2(ζ ) = C− − C+
2Ex

− C1eExζ . (47)

For convenience, we redesignate the integration constants as
follows:

A1 = C+ + C−
2

, A2 = C+ − C−
2

,

C1 = −eExζ2 , C2 = eExζ1

to obtain

κ1(ζ ) = e−Ex (ζ−ζ1 ) + A1

Ex
,

κ2(ζ ) = eEx (ζ−ζ2 ) − A2

Ex
; (48)

here, ζ1,2 determine the position of domain’s wall, ζ1 <

0 (ζ1 = −ζ2, ζ2 > 0), A2 = −A1. The latter follows from the
symmetry properties reflected in Eq. (36).

The constants A1,2 can be found from the BCs of Eq. (37)
for κ1(ζ ) at ζ = δ, and for κ2(ζ ) at ζ = −δ. Here, we use ap-
proximate expressions for the transverse electric field Ey(ζ =
±δ) ≈ ±aEx by utilizing in Eq. (39) κ1 ≈ 0, κ2 ≈ 1 at ζ = δ,
and κ2 ≈ 0, κ1 ≈ 1 at ζ = −δ. Then, we find

κ1(ζ ) = e−Ex (ζ−ζ1 ) − 1
2 e−Ex (δ−ζ1 ),

κ2(ζ ) = eEx (ζ−ζ2 ) − 1
2 e−Ex (δ+ζ2 ). (49)
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In particular, using Eq. (49), we obtain

κ+(ζ ) = 2eExζ1 cosh(Exζ ), κ−(ζ ) = −2eExζ1 sinh(Exζ ),
(50)

where we have used that ζ2 = −ζ1. Note that in the regions
near the edges, where the contribution of the third valley is
suppressed, the valley polarization P(ζ ) can be calculated as

P(ζ ) ≈ P12(ζ ) ≡ κ−(ζ )

κ+(ζ )
= − tanh(Exζ ). (51)

The characteristic length scale for the considered domain
walls is the compressed intervalley diffusion length Lcom =
Liv/Ex ∝ E−1

x .
Domain plateaus. As an example to be specific, we con-

sider the formation of domain plateau near the edge y = d .
The edge y = −d is analyzed in the same way. The trans-
verse electric field in the plateau region follows from Eq. (39)
where we can approximate κ+(ζ ) ≈ 1(κ1 ≈ 1, κ2 ≈ 0) to ob-
tain Ey(ζ ) ≈ −aExκ−(ζ ). The substitution of Ey(ζ ) into the
second of Eqs. (38) results in equation for κ−(ζ ) in the plateau
region

dκ2
−

dζ
+ 3

2Ex
κ− = 0. (52)

The solution is

κ−(ζ ) = − 3

4Ex
(ζ − ζ1) + C. (53)

The integration constant C can be found from the second
equation of the BCs (37) at the edge ζ = −δ,

C = 1 − 3

4E2
x

− 3

4Ex
(δ + ζ1). (54)

Thus, we obtain for the considered plateau

κ−(ζ ) = 1 − 3

4E2
x

− 3

4Ex
(δ + ζ ). (55)

The characteristic length scale for the domain plateaus is the
extended intervalley diffusion length Lext = LivEx ∝ Ex. For
strong fields (Ex � 1), the approximate values of κ−(ζ ) at the
edges are κ−(±δ) ≈ ∓1.

The central domain. The central region of the total domain
pattern is in-between the domain walls of the valleys 1 and
2, which are localized at ζ = ζ1 and ζ2, respectively. Since
the carriers of the valleys 1 and 2 move from the sample bulk
to the edges, this region is occupied mainly by the carriers of
the valley 3, described by the dependence κ3 = κ3(ζ ) in accor-
dance with the quasineutrality condition (35). Equation for the
valley density κ3(ζ ) is given in (38) where Ey(ζ ) of Eq. (34)
is expressed as

Ey = −a
Exκ− + (dκ+/dζ ) + b(dκ3/dζ )

κ+ + bκ3
. (56)

Here, using κ± of Eq. (50), which results in that

Exκ− + dκ+
dζ

= 0, (57)

we can simplify Ey of Eq. (56) as

Ey = − ab

κ+ + bκ3

dκ3

dζ
. (58)

Substituting Ey in (58) into the third equation in (38), we get

b
d

dζ

(
κ+

κ+ + bκ3

dκ3

dζ

)
= 1 − 3

2
κ+. (59)

Noting that κ+(ζ ) is an even function of ζ , we may conclude
that Eq. (59) is invariant under the change of ζ to −ζ for
an even function κ3(ζ ) = κ3(−ζ ). Calculating the derivative
in Eq. (59) and taking into account κ ′

3(ζ = 0) = 0 at an ex-
tremum point, we obtain

b
κ+

κ+ + bκ3
κ ′′

3 = 1 − 3

2
κ+, (60)

where 1 − 3κ+/2 > 0 in the vicinity of ζ = 0, and thus
κ ′′

3 (ζ = 0) > 0. The latter means that ζ = 0 is the minimum
point of the function κ3 = κ3(ζ ). The formation of such a min-
imum can be explained by counter drift flows of the carriers
of valley 3 from periphery regions to the center of the sample
in the transverse electric field.

V. DISCUSSIONS

In the preceding sections, the theory of valley-polarized
domains has been developed in 2D multivalley semiconductor
electron systems exhibiting anisotropic valley transport. More
specifically, the electrical valley anisotropy is considered to be
caused by valley-dependent anisotropic effective-mass energy
spectra; examples are n-Si and n-AlAs based quantum nanos-
tructures (in bulk materials, the effective-mass ratio ml/mt is
3.5 and 5.2, respectively).

In a nanostrip geometry with a finite width, the valley-
polarized domain structure is formed under an applied
in-plane electric field along the strip which causes the carri-
ers of anisotropic valleys to flow toward the opposite edges
where they accumulate, creating well-resolved spatial regions
(domains) of strong valley polarization. In the case of 2D
electrons on Si(111) surface considered in this work, the
domain structure consists of three space domains occupied
with the electrons of only one valley in accordance with the
effective many-valley band structure. This is illustrated qual-
itatively by Fig. 1 as well as demonstrated with numerical
calculations presented in Figs. 2 and 3. Typically, for strong
field Ex > Ec, the domain regions are characterized by the
plateau of a smooth coordinate behavior and the wall of an
abrupt coordinate behavior. The two different length scales
determine the extent of the domain plateau Lext = LcEx/Ec

and the domain wall Lcom = LcEc/Ex, with the contrast ratio
Lext/Lcom = (Ex/Ec)2 � 1. The characteristic length Lc = Liv

and the electric field Ec = kBT/ae0Liv are given in Eq. (32)
for the case of a finite intervalley scattering time τ . If the in-
tervalley scattering is very weak (τ → ∞), then Lext = d and
in the expressions for Lcom and Ec, the intervalley scattering
length Liv is changed by d . With increasing the applied electric
field, the domain structure becomes more resolved. This is
clearly demonstrated in Fig. 2 where the results of numerical
calculations of valley-polarized domains are presented for
several values of Ex. For example, for Ex = 10, we obtain
Lext/Lcom = 100 which shows that the domain wall constitutes
only 1% of the domain plateau.

The valley-polarized domain formation results in the ap-
propriate separation of the valley currents across the nanostrip
width, which flow along the nanostrip mostly in the space

245422-7



V. A. KOCHELAP AND V. N. SOKOLOV PHYSICAL REVIEW B 106, 245422 (2022)

FIG. 3. Transverse distributions of the current density calculated
for different values of Ex . The curves are 1 (red) Ex = 5; 2 (blue),
10; and 3 (black), 20. (a) Distributions of the current density of val-
ley 1, J1(ζ ) = J (1)

x (ζ )/(c1 − a)Ex . The current density distributions
of valley 2 are localized at the opposite edge ζ = 1 (not shown)
obtained by inversion of the curves 1–3 relative to vertical dashed
line ζ = 0. (b) Distributions of the current density of valley 3,
J3(ζ ) = J (3)

x (ζ )/c3Ex . (c) Distributions of the total current density
Jt (ζ ) = Jx (ζ )/Ex − [c3/(c1 − c3 − a)].

regions of each valley-polarized domain localization. Such
valley filamentation of the electron current density in the
nanostrip with valley-polarized domains is illustrated in
Fig. 3, where we show distributions of the valley current den-
sities [Figs. 3(a) and 3(b)] together with the total current den-
sity [Fig. 3(c)] calculated for the same values of Ex as in Fig. 2.

In the domain wall where the electric field Ey(y) can
vary rapidly (Fig. 2), one may expect accumulation of

FIG. 4. Transverse distributions of the local charge density
�(ζ )/�0 calculated for different values of Ex; �0 = 4e0N (LD/d )Ex .
The curves are 1 (red) Ex = 5; 2 (blue), 10; and 3 (black), 20.

electric charges such that the condition of quasineutrality
used in this work [Eqs. (11) and (35)] may not be obeyed.
The induced electric charge can be estimated from the so-
lution of the Poisson equation (Appendix B). Distributions
of the induced electric charge density calculated for dif-
ferent values of Ex are presented in Fig. 4. The obtained
correction δκ ∼ (LD/d )Ex is small in the smallness of the
inverse aspect ratio (LD/d ) 
 1, where LD is the screening
length. This justifies the quasineutrality condition. For order-
of-magnitude numerical estimations, we take the electron
density N = 1011 cm−2, the dielectric constant ε0 = 11.6, ε =
(ε0 + 1)/2 = 6.3, T = 77 K, and d = 0.5 × 10−4 cm. Then
we obtain LD = 0.2 × 10−6 cm, LD/d = 4 × 10−3, and for
Ex = 10 the induced electric charge density δκ ∼ (LD/d )Ex =
4 × 10−2. Note, spatial distributions of charges and electro-
static potentials on nanoscale can be studied using different
scanning microscopic methods. For example, nanometer-scale
imaging of the surface potential can be received with the
Kelvin probe force microscopy [48].

It is interesting to note that under the valley-polarized do-
mains, the current density Jx = Jx(ζ ) in Eq. (28) is dependent
on the transverse coordinate ζ [Fig. 4(c)]. Such dependence
leads to the appearance of a nontrivial magnetic field com-
ponent Hz, normal to the nanostructure plane, in addition
to the trivial Hy component (Hx = 0). Using the Maxwell
equations ∇ · H = 0 and ∇ × H = (4π/c)j, the equation for
Hz has been derived and its solution has been found (Ap-
pendix C). The function Hz = Hz(y, z) of the two variables
(y, z) has the following properties: Hz(−y, z) = −Hz(y, z) and
Hz(y = 0, z) = 0. It is observed that the magnetic field Hz

is concentrated mainly within the valley-polarized domain
regions (i.e., the domain plateaus), where Hz takes opposite
signs and approaches zero in the region of the domain wall.
Scanning of the magnetic field distributions near the nanostrip
surface [49] may allow to observe the valley-polarized domain
formation.

VI. SUMMARY

In this work, we have investigated the formation of elec-
trically induced valley-polarized domains in 2D conducting
channels of a nanostrip with finite width � Liv (Liv is the
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intervalley diffusion length) made of many-valley semicon-
ductors with equivalent anisotropic valleys such as n-Si or
n-AlAs. The domains are well-resolved spatial regions in
which the electrons of only one valley are present, thereby
allowing the valley degree of freedom to be accessed indepen-
dently. The domains are developed in the transverse direction
relative to the applied electric field due to the electron flows
of anisotropic valleys onto the opposite nanostrip edges. The
valley-polarized domains can appear at the field strength E �
Ec, where Ec is the characteristic diffusion field. They are
characterized by extensive plateaus of the order of Lext =
LivE/Ec and a narrow wall of the order of Lcom = LivEc/E . (In
the absence of intervalley scattering, the intervalley diffusion
length is replaced by the nanostrip width.) Since the domain
wall is very narrow (∼1% of the domain width), the carriers
are fully valley polarized which enables a pure bulk valley
current inside the considered domain region. The calculation
shows that in the region of the domain wall, the induced elec-
tric field is rapidly varying, which results in the appearance
of an excess electric charge beyond the local quasineutrality
condition. The correction associated with the built-in electric
charge density is small in the smallness of the inverse as-
pect ratio ∼LD/d 
 1 (LD is the screening length). Since the
valley-polarized domain patterns are accompanied by space
redistributions of the valley current densities across the nanos-
trip, the net current density becomes inhomogeneous, i.e.,
dependent on the transverse coordinate. As a consequence,
magnetic domains with magnetic field normal to the nanostrip
plane are formed where the induced magnetic field is concen-
trated mostly in the region of valley-polarized domain plateau.
Experimental verification of the studied valley-polarized do-
mains can be done by utilizing the existing methodologies
focused on the spatial dependence of electrical, optical, and
magnetic properties and their nanometer-scale imaging.

We suggest that the study of electrically induced domains
of valley polarization in 2D nanosystems brings new knowl-
edge on valley physics and can be used in valleytronics
applications.
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APPENDIX A: ANALYTICAL SOLUTION OF THE
NONLINEAR DRIFT-DIFFUSION EQUATIONS

The second-order nonlinear differential equation (18) has
been derived from Eqs. (10) which can be written in dimen-
sionless form as

dκ1

dξ
= (κ− − 1)κ1,

dκ2

dξ
= (κ− + 1)κ2,

dκ3

dξ
= κ−κ3. (A1)

These equations can be formally integrated, considering κ−(ξ )
as a given function of ξ ,

κ1(ξ ) = C1e−ξ+I(ξ ),

κ2(ξ ) = C2eξ+I(ξ ),

κ3(ξ ) = C3eI(ξ ), (A2)

where I (ξ ) = ∫ ξ

0 κ−(ξ ′)dξ ′ and Cα (α = 1, 2, 3) are integra-
tion constants. We note that in the limit of weak intervalley
scattering (τ → ∞, S±

αβ → 0), the solutions κα given in
Eqs. (A2) satisfy the BCs (7) identically. The integration con-
stants Cα can be determined as follows. Taking into account
that κ−(ξ ) is an odd function of ξ , so that κ−(ξ = 0) = 0,
we obtain C1 = C2 ≡ C. In addition, from the quasineutrality
condition (11) of the form

κ1(ξ ) + κ2(ξ ) + κ3(ξ ) = 1, (A3)

it follows that, for ξ = 0, C1 + C2 + C3 = 1. Then, we express
C3 = 1 − 2C. Thus, Eqs. (A2) become

κ1(ξ ) = Ce−ξ+I(ξ ),

κ2(ξ ) = Ceξ+I(ξ ),

κ3(ξ ) = (1 − 2C)eI(ξ ). (A4)

We substitute κα (ξ ) of Eqs. (A4) in Eq. (A3) and solve for the
integral I (ξ ) to obtain

I (ξ ) = − ln[1 + 2C(cosh ξ − 1)]. (A5)

Since κ−(ξ ) [= κ1(ξ ) − κ2(ξ )] is expressed from Eqs. (A4) as

κ−(ξ ) = −2CeI(ξ ) sinh ξ, (A6)

making use of Eq. (A5), we finally find

κ−(ξ ) = −2C
sinh ξ

(1 − 2C) + 2C cosh ξ
. (A7)

It is seen from the direct comparison that Eq. (A7) coincides
with Eq. (19), with a0 = 2C and b0 = (1 − a0)/a0. The in-
tegration constant C (or, equivalently, b0) can be found from
the condition of conservation of the total number of carriers in
each valley, noted in Eq. (20).

APPENDIX B: THE POISSON EQUATION

Since the conducting channel is homogeneous in the x
direction, we can proceed with the 2D Poisson equation

∂2φ

∂y2
+ ∂2φ

∂z2
= −4π

ε0
�(y)δ(z), (B1)

where φ = φ(y, z) is the electrostatic potential, �(y) =
e0[N − n(y)] is the electric charge density, n(y) is the local
electron density, ε0 is the dielectric constant, and δ(z) is the
delta function. We omit the dependence on x coordinate in φ,
which is set up with the applied voltage. Such assumption can
be justified [50] by analyzing the reduced potential resulting
from three-dimensional (3D) potential by integration on the x
coordinate within the longest sample dimension dx � (dy, dz )
(|z| � dz ).

It is convenient to use the dimensionless quantities � =
e0φ/kBT , ζ = y/d , η = z/d , and κ = n/N . The solution � =
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�(ζ , η) to Eq. (B1) is expressed in standard form [51] with
the aid of the 2D Green function [50]

G(ζ − ζ ′, η − η′) = − 1

2π
ln[(ζ − ζ ′)2 + (η − η′)2]1/2.

(B2)
The result is

�(ζ , η) = − d

(2π )2LD

∫ 1

−1
δκ (ζ ′) ln[(ζ − ζ ′)2 + η2]1/2dζ ′,

(B3)
where δκ (ζ ) = 1 − κ (ζ ) and LD = ε0kBT/4πe2

0N
is the screening length. The induced electric field
[Ey = −∂φ(y, z)/∂y, Ez = −∂φ(y, z)/∂z] is expressed in
dimensionless form as

Ey(ζ , η) = ad

(2π )2LD

∫ 1

−1
δκ (ζ ′)

ζ − ζ ′

(ζ − ζ ′)2 + η2
dζ ′,

(B4a)

Ez(ζ , η) = ad

(2π )2LD

∫ 1

−1
δκ (ζ ′)

η

(ζ − ζ ′)2 + η2
dζ ′.

(B4b)

The field components Ey,z(ζ , η) as functions of
two variables (ζ , η) have the following properties:
Ey(−ζ , η) = −Ey(ζ , η), Ey(ζ ,−η) = Ey(ζ , η) and Ez(−ζ , η)
= Ez(ζ , η), Ez(ζ ,−η) = −Ez(ζ , η). From Eq. (B4a), the
induced in-plane electric field is given by

Ey(ζ , η = 0) = ad

(2π )2LD

∫ 1

−1

δκ (ζ ′)
ζ − ζ ′ dζ ′. (B5)

We note that the electrostatic equations must be inte-
grated self-consistently with the transport equations, which
is a complex computational problem. Here, as an alternative,
we exploit the iterative procedure based on small aspect ratio
(LD/dy) 
 1. Using Ey(ζ ) given in Eq. (16) and Ey(ζ , η = 0)
of Eq. (B5) in the condition Ey(ζ , η = 0) = Ey(ζ ), we obtain
an integral equation for the induced electric charge δκ (ζ ):

1

(2π )2

∫ 1

−1

δκ (ζ ′)
ζ − ζ ′ dζ ′ + LD

d
κ−(ζ )Ex = 0, (B6)

where κ−(ζ ) is given in Eq. (19). Then it follows that
δκ (−ζ ) = δκ (ζ ). The integral in Eq. (B6) is understood in
the principal sense [52]. Its solution, bounded at both ends
ζ = ±1, calculated for differen values of Ex is shown in
Fig. 4. The induced electric charge δκ (ζ ) characterizes the
extent of deviation from the local quasineutrality condition
κ (ζ ) = 1. The results demonstrate that δκ (ζ ) in the vicinity
of its maximum values is of the order of δκ ∼ (LD/d )Ex, and
for the assumed values of the accepted parameters it is small
in the smallness of the inverse aspect ratio (LD/d ) 
 1. This
justifies the quasineutrality condition used in the work.

The spatial distributions of electrostatic potential �(ζ , η)
and electric field {Ey(ζ , η), Ez(ζ , η)} can be calculated with
the substitution of δκ (ζ ) into Eqs. (B3), (B4a), and (B4b),
respectively.

APPENDIX C: GENERATION OF MAGNETIC FIELD
NORMAL TO THE NANOLAYER

The appearance of the magnetic field perpendicular to the
nanostructure plane (Fig. 1), generated by the inhomogeneous
current density jx(y), follows from the Maxwell equations

∇ · H = 0, ∇ × H = 4π

c
j. (C1)

Operating with the gradient ∇× on both sides of the second
equation and making use of the identity ∇ × ∇ × H = ∇(∇ ·
H) − �H, with ∇ · H = 0, we obtain

�H = −4π

c
∇ × [j δ(z)], (C2)

where δ(z) takes into account in-plane character of the current
density j = { jx(y), 0}. From Eq. (C2), we have derived the
equation for the magnetic field component Hz:

∂2Hz

∂y2
+ ∂2Hz

∂z2
= 4π

c

∂ jx
∂y

δ(z). (C3)

This is a second-order partial differential equation with the
2D Laplace operator on the left-hand side acting on Hz =
Hz(y, z). Remarkably, this equation formally coincides with
the Poisson equation (B1) analyzed in Appendix B. There-
fore, its solution can be obtained using the same procedure
employed therein. Thus, we find

Hz(ζ , η) = 1

4

∫ 1

−1

∂Jx(ζ ′)
∂ζ ′ ln[(ζ − ζ ′)2 + η2]dζ ′, (C4)

where we have used the dimensionless variables ζ =
y/dy, η = z/dy, and Hz = cHz/2 jc. It is seen from Eq. (C4)
that in case of a homogeneous current density, jx(y) = const,
the magnetic field Hz = 0. For the purposes of integration, we
use the integration by parts which results in the expression

Hz(ζ , η) = 1

4
Jx(Ex ) ln

∣∣∣∣ (ζ − 1)2 + η2

(ζ + 1)2 + η2

∣∣∣∣
+ 1

2

∫ 1

−1
Jx(ζ ′)

ζ − ζ ′

(ζ − ζ ′)2 + η2
dζ ′, (C5)

where Jx(Ex ) = Jx(|ζ | = 1) is the longitudinal current density
at the edges,

Jx(Ex ) = [c3 + (c1 − c3 − a)κ+(Ex )]Ex (C6)

and

κ+(Ex ) = cosh Ex

b0 + cosh Ex
. (C7)

Equations (C6) and (C7) follow from Eqs. (28) and (22) with
|ζ | = 1, respectively.
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