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Interaction-driven topological phase transition in monolayer CrCl2(pyrazine)2
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The quadratic band crossing points (QBCPs) at the Fermi level in two dimensions have been proposed to
be unstable under electron-electron interactions. The possible interaction-driven states include the quantum
anomalous Hall (QAH) state and various nematic ordered states. In this paper, motivated by the discovery of
ferromagnetic van der Waals layered metal-organic framework CrCl2(pyrazine)2, we theoretically propose that
a single layer of CrCl2(pyrazine)2 might realize one or some of these interaction-driven states based on the
QBCP protected by C4 symmetry. By introducing short-range density-density type repulsion interactions into
this system, we have found the phase diagram depending on different interaction ranges and strengths. The
exotic phases include the staggered chiral flux state manifesting the QAH effect, the site-nematic insulator, and
the site-nematic Dirac semimetal state. The QAH state is robust against perturbations breaking the QBCP but it is
weakened by increasing temperature. The metal-organic framework is tunable by changing the transition-metal
elements, which might improve the gap size and stability of this interaction-induced QAH state.
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I. INTRODUCTION

In the past decades, quantum anomalous Hall (QAH) states
have aroused great interests in the condensed matter physics
community [1–8]. Different from the quantum Hall effect,
the chiral edge state of a QAH insulator results from the
breaking of time-reversal symmetry (TRS) without introduc-
ing an external magnetic field. Recently, the QAH effect has
been realized in magnetically doped [3,7,9] or intrinsic two-
dimensional ferromagnetic topological insulators [10–12] at
extremely low temperatures. The improvement of critical tem-
perature is highly needed for extensive studies and potential
applications, but it is quite challenging. One of the reasons is
that in these realizations the bulk gap is opened and limited
by the effective strength of the spin-orbit coupling (SOC) of
the inverted valence and conduction bands, which leads to a
nonzero Chern number.

This band gap limitation might be avoided in the
interaction-induced QAH insulator state proposed in vari-
ous schemes [13–22]. Especially, the quadratic band crossing
point (QBCP) in two-dimensional systems is proved to
be unstable against arbitrarily weak short-range repulsive
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interactions [18–24]. The resulting gapped phases are QAH
or nematic state depending on the interaction parameters and
temperature. The QBCP semimetal state requires the pro-
tection of fourfold or sixfold rotational symmetry [18,19].
In the typical checkerboard lattice model satisfying C4 ro-
tation symmetry, a fairly large next-nearest-neighbor (NNN)
hopping parameter is assumed. Otherwise, the QAH phase
would be dominated by the nematic phase even in low tem-
perature, or the QAH order parameters are too small to be
observed [18,19].

Recently, the ferromagnetic van der Waals layered metal-
organic framework CrCl2(pyz)2 (where pyz stands for
pyrazine) has been synthesized and the Curie temperature is
found to be 55 K [25]. First-principles calculations [26,27]
and experimental measurements [25,28] all confirm its fer-
romagnetic ground state. While first-principles calculations
give a semimetallic band structure [26,27], the conductivity
measurement [25] suggests an insulating ground state. In this
paper, we proposed CrCl2(pyz)2 to be the material realizing
a two-dimensional spinless QBCP model on a checkerboard
lattice. To achieve the insulating ground state, short-range
Coulomb interactions have been taken into consideration un-
der the mean-field level. In this realistic system, the amplitude
of NNN hopping is fairly small compared to the nearest-
neighbor (NN) hopping. To explore more possible phases
in this system, we added two types of NNN interactions
that have been considered based on the crystal structure of
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CrCl2(pyz)2. The QAH state appears in the phase diagram
when the strength of the NNN interaction is close to the NN
hopping amplitude. In addition, we found another type of
nematic phase with Dirac points. Furthermore, we find the
site-nematic Dirac semimetal state is also possible.

II. FIRST-PRINCIPLES CALCULATIONS

The first-principles calculations are based on density func-
tional theory (DFT) [29] using the Vienna ab initio simulation
package (VASP) [30]. The wave function is expressed with
the plane-wave basis set and the exchange and correlation
effect are described by the generalized gradient approx-
imation (GGA) with the Perdew-Burke-Ernzerhof (PBE)
functional [31,32]. The kinetic energy cutoff for the plane-
wave basis is set to 500 eV. In the self-consistent calculation,
a Monkhorst-Pack [33] k mesh of 9×9×1 is used for the
Brillouin zone integration. We use the GGA+U method [34]
with Hubbard U = 4.0 eV and Hund exchange J = 0.9 eV for
the 3d orbitals of Cr [26].

The monolayer CrCl2(pyz)2 is crystallized in space group
P4/nbm [27] with the fourfold rotation axis perpendicular
to the layer and passing through Cr atoms. There are four
pyrazine rings in each primitive cell as shown in Fig. 1(a).
The arrows are the in-plane projections of the normal vec-
tors of pyrazine rings. They are along the diagonal lines of
the cell. Within the GGA+U first-principles calculation, the
ferromagnetic order on Cr gives out a semimetal-type band
structure, as shown in Fig. 1(b). The four bands around the
Fermi level are dominantly contributed by the spin-down p
orbitals from the C and N atoms on the pyrazine rings, sep-
arating from the spin-up conducting bands. The gap between
spin-up bands and spin-down bands does not change with the
on-site Hubbard U but the bandwidth of the spin-down bands
around the Fermi level is slightly decreased by increasing the
value of U . The SOC effect is fairly weak because these bands
are coming from the 2p orbitals of C and N atoms and they are
strongly spin polarized. The polarization of pyrazine rings is
opposite to Cr ions and it is also looked at as a ferrimagnetic
state [25].

The QBCP at the � point is protected by C̃4 symmetry
(C̃4 = {C4|1/2, 0, 0}). A slight breaking of C̃4 but preserving
C̃2 would split the QBCP into two Dirac points with a linear
dispersion [19]. The parities of the Bloch states on the time-
reversal invariant momenta (TRIM) around the Fermi level are
labeled in Fig. 1(b), from which we can deduce that a gapped
state of the system without further band inversion at M would
lead to a QAH state. From the topological quantum chemistry
analysis [35–37], these four bands come from the elementary
band representation (EBR) Au@4 f . The Wyckoff position 4 f
exactly sits at the center of four pyrazine rings, which indi-
cates the low-energy bands come from the effective molecular
orbitals of pyrazine rings. The site symmetry group of the ring
center is 2/m, in which the twofold rotational axis is along the
diagonal axis of the primitive cell. Thus, the Au representation
on each site is embedded by any p orbital perpendicular to
this in-plane C2 rotation axis. For such a reason, we choose
the p orbitals parallel to the arrows in Fig. 1(a) to construct
the effective model Hamiltonian.
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FIG. 1. (a) The top view of monolayer CrCl2(pyz)2. The arrows
represent the in-plane projection of pyrazine rings’ normal vectors.
We label the four rings from 1 to 4. (b) The DFT band structure
of ferromagnetic CrCl2(pyz)2. The red and blue dots represent the
spin-up and spin-down p-orbital weight from the C and N atoms. On
each TRIM, the parities of the four states around the Fermi level are
labeled with + and − for even and odd, respectively. The inset is the
Brillouin zone (BZ) and high-symmetry points. (c) The graphic plot
of the low-energy effective model. The black solid lines represent the
hopping amplitude t and interaction strength V among NN sites. The
blue dashed lines represent NNN hopping t ′ and interaction V1 with
Cr atoms as the intermediate site, while the red dashed lines represent
t ′′ and V2 without intermediating Cr. (d) The fitted band structure of
the four bands near the Fermi level with an effective tight-binding
Hamiltonian.

III. MODEL AND RESULTS

We construct the four-band tight-binding (TB) model by
fitting the band structure to the ab initio results. The model
parameters contain the NN hopping amplitude t , and NNN
hopping t ′ and t ′′ with and without intermediating Cr atoms,
respectively, as shown in Fig. 1(c). This model is similar to
the common checkerboard lattice model except that there are
four sites in one primitive cell. The extension of the primitive
cell in CrCl2(pyz)2 is due to the four different norm vector
directions of pyrazine rings. The directed vector on the lattice
sites leads to a nonsymmorphic space group because all rota-
tional axes, including the out-of-plane fourfold rotation axis
and the in-plane twofold rotation axis, pass through Cr atoms
but the inversion centers are at the pyrazine ring centers. This
nonsymmorphic property doubles the primitive cell compared
to the checkerboard lattice and causes the degeneracy along
the XM high-symmetry line. We construct the TB model
respecting all symmetrical operations mentioned above. In
addition, the four bands around the Fermi level are fully spin
polarized in the spin-down channel. By ignoring SOC terms,
the model can be constructed without considering the spin
degree of freedom. Thus, this spinless model preserves the
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FIG. 2. (a)–(c) The mean-field phase diagram under different NN interaction V values. The order parameters of the nematic phase,
including the site-nematic insulator (NMI) and site-nematic Dirac semimetal (NMD), are colored in red and the QAH order parameter is
colored in blue. The ground states with negligible QAH and site-nematic order parameters are colored in black, where the QBCP at � persists.

time-reversal symmetry as manifested by the real number of
hopping parameters. Compared to the two-site checkerboard
lattice model, the QBCP on the M point now folds to � due
to the doubling of the unit cell as shown in Fig. 1(c). As we
know the QBCP is unstable against short-range interactions
in the checkerboard lattice model, in the following we add the
interaction terms in this doubled model to check which phase
is the ground state under various interaction parameters when
QBCP is gapped or split.

The interaction-driven phase transition on the two-site
checkerboard lattice has been discussed in Refs. [18,19] and
in those works only the NN repulsion V is investigated. Simi-
larly, if only V is considered in this case, the realistic hopping
parameters, namely t ′/t = −0.187, t ′′/t = −0.070, will make
the area of the V -driven QAH phase quite small and a tiny
increase of temperature would kill it. Furthermore, the chemi-
cal potential does not pass the QBCP exactly, which weakens
the instability of QBCP. To find a stable and relatively large
portion of the QAH phase region, two types of NNN repulsion
interactions are considered to compete with the NN repulsion
(Fig. 1). Therefore, the total Hamiltonian reads as

ĤT = ĤTB + V
∑

〈i j〉
n̂in̂ j + V1

∑

〈〈i j〉〉′
n̂in̂ j + V2

∑

〈〈i j〉〉′′
n̂in̂ j, (1)

where n̂i is the density operator on site i, 〈i j〉 stands for the
pair of NN sites, and 〈〈i j〉〉′ (〈〈i j〉〉′′) stands for the NNN site
pair with (without) the Cr atom at the intersite. Details about
the model can be found in the Supplemental Material [38].

This model was solved by using the Hartree-Fock vari-
ational method [39]. The mean-field Hamiltonian with
variational parameters on every bond is used to provide the
single-particle ground state. By searching the minimal point
of total energy in the variational parameter space, one can get
the ground state within the mean-field approximation level.
Figures 2 and 3 show the phase diagram of the model within
various interaction parameters. When the NNN repulsion in-
teractions V1 and V2 are not applied, the observable phase
transition occurs at V = 0.053 eV [Fig. 3(a)] from the normal

state to the site-nematic insulator (NMI) phase. The order
parameter describing the nematic phase is defined as

ρNMI = n̄1 − n̄2, (2)

where n̄i is the charge density on site i. At this phase, the
charge redistribution on the four sites in one unit cell breaks

  -    -  

  -    -  

  -    -  
+

+

  -    -  
+   -    -  

  -    -  

  -    -  

+

  -    -  

  -    -  

  -    -  +
  -    -  

+  -    -  

  -    -  

  -    -  

  -    -  

  -    -    -    -  ++

+
+

+

+
+

+

+

++

  -    -  

  -    -  
  -    -    -    -  

  -    -  

  -    -  

  -    -  

  -    -  

+

  -    -  

  -    -  

  -    -  

  -    -  

  -    -  

FIG. 3. (a) The order parameter of the NMI state evolves with V ,
and the other two interaction parameters are V1 = V2 = 0. The phase
transition occurs at V = 0.053 eV from the normal state to the NMI
phase. Fixing V = 0.1 eV, the dependence of the band structures on
V1 and V2 is shown in (b) for the NMD state, and (c) and (d) for
the NMI state. The insets are graphical plots of the corresponding
ordered state in real space with the dot size representing the charge
disproportion among the sites. The red circle in (b) marks the Dirac
point. On each TRIM, the even and odd parities of the occupied
bands are labeled with + and −, respectively.
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the fourfold rotation into a twofold one. Two sites connected
by one of the diagonal lines accommodate more electrons than
the other two, as schematically shown in the inset of Fig. 3.
The energy gap in that phase is quite large and the occupied
states do not hold a nontrivial topological property as can
be seen from the parities of the occupied state in Fig. 3(c).
This topological trivial phase can be well understood by the
EBR analysis. Without fourfold rotation, the two sites with
more electron accumulation can form a complete EBR in the
new phase, which is topologically equivalent to an atomic
insulator. Note that the QAH phase is hard to be observed
in this model with only NN repulsion because t ′/t is fairly
small as shown in Fig. 2(a), which is consistent with previous
results [18,19].

Introducing the NNN repulsion leads to the competition
between NMI and other states. As we can see from Fig. 2, with
a relatively small V value, the growing of V1 and V2 recovers
the normal state with QBCP within the mean-field calculation.
This is easy to understand because the increase of charge on
the two diagonal atoms would save energy when only NN
repulsion is applied. But as the NNN repulsion increases, it
would cost more energy to maintain an imbalanced charge dis-
tribution. When introducing the NNN repulsion, the NMI still
exists in the area where the NNN repulsion is weak. We also
find a nematic Dirac semimetal (NMD) state as a transition
state between the NMI and normal state as shown in Fig. 2(b).
In that phase, the redistribution of charge tends to cause a band
inversion at the M point to recover an atomic insulator and the
splitting of QBCP into two Dirac points along �M ′ [Fig. 3(b)].
As the parameters are approaching the NMI phase, the Dirac
points move towards the M ′ point. Finally they merge at M ′
or M and open a gap. The band inversion happens at the same
time and makes the NMI phase trivial. Notice that the NMD
state has not been found in the two-site checkerboard lattice
model because the interaction strength and hopping amplitude
need fine tuning.

Interestingly, for some proper V values, the time-reversal
symmetry breaking QAH phase would appear spontaneously
in a considerably large parameter space. The order parameter
describing the QAH phase is defined as

ρQAH = Im
∑

〈i j〉

∑

n,k

(〈pi|ψn,k〉〈ψn,k|p j〉), (3)

where |pi〉 means the local orbital on site i in the home cell
and |ψn,k〉 is the eigenfunction of the nth band at k. 〈i j〉
runs over the NN bond pair of 〈12〉, 〈24〉, 〈43〉, 〈31〉. n is the
occupied band and k samples the whole BZ. The nonzero
order parameter indicates the existence of the imaginary part
of NN hopping, which causes a staggered chiral flux pattern
and breaks time-reversal symmetry. The flux configuration is
shown in Fig. 3(a) with its band structure. In the QAH phase,
all in-plane C2 symmetries are broken but C4 and inversion
are preserved. This set of symmetry operations do not protect
any twofold degeneracy at � and the system becomes gapped.
Due to the C4 symmetry, charges still distribute equally on the
four sites, and the two occupied bands cannot form a complete
EBR. The occupied states must possess nontrivial topological
properties. As show in Fig. 3(a), we label the parity on every
TRIM point for the bands. The parity of the Chern number

NMI

QAH

  -    -  

  -    -  

  -    -    -    -  + +

  -    -  +

  -    -  

  -    -  

  -    -  +

  -    -    -    -  + +

FIG. 4. (a) The band structures of the QAH phase, where the
charge is distributed equally, but there exists an imaginary part of
hopping on the nearest bonds, which forms a staggered flux pattern
as shown in the inner window. (b) The chiral edge state of the
QAH state in (a). (c) The phase diagram of the C4 breaking model
with m = 0.0025. (d) The order parameter of the QAH state evolves
with temperature. The other two interaction parameters are V = 0.1,
V2 = 0.09.

can be calculated by using the following formula [40],

(−1)Chern =
∏

KTRIM

ξ (KTRIM), (4)

where ξ (KTRIM) = ∏
n ξn(KTRIM) and ξn(KTRIM) is the parity

of the nth occupied Bloch state at the TRIM point KTRIM. The
chiral edge state [41] of the QAH phase is shown in Fig. 3(b).

To illustrate the stability of this interaction-induced QAH
state, we further investigate the perturbations of breaking C4

symmetry and increasing temperature. We find that although
the QBCP is protected by the C4 symmetry, the QAH phase
can still emerge under proper interaction parameters when C4

breaking terms are added to the model. Figure 4(c) shows
the phase diagram when including the following perturbation
term,

δH (k) = mσz ⊗ σz, (5)

which is k independent as long as the perturbation is an on-site
term. Therefore, the ground state only preserves the inversion
symmetry because the QAH order and nematic charge distri-
bution appear simultaneously. In Fig. 4(d), it is shown that
the QAH phase is suppressed by increasing temperature. The
model with a larger interaction strength will lead to a more
stable QAH ground state against the temperature, which is
consistent with previous studies [18,19].

In Table I, we summarized the preserved and broken sym-
metries of all the phases mentioned above. There exist other
types of phases such as stripe charge order when V1 or V2

are set to be much larger than V . But under a reasonable
assumption that the interaction with the shorter distance
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TABLE I. Symmetry properties for the various ordered states.

I C̃4,001 C2,110 C̃2,010

QBCP
√ √ √ √

QAH
√ √

✗ ✗

NMI
√

✗
√

✗

NMD
√

✗
√

✗

would have the larger strength, we do not discuss these cases
in this paper.

IV. CONCLUSION

In summary, first-principles calculations of ferromagnetic
van der Waals layered metal-organic framework CrCl2(pyz)2

exhibit a quadratic band crossing at the � point when C4 is
preserved. To describe the low-energy bands, we established a
C4 symmetric TB model by using the effective p-type molec-
ular orbitals sitting on the center of each pyrazine ring. Due
to the insulating ground state indicated by the experiments,
we added the short-ranged repulsive interactions on the TB

model. There are fruitful ordered phases to be the ground state
as we tune the interaction parameters, including the QAH,
NMI, and NMD states. The QAH state is prominent by the
spontaneous appearance of time-reversal breaking staggered
chiral flux. The QAH phase is stable against the C4 breaking
perturbation in the TB model. These ordered phases may ap-
pear in this family of metal-organic frameworks with different
transition-metal elements or bond lengths, which can tune
several items including the interaction strength or hopping
amplitude.
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