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Quantitative analysis of free-electron dynamics in InSb by terahertz shockwave spectroscopy
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The contribution of free electrons to the dielectric function is largely determined by their plasmonic reso-
nance, a collective density oscillation. We studied this broadband and carrier-density-dependent response in the
narrow-gap semiconductor InSb with THz shockwave spectroscopy. A synthesized waveform, with a steep onset
followed by a short electric-field plateau, gives access to a multioctave spectrum of frequencies from 100 GHz
up to the mid infrared. By measuring the entire spectral characteristics of the plasma, we analyze the dynamics
of photogenerated free electrons for a wide range of excitation fluences. Thanks to this analysis, we were able to
quantify the coefficients of both electron trapping and the Auger process from cryogenic to room temperature.
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I. INTRODUCTION

Optical-pump-optical-probe (OPOP) spectroscopy is ar-
guably the most widespread approach to investigate the
dynamics of magnetic, vibrational and electronic excita-
tions in semiconductors (SCs) from the femtosecond to the
nanosecond range [1,2]. While this method provides a wealth
of information, in many cases it cannot capture the entire
physical picture. An important example is the challenge of
discerning the presence of excitons from that of free charge
carriers in a SC, critical for understanding the dynamics of
exciton formation and dissociation [3–6]. The lack of such
quantitative and time-resolved information results in contro-
versies with direct impact on, e.g., solar-cell technology [7].

Terahertz time-domain spectroscopy (THz-TDS) offers an
alternative to OPOP in which charge carriers, photogener-
ated by an interband pump pulse, are probed with ultrashort
electric transients in the terahertz (THz) range [8]. Notably,
THz-TDS excels at disentangling the effects of bound and
unbound charge carriers [3,9–11]. In SCs, the free-electron
plasma exhibits a distinct longitudinal resonance which typ-
ically occurs in the mid-infrared (MIR) or far-infrared (FIR)
spectral ranges. In addition, while spectrometer-based OPOP
methods are insensitive to the spectral phase response, THz-
TDS provides both the amplitude and phase information
enabling a direct calculation of the dielectric function [8].

For narrow-gap SCs, instrumentation for OPOP becomes
far more demanding, requiring a pulsed laser source and a
sensitive detector in a challenging spectral regime. These
materials, however, have significant technological applica-
tions, such as thermal imaging [12,13], and give rise to
distinct and intriguing electronic phenomena. Due to very low
electron-hole binding energy, they provide a test bed for quasi-
free-electron phenomena, such as the Burstein-Moss effect
[14,15] and the formation of massless fermions in topological
insulators [16,17].

*ron.tenne@uni-konstanz.de

Indeed in InSb, one of the most prominent narrow-bandgap
SCs, THz-TDS experiments provided valuable insights into
the unique ultrafast electronics [18–20] and carrier dynamics
[21,22]. However, since these experiments apply a narrow-
band THz source, they are unable to capture the entire wide
spectral fingerprint of the free-electron plasma and to, e.g.,
accurately determine its resonance frequency and damping.
While many optical techniques obtain a signal that is pro-
portional to the population of excited electrons, a precise
measurement of the plasma frequency can determine the den-
sity of free electrons in an absolute manner. This capability
is a prerequisite to study nonlinear electron dynamics, where
monitoring a signal that is only proportional to the density is
insufficient.

Still, wideband THz-TDS represents a highly nontrivial
task. Typically, there is a trade-off between broadband and
efficient detection. At the same time, generation of a wide-
band THz pulse is challenging as well [23,24] with successful
demonstrations relying either on scanning the central wave-
length [25,26] or generating a gas plasma with ultrashort
pulses [27–29]. In general, access to the multi-THz regime
comes at the price of strongly reduced sensitivity at few-
THz frequencies whereas both are required for free-carrier
plasma characterization in SCs. Exploiting the recently pre-
sented alternative wideband THz-generation method, namely
the synthesis of a THz shockwave [30], circumvents these
limitations. Photoactivating the reflection from a Ge wafer
by means of sub-10 fs laser pulses induces a sharp step in
a reflected few-THz transient. In the frequency domain, this
effect manifests itself as a high-frequency tail which remains
unhampered by phonon absorption in the generating medium
[31] and results in continuous frequency coverage from ap-
proximately 100 GHz to beyond 40 THz.

Here, we introduce THz shockwave spectroscopy, extend-
ing THz-TDS to a wide frequency range in the FIR and MIR
by employing a synthesized THz waveform with a steep onset
as a probe pulse. The method is applied to capture the full
spectral feature of the photogenerated electron plasma in InSb
in order to study its unique decay dynamics. Although it
is widely accepted that the recombination of electrons and
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FIG. 1. (a) Schematic of slicing setup. A few-THz transient (red) is generated via optical rectification (OR) of a NIR ultrashort laser pulse
(orange) and subsequently formed into a THz shockwave (blue) by a subcycle cut of the electric field (see inset). (b) Time traces of the electric
field of the few-THz transient (dashed red) and the THz shockwave (solid blue) acquired via electro-optic sampling. (c) Intensity spectra
of the few-THz transient (dashed red) and the THz shockwave (solid blue), as obtained by a Fourier transform. (d) Measurement (purple
circles) and least-squares fit (dashed black) of intrinsic reflectance of InSb at room temperature. The feature around 5 THz arises from the
contribution of optical phonons. (e) Temperature dependence of plasma frequency (purple dots). Error bars show 95% confidence intervals.
Dashed black line represents parameter-free model (see Appendix C). (f) Cartoon of electron dynamics measurement. The NIR beam excites
a dense electron-hole plasma at the surface which diffuses into the bulk of the sample. After a time interval �t , the shockwave probes the
diffused plasma.

holes in InSb is governed by the three-body Auger process,
we find that Shockley-Read-Hall (SRH) recombination plays
an equally important role in our sample. Moreover and sur-
prisingly, the high Auger recombination rate increases even
further if InSb is cooled from ambient conditions to cryogenic
temperatures.

II. EXPERIMENTAL SETUP

To track the electron dynamics in narrow-band SCs, both a
(i) broadband THz source and a (ii) broadband THz detection
scheme are required. To meet the first requirement, we em-
ploy THz shockwave generation [30], a unique pulse-shaping
technique that immensely broadens the spectral content of a
few-cycle THz transient. The second prerequisite is fulfilled
by performing electro-optic sampling (EOS) in a thin non-
linear crystal with an ultrashort near-infrared (NIR) sampling
pulse.

Figure 1(a) schematically depicts the experimental setup:
A few-cycle THz transient with a center frequency of 1.5 THz
is generated via optical rectification (OR) of a 775-nm ultra-
short NIR laser pulse in a 500-μm ZnTe crystal with 〈110〉
orientation [Fig. 1(b), red line]. The NIR pulse, featuring a
120 fs pulse duration and 3 mJ pulse energy, is produced by a
hybrid system where a mode-locked Er:doped fiber laser seeds
a Ti:sapphire amplifier [32]. Subsequently, the pump field is
filtered by a Si wafer oriented at Brewster’s angle with respect
to the THz field.

Next, the THz transient enters the slicing setup in which
the THz shockwave is synthesized [31]. The few-THz beam

(red) is focused by a parabolic mirror (PM1) on a Ge wafer,
oriented at Brewster’s angle to achieve near-zero reflection of
the THz transient. A control pulse (green) with an ultrashort
pulse duration of 7 fs full width at half maximum and a
spectrum in the visible wavelength range (VIS) spatially over-
laps the THz beam at the Ge surface. A dense electron-hole
plasma, excited by the control pulse, effectively activates the
reflection for the THz transient [inset in Fig. 1(a)]. Since the
activation occurs on a much shorter time scale than the THz
oscillation cycle, the transient is abruptly sliced into two parts.
The trailing portion of the waveform is reflected, yielding a
sharp onset of the electric field [Fig. 1(b), blue line]. Thus,
the reflected THz field, termed here a THz shockwave, forms
an optical analog to acoustic shockwaves. At the focal plane
of a parabolic mirror (30-mm focal length), the peak electric
field of the shockwave waveform is 90 kV/cm, comparable
with gas-plasma based sources that achieve a broadband THz
spectrum [19].

The intensity spectra of the few-THz (red) and THz shock-
wave (blue) pulses are depicted in Fig. 1(c). Note that the
sharp temporal feature of the shockwave translates into a
remarkable broadening of the spectral content compared to the
original few-THz transient. The narrow dip around 5.5 THz
results from an absorption due to the transverse optical
phonon in the ZnTe detector crystal. Due to the low signal-
to-noise ratio (SNR), this spectral region is not exploited for
the following data analysis.

To demonstrate the absolute quantitative nature of shock-
wave spectroscopy, we first measure the intrinsic reflectance
of an undoped bulk InSb sample (〈100〉 orientation) at room
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temperature. To obtain the sample’s reflectance R( f ), we
divide the THz shockwave spectral intensity reflected from
bulk InSb (IInSb( f )) with that reflected from an evaporated Au
film (IAu( f )), with close to unity reflectance in the FIR and
MIR:

R( f ) = IInSb( f )/IAu( f ). (1)

The result is depicted in Fig. 1(d) by purple circles. While
the reflectance is close to unity for very low frequencies, it
exhibits a deep minimum at about 2 THz. This feature marks
the resonance frequency of the intrinsic plasmon fp, i.e., the
collective oscillation of the intrinsic electron density. In this
spectral range, the reflectance can be readily calculated by
combining the Drude-Lorentz model for the dielectric func-
tion with the Fresnel formula (see Appendixes A and B). The
resulting free-electron plasma frequency is

fp = 1

2π

√
nie2

ε0ε∞m∗
opt

, (2)

where the only variables are the intrinsic carrier density ni

and the optical effective mass m∗
opt (see Appendix A). The

elementary charge is denoted by e and the vacuum permit-
tivity by ε0. In InSb, the high-frequency dielectric constant
ε∞ amounts to 15.68 [33]. We note that, strictly speaking, the
mass entering the expression in Eq. (2) is the electron-hole
reduced mass. However, in InSb, the heavy-hole mass is much
larger than that of the electron in the conduction band. Hence,
the reduced mass is well approximated by the effective mass
of the electron.

The dashed black line in Fig. 1(d) depicts a least-squares
fit of the Drude-Lorentz reflectance from which we extract
fP = (2.04 ± 0.03) THz. Using Eq. (2), we determine ni =
(1.65 ± 0.02) × 1016 cm3, in good agreement with the litera-
ture [33] (see Appendix B for an in-depth analysis). Similarly,
we determine fp for a range of temperatures from 200 to
350 K [purple dots in Fig. 1(e)]. The experimental values are
in excellent agreement with a parameter-free model (dashed
black line, see Appendix C). Note that this accurate estimate
of the absolute density of free electrons emerges from the
broadband nature of the measurement. This unique capabil-
ity shows the potential of THz shockwave spectroscopy to
study nonlinear electron dynamics by following the absolute
density of charges with a high temporal resolution.

III. THz SHOCKWAVE SPECTROSCOPY
OF PHOTOEXCITED InSb

To demonstrate this potential, we measure the THz-
shockwave reflection following free-carrier generation by a
short NIR laser pulse (120 fs, 775 nm). The principle is
sketched in Fig. 1(f): Due to the high absorption coefficient of
InSb at 775 nm (α = 1.1 × 105 cm−1), the NIR pulse creates
a dense excess charge-carrier plasma close to the surface of
the sample. Subsequently, the concentration gradient drives
diffusion into the depth of the sample while recombination
reduces the total number of charge carriers. The time delay
�t between excitation and probe reflection determines the
extent by which these two processes have progressed. For
the experiments presented here, a time delay of �t = 300 ps

FIG. 2. (a) Excess charge carrier plasma reflectance of InSb at
T = 4.2 K, as measured for various excitation fluences. (b) Evolu-
tion of plasma-edge frequency with excitation fluence. Inset depicts
band-structure representation of one of the dominant Auger recom-
bination channels under degeneracy.

was selected. Under this condition, the shockwave encounters
an already widespread, but still inhomogeneously distributed
electron plasma.

A series of reflectance measurements of InSb at T = 4.2 K
for various excitation fluences � is depicted in Fig. 2(a). To
highlight the effect of the excitation fluence, the reflection
spectra in Fig. 2(a) are presented only in the 1−5 THz range,
whereas a broader range (0−15 THz) of the same dataset is
given in Fig. 7 of Appendix D. Unlike the spectrum shown
Fig. 1(d), at this temperature, virtually no charge carriers
are excited thermally so that for � = 0 the reflectance is
nearly a constant. Conversely, for � �= 0, the reflectance is
governed by the excess-carrier plasma. As � increases, the
entire plasma characteristic blueshifts, most noticeable in the
variation of the sharp edge of high reflectance. To qualita-
tively examine this trend, Fig. 2(b) presents the plasma-edge
frequency, defined as the lowest frequency at which the re-
flectance drops to 0.5 [orange crosses in Fig. 2(a)] vs �. A
nonlinear saturating dependence emerges, reflecting a sharp
increase in the recombination rate with a growing excitation
intensity.
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In the following, our objective is to identify and reproduce
the physics underlying the experimental spectroscopic data.
We thus simulate the recombination and diffusion of free
carriers in order to fit the measured reflection spectra. Note
that the entire evolution of these processes, starting at the time
of excitation (t = 0), determines the depth profile of the free-
carrier density and, as a result, the broadband shape of the THz
reflection spectra. Therefore, despite the fact that the pump-
probe delay is kept constant in our experiments, we obtain
information about electronic processes that occur within the
entire interval up to the arrival of the THz shockwave probe at
t = 300 ps.

It is well known that in narrowband semiconductors Auger
recombination, a nonlinear process, dominates carrier re-
combination [34]. This fundamental process has significant
technological consequences, e.g., for the efficiency of light-
emitting diodes [35]. To understand the density dependence
of its rate, we take a closer look at one of its dominant chan-
nels [inset of Fig. 2(b)]: An electron in the conduction band
recombines with a hole in the heavy-hole valence band while a
second heavy hole is resonantly excited to the light-hole va-
lence band. The rate of recombination, R, depends on the
occupation probability of the participating states and there-
fore on the excess charge carrier density n. For very low
n, the recombination rate possesses the well-known R ∝ n3

dependence [21]. However, in InSb, already for moderate
electron densities, the conduction-band Fermi energy εF,C sur-
passes the band edge considerably. At this point, degeneracy
develops in the �-valley of the conduction band, altering the
dependence of the recombination rate on the excess carrier
density to R ∝ n2 [36]. The rate of the additional pathways
for Auger recombination presents the same scaling with n.

To quantitatively analyze the recombination dynamics, we
numerically simulate the evolution of the excess carrier den-
sity n(z, t ) with the rate equation

∂n(z, t )

∂t
− Da

∂2n(z, t )

dz2
= −R(z, t ), (3)

where z denotes the depth with respect to the sample sur-
face. Here, due to the much larger spot size of the excitation
pulse on the sample surface compared to the THz shockwave
[Fig. 1(f)], we neglect the fluence variation across the THz
beam. The ambipolar diffusion coefficient Da describes the
coupled diffusion of electrons and holes. It is determined from
fitting the low-fluence data (see Appendixes E and F).

Considering a short excitation pulse, the initial condition
for Eq. (3) follows

n(z, 0) ∝ � × e−αz. (4)

In a first attempt to model the charge-carrier dynamics,
we insert R(z, t ) = γ2 × n(z, t )2 in Eq. (3) in which γ2 is the
Auger recombination coefficient. Employing a transfer-matrix
approach for the simulated density profiles, we calculate the
THz reflection spectra (see Appendix E). To estimate the
model parameters, we fit the simulated data to the experimen-
tal results according to a least-mean-squares criterion. The
computational details of the fitting procedure are reported in
Appendix E.

Figure 3 depicts the extracted value of γ2 vs � for a tem-
perature of T = 4.2 K alongside an example for the numerical

FIG. 3. Auger recombination coefficient, extracted from least-
square fits of excess charge carrier reflectance, over excitation
fluence. Measurements were acquired at T = 4.2 K. Orange circle
at 47.3 μJ/cm2 corresponds to reflectance depicted in the inset, in
which the black dashed line represents the fit.

fit. Surprisingly, even though γ2 should be independent of the
excitation fluence, we observe an order of magnitude differ-
ence between its estimates for low and high fluences. While at
high fluences γ2 asymptotically approaches a constant value,
it strongly diverges at low fluences. This overestimate for
low electron densities indicates the presence of an additional
recombination mechanism with a weaker dependence on the
electron density, that was not contained in the model above.
This finding is rather surprising as it shows that the Auger
mechanism, often reported as the only significant recombi-
nation process in narrow-gap InSb, is insufficient to capture
the measured dynamics here [21]. We therefore consider an
additional mechanism that reduces the free electron density–
electron trapping in defect sites, also known as SRH recom-
bination. Since SRH leads to a linear recombination rate, we
expand the model to include such a term, so that

R(z, t ) = γ2n(z, t )2 + γ1n(z, t ), (5)

where γ1 is the linear recombination coefficient. In the fol-
lowing, we show that unlike a model that includes only Auger
processes, the extended theory can fit the entire experimental
dataset with constant parameter values.

To explore the quality of the fit in Figs. 4(a)–4(c), we depict
the mean-squared error (MSE) (see Appendix E) indicat-
ing the agreement between the simulation and the measured
data for three different pump fluences. For each individual
measurement, a significant portion of the parameter space
accurately fits the experimental data characterized by a nearly
minimal MSE (blue areas). As expected from the model, trap-
ping (γ1) is the most probable recombination channel for low
� (horizontal orientation of MSE minimum) whereas for high
pump fluences, Auger scattering becomes the dominant relax-
ation mechanism (vertical orientation of MSE minimum). To
find a parameter combination that reproduces the entire data
set, we minimize the MSE summed over all fluences. The
result [Fig. 4(d)] presents a well-defined parameter combi-
nation that optimally fits the data: γ1 = (3.2 ± 0.1) × 1091/s
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FIG. 4. Mean-square error (MSE) maps in two-dimensional
parameter space of linear (γ1) and Auger (γ2) recombination coef-
ficients. (a) to (c): Examples of 3 out of 12 measurements acquired
at T = 4.2 K for different excitation fluences, as indicated in each
panel. (d) Sum of all 12 MSE maps. Red crosses in each panel in-
dicate the parameter combination that simultaneously provides good
estimates for all measured fluences.

and γ2 = (1.2 ± 0.1) × 10−8 cm3/s. We indicate these fitted
values with a red cross in all panels to emphasize the quality of
this choice for all excitation fluences (see Appendix G). This
analysis confirms that the minimal extension (one additional
parameter) of the previously employed electron dynamics
model is sufficient to recreate the entire measured data set.
Moreover, by analyzing the spectral phase of the reflection, we
demonstrate that the same parameters simultaneously fit both
the amplitude and phase of the reflection spectra (see Figs. 6
and 8).

We emphasize here that unlike most pump-probe ap-
proaches, the analysis procedure introduced here obtains an
absolute, rather than proportional, estimate of the electron
density profile (see Fig. 9). For example, commonly applied
interband transient transmission methods can provide a time-
resolved signal that is only proportional to the density of
charge carriers. In contrast, the dependence of the plasma
spectral position and shape on the carrier density profile en-
ables its reconstruction in absolute terms. In combination with
the modeling procedure, this feature renders THz shockwave
spectroscopy highly suitable for studying free-carrier recom-
bination and transport.

Finally, γ1 and γ2 are studied at five different sample
temperatures between 4.2 and 200 K exploiting the proce-
dure outlined above. As a result of a slower diffusion rates
at higher temperatures, the plasma spectral features further
broaden with increased temperature (see Fig. 9). The exten-
sion of spectral features over the range of 0.1−10 THz (in
comparison with a 0.1−4.5 THz range at 4.2 K) emphasizes
the advantage provided by the large spectral bandwidth of
the THz shockwave. Figure 5 presents the extracted values
for γ1 and γ2 vs temperature and their asymptotic standard
errors. The values for γ1 (blue) show considerable (up to

FIG. 5. Linear (γ1, blue) and Auger (γ2, black) recombination
coefficient vs temperature. For each temperature, we extract the pa-
rameter combination that simultaneously provides good estimates for
measurements at 12 different fluences. Error bars represent asymp-
totic standard error.

60 %), yet seemingly random, deviations from one another.
The lack of a clear temperature dependence, combined with
the linear nature of this term, supports its interpretation as an
electron trapping rate. In contrast, a clear temperature trend
emerges for the Auger recombination coefficient. While at
high temperatures (T � 50 K), the value is constant around
γ2 = 6 × 10−9 cm3/s, it abruptly increases below T = 50 K.
At 4.2 K, the rate is almost twice its room-temperature value.
We note that the extracted rate of this three-body process is
so high as to be comparable to the rate of two-body radiative
recombination in direct wide-gap semiconductors. For ex-
ample, in GaAs the radiative recombination coefficient is
1.8 × 10−8 cm3/s at 90 K [37], i.e., only three times as large
as the Auger coefficient found here.

At room temperature, our estimate agrees well with some
previous results [36] and is in the same order of magnitude
as others [38]. These results have also found use in several
studies of electron dynamics in InSb that produced good
agreement with theoretical models [39,40]. However, despite
differing sources and qualities of samples, including commer-
cially available wafers and thin films grown by molecular
beam epitaxy, none of these studies required the addition of
electron trapping in the interpretation of their results. One
explanation for this inconsistency is that the high sensitivity
of our method, delivered by its broadband character, enables
accurate determination of the recombination dynamics even at
low electron densities revealing the additional SRH recombi-
nation mechanism.

IV. CONCLUSIONS

This work demonstrates the concept of THz shockwave
spectroscopy. Applying a source of coherent THz radiation,
namely a THz shockwave, enables performing THz-TDS on
a large span of frequencies in the FIR (0.2−15 THz). By
fully capturing the plasma resonance feature of free electrons
in InSb, we determine the absolute density profile of free
electrons. Applied here to study nonlinear electron dynamics
in InSb, THz shockwave spectroscopy could be applied to
quantitatively study electronic transport and dynamics in var-
ious semiconductors. It also holds great potential for testing
practical optoelectronic devices. For example, a combination
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of the current method with VIS or NIR pump-probe spec-
troscopy would allow us to simultaneously track free and
bound electrons in Perovskite solar cells where both species
and their interplay determine performances [5,11].
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APPENDIX A: KANE MODEL AND THE ELECTRON
EFFECTIVE OPTICAL MASS IN A NONPARABOLIC BAND

InSb is a direct III-V semiconductor with a comparatively
low fundamental band gap of εg = 180 meV at room temper-
ature. As a consequence, the electron effective mass in the
center of the Brillouin zone (k0 = 0, k is the electron wave
vector) is extremely small and amounts to m∗

0 = 0.0118m0. In
the vicinity of k0 (� valley) the conduction band is isotropic to
a good approximation but it exhibits a strong nonparabolicity.
The dispersion relation can be expressed by the four-band
Kane model [41] in first-order nonparabolic approximation as
[42]

εc(k) = −εg

2
+

[(εg

2

)2
+ εg

h̄2|k|2
2m∗

0

]1/2

. (A1)

Due to the nonparabolicity, the �-valley effective mass
depends on the electron energy εc and takes the form

m∗(εc) = m∗
0

(
1 + 2εc

εg

)
. (A2)

Since the small effective mass translates to a low density of
states at the bottom of the conduction band, degeneracy occurs
already for low excess electron densities. In such a case, the
Sommerfeld model for the conductivity of a degenerate free
electron gas suggests that in reciprocal space only the carriers
in the thermally broadened region close to the Fermi energy
(εF) contribute to transport. Therefore, the effective mass ob-
served in optical experiments is a mean value of the effective
masses only of these carriers. In the approximation of the
first-order nonparabolicity [Eq. (A2)], it can be calculated via
[42]

m∗
opt (εF) = m∗

0

0L3/2
0 (εF)

0L3/2
−1 (εF)

, (A3)

where

nLm
k =

∫ ∞

0

(
−∂ f0

∂z

)
zn(z + βz2)

m
(1 + βz)kdz, (A4)

are the generalized Fermi-Dirac integrals. Here, f0 is the
Fermi-Dirac distribution. In addition, z = εc(k)/kBT , η =
εF/kBT and β = kBT/εg, where kB is the Boltzmann constant.

FIG. 6. (a) Measurement of intrinsic reflectance of InSb at room
temperature (purple dots) and least-squares fit of Drude-Lorentz
model (dashed black). Error bars represent standard deviations. (b)
Reflection spectral phase shift analyzed from the same dataset.

APPENDIX B: DIELECTRIC FUNCTION UNDER THE
DRUDE-LORENTZ MODEL

The light-matter interaction of InSb in the low-THz fre-
quency range can be described by the Drude-Lorentz model
for the dielectric function [43]

ε( f ) = ε∞

(
1 − f 2

p

f 2 − i f γd

2π

+ f 2
LO − f 2

TO

f 2
TO − f 2

)
. (B1)

Here, ε∞ is the high-frequency dielectric constant, γd the
damping constant and fTO/LO are the transverse/longitudinal
resonance frequencies of the zone-center optical phonons,
respectively. In InSb, fTO = 5.37 THz and fLO = 5.71 THz
[43]. The plasma frequency fp may be expressed as

fp = 1

2π

√
nee2

ε0ε∞m∗
opt (ne )

, (B2)

with respect to the electron density in the conduction band ne.
Note that since m∗

opt depends on εF, it is itself a function of ne.
Furthermore, the frequency-dependent penetration depth

d ( f ) can be calculated from the dielectric function as the
reciprocal value of the absorption coefficient α( f ) via [43]

d ( f ) = α( f )−1 =
(

2π f

c
× Im

(√
ε( f )

))−1

, (B3)

where Im(. . .) denotes the imaginary part and c the speed
of light.

Inserting Eq. (B1) into the Fresnel equations, one obtains
the complex frequency-dependent reflection coefficient r =√
R × exp(i�r ) where R and �r denote the reflectance am-

plitude and phase, respectively. Figures 6(a) and 6(b) depict
R as well as �r for a reflection spectrum measured for intrin-
sic InSb at room temperature. The experimental data (purple
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dots) fit well to the Fresnel equation (dashed black lines). We
note that only R is considered in the fitting procedure. The
phase data are used to validate the goodness of our fit. An
experimental issue tackled here is the shift of the time origin
in different measurements (e.g., reflection off Au and InSb).
This aspect is compensated for by fitting the general linear
phase trend in the spectrum of �r and subtracting it.

The error bars for the experimental data represent the
standard deviation obtained from sequential repetition of the
transient measurement (see also Appendix H). In the fre-
quency region around 5.5 THz, the SNR is drastically reduced
due to optical phonon resonances in the ZnTe detector crystal.
However, especially at low frequencies, a very high SNR is
achieved (> 40 for f � 4 THz for a 20-min measurement av-
eraging 3000 transients). At higher frequencies, the SNR con-
tinuously decreases (corresponding to an increase of the error
bars) due to the decline of the spectral amplitude of the source.
In addition, our EOS setup employs a 30-μm-thick ZnTe crys-
tal optimized for sensitive detection in the frequency range
up to 10 THz. Still, it features a sensitivity minimum (due to
phase mismatch) only at a frequency as high as 30 THz.

APPENDIX C: A PARAMETER-FREE MODEL FOR
THE TEMPERATURE DEPENDENCE OF

THE PLASMA FREQUENCY

In InSb, the temperature dependence of the intrinsic carrier
density can be calculated according to [33]:

ni(T ) = 5.76 × 1014 cm−3

K3/2
× T 3/2 exp

(
−0.26 eV

2kBT

)
. (C1)

By inserting Eq. (C1) into Eq. (B2), one receives the
temperature dependence of the plasma frequency of intrinsic
InSb, depicted as dashed black line in Fig. 1(e) of the main
text.

APPENDIX D: FULL RANGE PRESENTATION OF THE
FLUENCE-DEPENDENT REFLECTION SPECTRA

Figure 7 shows the same dataset presented in Fig. 2 of
the main text but extended to a much broader spectral range.
Note that the reflection feature appearing around 5.5 THz is
associated with the response of the phonons in InSb and is
therefore not significantly modified by varying the excitation
fluence.

APPENDIX E: THE TRANSFER-MATRIX METHOD

The transfer-matrix method [44] presents an exact ap-
proach to solve Maxwell’s equation for a stratified medium,
i.e., a medium consisting of multiple layers with infinite
lateral dimensions. Given a simulated carrier-density profile
(n(z)), yielding a local plasma frequency ( fp(z)), we evaluate
the complex reflection coefficient rsim( f ) by inserting the
transfer matrix

M =
Lz∏
lz

[
cos(klz ( f )dz) 1/klz (ω) × sin(klz ( f )dz)

klz (f) × sin(klz ( f )dz) cos(klz ( f )dz)

]
,

(E1)

FIG. 7. Excess charge carrier plasma reflectance of InSb at T =
4.2 K, as measured for various excitation fluences

into

rsim( f )

= ik0( f )M11 − k0( f )kintr ( f )M12 − M21 − ikintr ( f )M22

ik0( f )M11 − k0( f )kintr ( f )M12 − M21 + ikintr ( f )M22
,

(E2)

where the wave vector of the incident THz field in each layer
is calculated by klz ( f ) = √

εlz ( f )2π f /c. In addition, k0( f ) is
the wave vector in the topmost medium, i.e., free space in this
case. The wave vector in the medium at the bottom, where the
carrier density is intrinsic, is denoted by kintr ( f ). Each point
lz of the simulated density profiles (thickness dz), is assigned
with the carrier density n(lz × dz, t ). The dielectric function
of each layer is again given by Eq. (B1). As a last step, the
reflectance is obtained by Rsim = |rsim|2.

To qualitatively compare our simulation results to the ex-
perimental reflectance spectra, as shown in Fig. 4 of the main
text, the deviation for each simulated reflection spectrum is
calculated by the MSE

MSE = 1

N

N∑
i=1

(Rexp( fi ) − Rsim( fi ))
2, (E3)

where Rexp( fi ) denotes the measured reflectance and N the
total number of data points in the discrete frequency spectrum.
In all the analysis discussed and presented in this work, the
MSE is summed within a range from 1 to 10 THz excluding
a 0.8 THz wide spectral window centered at the ZnTe phonon
frequency, 5.5 THz.

Similar to Fig. 6, Fig. 8 depicts not only the reflectance R
[(a) to (c)] but also the corresponding spectral phase �r [(d)
to (f)] of the reflection coefficient for a measurement of InSb
at 4.2 K under three different excitation fluences (indicated
in the top figures). We emphasize here the consistency of the
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FIG. 8. (a)–(c) present experimental (colored dots) and best-fit model (dashed black) reflectance spectra of InSb at 4.2 K excited with the
three different fluences indicated in the figures. Error bars result from averaging. (d) to (f) present corresponding phases extracted from top
figures.

fitting quality for different excitation fluences both for the
reflectance amplitude and spectral phase data.

APPENDIX F: THE AMBIPOLAR DIFFUSION
COEFFICIENT

Beyond the recombination coefficient, another relevant pa-
rameter for the electron dynamics simulations used in this
work is the ambipolar diffusion coefficient, Da. This coeffi-
cient is expected to strongly depend on temperature and to
some degree also on the charge-carrier densities [45]. For
InSb, experimental data and theoretical modeling for these
dependences are rather scarce. However, the plasma response
spectra measured in this work are only weakly sensitive to the
value of Da. The following discussion explains the reasoning
for this fact (that can be confirmed in simulations) and pro-
vides the protocol applied here to estimate Da for different
measurement temperatures.

As an approximation, let us consider an approximate step-
like charge density profile in the axial direction (into the
sample). We assume that the profile roughly preserves its
steplike shape while it penetrates deeper into the InSb film
by diffusion. Neglecting diffusion in the x-y plane as well as
recombination, the conservation of total particle number im-

plies that the product of carrier density and penetration depth
is constant (ne × lD = const). As a result, ne is proportional
to l−1

D . Since lD is roughly proportional to the square root
of Da (lD ∝ √

Da × t), the density follows ne ∝ D−1/2
a . The

plasma frequency, in turn, depends on the square root of ne and
therefore fp ∝ D−1/4

a . In this simplified picture, a doubling
of Da leads to a decrease of fp by approximately 15%. In
fact, applying the electron dynamics simulations we observe a
decrease of the plasma edge frequency by approximately 10%
only after increasing Da by an entire order of magnitude.

To further verify the weak dependence of our results on
Da, we carry out the electron dynamics simulation process
[Eq. (3)–(5) and Appendix E) with γ2 and Da as the two model
parameters. The results, presented in Fig. 9(a), provide an
example of the MSE maps for four different temperatures at
the same excitation fluence of � = 24 μJ/cm2. The vertically
elongated MSE minima (blue areas) indicate that while the fit
to the data is very sensitive to the recombination dynamics, it
is nearly insensitive to the diffusion process.

As a result of the discussion above, our simulations include
the diffusion coefficient in the following phenomenologi-
cal manner. In order to perform the simulation only in a
two-dimensional parameter space {γ2, γ1}, as presented in
Fig. 4 of the main paper, we estimate Da on the basis of the

FIG. 9. (a) MSE maps in two-dimensional parameter space of the Auger coefficient (γ2) and ambipolar diffusion coefficient (Da)
at four different temperatures. White-colored areas indicate MSE � 2.5× MSEmin. (b) Density profiles simulated with the Da listed in
Table I and corresponding γ2 at MSEmin (γ2(25 K) = 3.9 × 10−8 cm3/s, γ2(50 K) = 3.7 × 10−8 cm3/s, γ2(100 K) = 2.0 × 10−8 cm3/s,
γ2(200 K) = 2.5 × 10−8 cm3/s). (c) Corresponding reflectance spectra. The dashed black line represents the model [Eq. (E2)] and colored
circles experimental data.
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TABLE I. Estimates of temperature-dependent ambipolar diffu-
sion coefficient on basis of simulations in two-dimensional parameter
space {γ2, Da}.

T 4.2 K 25 K 50 K 100 K 200 K

Da 800 cm2/s 800 cm2/s 300 cm2/s 100 cm2/s 60 cm2/s

simulations in {γ2, Da} [Fig. 9(a)] for relatively high excita-
tion fluences. The results are listed in Table I. It is worth
noting that at low temperatures, Da increases considerably.
This finding may be explained by the direct mobility depen-
dence of diffusion: since acoustic and polar-optical scattering
are drastically reduced at low temperatures, the mobility of
free carriers and consequently also Da increases.

Furthermore, for lower temperatures the blue-colored areas
span over a much larger range of Da (note the different y axis
scaling at 25 and 50 K compared the cases of 100 and 200 K).
This indicates that our method becomes even less sensitive to
Da at cryogenic temperatures. In order to explain this observa-
tion, Fig. 9(b) depicts the density profiles simulated with the
Da values listed in Table I and the corresponding γ2 of the best
fit. As expected, for lower temperatures the profile extends
further into the z direction. Conversely, this finding means that
for high temperatures the charge carriers remain concentrated
close to the sample surface. In addition, at 200 K a significant
intrinsic carrier density emerges, visible as a constant offset in
the density profile.

Now, to explain the shape of the MSE on a qualitative level,
we need to estimate the penetration depth d ( f ) of the THz
radiation in the frequency range of the characteristic plasma
reflectance. For this purpose, we insert the Drude-Lorentz
result for a homogeneously distributed plasma [Eq. (E2)]
into Eq. (E3). For the charge-carrier density, we insert ne =
6 × 1016 cm−3 which roughly corresponds to the density close
the sample surface in Fig. 9(b). We calculate the penetration
depth for a frequency of f = 3 THz and receive a value
of d ≈ 6 μm. Compared to the scale of z in Fig. 9(b), we
conclude that at high temperatures the THz can indeed probe
the entire high-density portion of the carrier-density profile,
i.e., its steep decrease. However, the low-temperature case

is different. Here, the THz radiation does not penetrate far
enough during the reflection to probe the complete decay of
the profile. Therefore, the effects of diffusion remain partially
undetected, resulting in the reduced sensitivity of reflectance
on the value of Da we observe.

To support this argument, the corresponding reflectance
spectra are plotted in Fig. 9(c). The dashed black lines rep-
resent the reflectance spectra that were evaluated with the
transfer-matrix method from the density profiles in Fig. 9(b).
The colored circles depict the experimental data. At 25 K,
the steepness of the plasma edge, best discernable in the
frequency range between 2 and 4 THz, is comparable to
that of the Drude reflectance of a homogeneously distributed
intrinsic plasma [Fig. 1(d)]. This finding confirms that, in
this case, the THz indeed experiences a rather homogeneous
plasma and does not probe the high-gradient portion of the
profile. However, this feature becomes less sharp (Drude-like)
at higher temperatures, indicating an inhomogeneous carrier
distribution.

APPENDIX G: COMPLETE MEASUREMENT SERIES

In Fig. 4 of the main paper, we show three out of 12
MSE maps for the estimation of the Auger (γ2) and linear
(γ1) recombination coefficients at 4.2 K as an example. In
Fig. 10, the MSE maps of all 12 measurements are depicted
for completeness. For each excitation fluence � (indicated at
the bottom of each panel), a range of parameter values fits
the experimental data well (blue-colored areas). When � is
increased, the blue-colored area rotates continuously towards
a vertical orientation, indicating a decreasing sensitivity for
γ1 and an increasing one for γ2. The red crosses denote the
parameter set γ1 and γ2 which minimizes the total MSE for
all � together.

APPENDIX H: ELECTRO-OPTIC SAMPLING

After its generation, the shockwave is guided through
a reflection-geometry setup in which the sample is placed
within a liquid-helium flow cryostat.

Subsequently, the experimental time-domain signal is de-
tected via free-space EOS: The THz signal is superimposed

FIG. 10. MSE maps in two-dimensional parameter space of Auger (γ2) and linear (γ1) recombination coefficient of a complete measure-
ment series at 4.2 K. The respective fluences are indicated in each panel. Blue-colored areas imply minima, white-colored ones an MSE
� 2.5× MSEmin. The red crosses indicate those parameter values that are simultaneously good estimates for all fluences.
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with an 8-fs NIR pulse centered at a wavelength of 1200 nm
and focused into a 〈110〉-oriented ZnTe crystal with a thick-
ness of 30 μm. The frequency response features lowpass
characteristics with a (thickness-dependent [46]) cutoff fre-
quency of approximately 30 THz. A shift in the polarization of
the NIR pulse is detected with an ellipsometer setup consisting
of a Wollaston prism and two balanced photodiodes. The
difference signal between the two diodes is gated through a
boxcar system, digitized and stored on a computer. A time
trace of the THz electric field is obtained by scanning the
delay between THz and NIR pulse at a constant velocity.
The temporal and spatial stabilization of the laser system

allows us to constitute the time traces averaging over multiple
scans.

In order to reduce noise contributions at higher frequen-
cies, the shockwave time trace is smoothed anywhere except
for a 0.5 ps time window centered at the steep increase
(0.1 ps, smoothing range). This procedure is applied to all data
sets analyzed in this work apart from the few-THz transient
[Figs. 1(b) and 1(c)] in which there is no high-frequency
signal. In addition, a Tukey window function is applied to
reduce the effect of spectral leakage. The complex spectral
amplitude of the waveform is calculated by performing a fast
Fourier transform of the pre-processed signal.
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