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Ab initio electronic structure of metallized NiS, in the noncollinear magnetic phase
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We investigate the electronic structure of the archetypical Mott insulator NiS, by means of density functional
theory calculations in which we explicitly account for the noncollinear antiferromagnetic order, as recently
established in the isoelectronic analog Ni(S, Se),. For metallic NiS, under high pressures, our calculations
predict a Fermi surface topology and volume which are in excellent agreement with recent quantum oscillation

studies. However, we find that density functional theory wrongly predicts a metallic ground state even at ambient
pressures, similar to previous nonmagnetic or collinear antiferromagnetic models. By including a Hubbard
interaction U and an on-site exchange interaction J, the metallic phase is suppressed, but even such an extended
model fails to describe the nature of the metal-to-insulating phase transition and describes the insulating phase

itself incorrectly. These results highlight the importance of more sophisticated computational approaches even
deep in the insulating phase, far away from the Mott insulating phase transition.
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I. INTRODUCTION

One of the most fundamental characteristics of quantum
materials is whether their ground state is metallic or electri-
cally insulating. In the standard theory of condensed matter,
Landau’s Fermi liquid theory, metals have a Fermi surface
whereas insulators do not. By Fermi surface we understand
a surface in momentum space on which charged, fermionic
low-energy excitations are possible, known as Landau’s quasi-
particles. They resemble the band electrons from which they
arise, but they may acquire renormalized parameters, such as
an effective mass. In the electronic spectral function, they are
reflected as a coherent resonance peak of weight z < 1, con-
trasting with the remaining seemingly incoherent background
contributions.

The profound difference between the presence or lack
of a Fermi surface allows for two distinct possibilities for
how electronic conduction is lost across continuous metal-
to-insulator transitions [1]. Either the Fermi surface shrinks
and disappears, which corresponds to a reduction of charge
carrier numbers, or the charge carriers slow down and eventu-
ally localize, which corresponds to the quasiparticle weight
z going to zero and thereby to a loss of electronic coher-
ence at the Fermi energy. Distinguishing between these two
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pictures is particularly important for the metal-to-Mott-
insulator transition. For Mott insulators, band theory including
density functional theory (DFT) within standard approxima-
tions such as the local density approximation (LDA) predicts a
metallic ground state in contrast to the experimental observa-
tion of a vanishing electrical conductivity at low temperatures
[2]. Therefore, to account for Mott insulating phases, it is
necessary to consider the effects of strong electronic correla-
tions. Dynamical mean-field theory (DMFT) calculations and
the seminal work by Brinkman and Rice predict a diverging
quasiparticle mass at the Fermi level before the gap opens
at the brink of the insulating phase [3,4]. At the same time,
understanding the transition between a correlated metal and
a Mott insulator not only is of fundamental interest but also
has profound implications for the cuprate [5] and organic
charge-transfer superconductors [6] where Mott insulating
phases have been identified. Moreover, orbital-dependent
Mott physics has also been discussed for the iron-pnictide
superconductors [7].

Experimentally, a metallic phase can be recovered usually
by means of hydrostatic or chemical pressure [8—11]. How-
ever, following the evolution of electronic correlations across
the metal-to-Mott-insulator transition has proved challenging.
Taking the archetypical Mott insulator NiS, as an example,
electronic transport [12—-14], thermodynamic [15,16], optical
[17-19], and photoemission measurements [20] necessarily
capture both coherent and incoherent parts of the electronic
spectrum. Moreover, to cross the metal-to-Mott-insulator tran-
sition, angle-resolved photoemission spectroscopy (ARPES)
studies need to be carried out as a function of chemical com-
position as in Ni(S, Se), [21,22], adding the sample quality
as another factor to consider. This makes it difficult to sep-
arate quasiparticle and background contributions with high
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resolution and thereby hinders tests of the salient predictions
regarding Fermi surface and quasiparticle mass. Recently,
however, magnetic quantum oscillations have been observed
in the correlated metallic state in high-pressure NiS, [14,23].
These experiments track the coherent quasiparticle states up
to the Mott transition, revealing that the volume enclosed by
the Fermi surface remains essentially unchanged, whereas the
carrier mass is strongly renormalized by electronic correla-
tions.

It is of fundamental interest to understand the nature of
this high-pressure metallic phase of NiS; in more detail, as it
forms the basis from which the Mott insulating phase emerges
at low pressures. In particular, correctly accounting for any
existing magnetic moments at the Ni sites is crucial [24], as
such moments will influence the occupation numbers of the
Ni d orbitals, which are the central ingredient to the Mott
physics. For ambient-pressure NiS,, two successive magnetic
phase transitions have been reported, with the transition into
the noncollinear antiferromagnetic M1 phase occurring at a
temperature Ty; ~ 40 K, followed by the transition into the
weakly ferromagnetic M2 phase below Ty, = 30 K [25,26].
Upon application of hydrostatic pressure or similarly by iso-
electronic doping of Ni(S, Se),, the M2 phase is suppressed
together with the insulating phase [16,24,26] whereas the
MI phase persists into the metallic phase of Ni(S, Se), [24].
Evidence for the existence of the M1 order also in the high-
pressure metallic phase of undoped NiS, was reported by an
electronic transport study which found signatures of a quan-
tum critical point around p &~ 7.5 GPa [12,13]. This suggests
that the M1 phase persists up to this pressure.

Here, we present a detailed theoretical study of NiS, us-
ing DFT, which takes the experimentally refined noncollinear
magnetic M1 structure into account for the first time [24].
Previous DFT calculations either did not account for magnetic
order at all or assumed a collinear alignment of magnetic
moments, which, however, breaks the lattice symmetry, in
contrast to experimental evidence [19,22,24,27-30]. Our cal-
culations show that the magnetic M1 structure is indeed stable
within the high-pressure metallic phase, consistent with pre-
vious experimental reports [12,13,24]. In this structure, the
magnetic moments reside on the Ni sites and point along
the four body diagonals of the cubic unit cell, as shown in
Fig. 1. Since DFT cannot explain the Mott insulating transi-
tion, our study focuses primarily on the underlying, weakly
correlated metallic state which manifests experimentally un-
der high physical (or chemical) pressures, and from which the
Mott insulating state emerges below pyyr & 3 GPa [14]. In
particular, our calculations predict a large Fermi surface in the
metallic phase, which features a cubical holelike pocket that
is robust against changes in pressure p. We also investigate
the collapsing metallic phase as a function of Hubbard U and
exchange interaction J, and we point out how it differs fun-
damentally from the experimentally observed Mott insulating
phase.

The paper is organized as follows: After briefly presenting
the computational methods employed in Sec. II, we describe
the changes in the electronic structure between the non-
magnetic phase and the experimentally refined noncollinear
magnetic (NCM) phase in Secs. III and IV, respectively, for
which DFT predicts metallic ground states. In Sec. V, we
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FIG. 1. Crystal and magnetic structure of NiS,. (a) Crystal struc-
ture showing Ni atoms and S dimers. (b) M1 magnetic structure,
(c) viewed along (111). The magnetic moments sit on the Ni sites
and point along the four body diagonals of the cubic unit cell. For
simplicity, the S dimers are omitted in (b) and (c). (d) Local environ-
ment of the Ni atoms. The S-S interatomic distances are given. The
blue arrows correspond to the axes of the cubic crystallographic unit
cell. The noncollinear magnetic moment of the Ni atoms points into
the largest S; triangle, highlighted by shading. (e) Expected crystal
field splitting and orbital occupation of the Ni d orbitals in a trigonal
antiprismatic coordination of NiS,. The real and complex labels of
the corresponding d orbitals are given. The Mott insulating phase
occurs due to an individual splitting of the degenerate, half-filled d,,
and d,,. orbitals, which will form the upper and lower Hubbard bands.

follow the evolution of the metallic, noncollinear magnetic
phase under pressure p and compare our results against re-
cent experimental reports. In Sec. VI, we discuss how the
metallic phase is suppressed through inclusion of Hubbard
interaction U and on-site orbital exchange interaction J, and
how the obtained insulating phase differs profoundly from a
Mott insulating phase. We then briefly discuss a hypothetical
collinear antiferromagnetic phase in Sec. VII; this phase has
been discussed in the literature before as an approximation to
the noncollinear case [22,29,30]. We end with a brief discus-
sion of the implications of our results in Sec. VIII.

II. METHODS

Band structure calculations were carried out using the
WIEN2K and WIENNCM software packages for the nonmag-
netic, collinear antiferromagnetic, and noncollinear magnetic
calculations, respectively [31-33]. Both packages are based
on DFT using linearized augmented plane waves. We used a
cutoff RK.x = 6.0 (the product of the smallest sphere radius
R and the largest plane wave expansion wave vector Kpx),
for which we found good convergent behavior, and we con-
firmed that the magnetic moment and Fermi surface volume
showed only a negligible dependence up to RK,,x = 8.0. We
employed the Perdew-Burke-Ernzerhof generalized gradient
approximation and a high-density mesh of up to 80 000 %
points in the full Brillouin zone. The usual energy threshold
of —6.0 Ry was used to identify the Ni s, 2s, 2p, and 3s
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orbitals as core states, as well as the S 1s, 2s, and 2p orbitals.
In WIENNCM, spin-orbit coupling (SOC) is explicitly included,
whereas in WIEN2K, SOC is added in a second variational
step; however, the effects of SOC are rather weak due to the
light atomic cores involved. A Hubbard interaction U and
the exchange interaction J were added as tuning parameters
for the treatment of the Ni d orbitals using the ORB package.
We report the results obtained using the fully localized limit
(FLL) correction for double-counting terms (referred to as the
self-interaction correction (SIC) in the WIEN2K manual and
also sometimes in the literature [34]), and we compare results
obtained using the around-mean-field (AMF) method in the
Supplemental Material (SM), which show only small devia-
tions that do not affect our conclusions [34-38]. The cubic
lattice dimensions under pressure a(p) were taken from ex-
periments [26], and we neglected a reported weak monoclinic
distortion in the high-pressure metallic phase, consistent with
our own recent measurements [23]. The only internal degree
of freedom, i.e., the relative sulfur position xs/a, was obtained
by minimizing the total energy of the nonmagnetic case. We
confirmed for ambient pressure, where the noncollinear mag-
netic moment is the largest, that an energy minimization of
the noncollinear case results in essentially the same value for
xs/a. Fermi surfaces were plotted using MATHEMATICA, and
extremal Fermi surface cross sections were extracted using
Supercell k-Space Extremal Area Finder (SKEAF) [39]. For
the plots showing the band structure and the density of states
(DOS), we defined zero energy E = 0 by the peak of the DOS
of the bonding S 3s states which are typically found about
Ey =~ 15 eV below the Fermi level. The choice of this refer-
ence energy provides a stable fixed point for our calculations
as it corresponds to electronic states localized between the S
dimers, which are the least affected by the magnitude of the
magnetic moment on the Ni sites, the Hubbard or exchange
interactions of the Ni d states, and the changes in the crystal
dimensions under pressure.

III. NONMAGNETIC PHASE

We begin with a description of the predicted electronic
structure of NiS, in the nonmagnetic phase for p = 0O and U =
J = 0. This case has been covered extensively in the literature
before (e.g., Refs. [18,19,22,28-30]). However, it will not
only serve as the reference to the noncollinear magnetic phase
discussed next, but also motivate a slightly different view
of the Ni d suborbitals compared with previous reports. To
elucidate the latter point, Fig. 1(a) shows the crystal structure
of NiS; which promotes the formation of sulfur dimers. These
acquire a nominal oxidation state (S,)>~ in the insulating
phase and thus leave the Ni atoms in an electronic 3d%4s°
configuration. In previous reports (e.g., Refs. [27,40-42]),
the octahedral coordination of the Ni atoms by S atoms was
invoked to explain the separation of Ni t,, and e, orbitals, with
the former fully occupied and the latter half full, which gives
the possibility of a Mott transition.

However, the exact nature of the Ni environment as well
as the global symmetry of the cubic unit cell indicate that this
suggested organization of the Ni d suborbitals is somewhat
oversimplified. A closer inspection of the S-S interatomic dis-
tances (other than the dimers) shows that they differ by up to

6%, as shown in Fig. 1(d). As a consequence, the Ni site sym-
metry is actually 3, and the Sq octahedra are weakly distorted,
consisting of S; triangles of different sizes [23,26,40]. The
key point for this paper is that the largest triangles are found
perpendicular to the experimentally refined noncollinear mag-
netic moments of the central Ni atoms, which point along the
unit cell diagonals {111} [cf. Figs. 1(c) and 1(d)]. This es-
tablishes the {111} directions as the dominant high-symmetry
direction of the Ni environment. This is further evidenced by
the observation that the principal axes of the NiS¢ octahe-
dra are not aligned along any high-symmetry directions of
the crystal lattice, which may otherwise promote a different
high-symmetry direction. As a result, the coordination of Ni
is actually trigonal antiprismatic and not octahedral. This in-
duces a crystal field splitting of the Ni d states differently
than previously discussed, as shown in Fig. 1(e) [27,40,41].
In the ionic limit, the Ni d, dyy, and d,>_,» will be fully
occupied, while the degenerate d,, and d, orbitals will be half
filled. Thus, even under the modified Ni d occupation scheme,
we obtain an electronic configuration which may lead to the
Mott insulating state once electronic correlations are taken
into account.

Our DFT calculations are fully consistent with this al-
ternate occupation scheme of the Ni d orbitals. As shown
in Fig. 2(a), we recover 12 rather flat, spin-degenerate, and
fully occupied bands in the energy window between E =~
13 eV and E = 14 eV. The orbitally projected density of
states demonstrates that these bands have almost exclusive Ni
d character, as shown in Figs. 2(b) and 2(e). Towards both
lower and higher energies, we find much broader bands with
mixed character, dominated by Ni d, S p, and interstitial con-
tributions, which suggests that over this wide energy range,
a strong hybridization between Ni and S orbitals occurs. In
Fig. 2(d), we integrate the projected DOSs corresponding to
the Nid and S p orbitals over energy. The resulting occupation
numbers show that the Ni d and S p orbitals gain almost
proportional occupations at low energies £ < 13 eV, further
supporting their spatial overlap. The more the different Ni
d suborbitals are aligned towards the S ligands, the larger
is their hybridization. Hence the occupation of the Ni d,,
and d,, orbitals is the largest at low energies, whereas the
Ni d orbital acquires the smallest occupation. This distinct
occupation clearly highlights the unique character of the d,
orbital, which would be incompatible with an assumed octa-
hedral crystal field splitting. Moving towards higher energies
across the isolated flat bands, the Coulomb repulsion of the
negatively charged S ligands now favors the occupation of the
Ni d,. orbitals which point through the void of the largest S3
triangles. Consequently, they acquire the largest occupation,
followed by the pairwise degenerate Ni d,, and d,»_,» and
Ni d,; and d,, orbitals. This order of occupation again is
consistent with the trigonal antiprismatic crystal field splitting
as shown in Fig. 1(e). Moreover, this analysis shows that the
crystal field splitting of the Ni d orbitals is roughly a few
tenths of an eV and thus smaller than but of similar order to
the Hund’s coupling, typically assumed to be Jy ~ 0.7 eV for
Ni (e.g., Ref. [22] and references therein).

Figure 2(d) further shows that at the Fermi level Ep, all
Ni d orbitals are almost completely filled within DFT. This is
in contrast to the expected half filling of the Ni 3d,, and dy,
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FIG. 2. Calculated electronic structure of NiS, in the nonmagnetic phase at ambient pressure. (a) Band structure and (b) density of states
(DOS) per unit cell volume (u.c.). The brackets in (b) indicate the extent of the bonding and antibonding S p” and p™ orbitals; see also (e). The
high-symmetry points of the Brillouin zone are defined in Fig. 4(c). In (b), the inset shows the low-energy S 3s states which define the origin
of the energy scale employed. Orbital contributions to the DOS are stacked on top of each other. Note that the DOS around the Fermi level
Er was rescaled by a factor 3 for better visibility, as reflected by the upper frame labels. (c) Fermi surface sheets corresponding to the bands
crossing the Fermi level [cf. color coding in (a)]. (d) Integrated partial DOSs of the Ni, S, and interstitial states. For the degenerate Ni d and S
p states, the contributions are given per individual suborbital. Note that for better visibility, the contributions from the fully occupied S 3s and
Ni 3p orbitals are not shown, accounting for an additional 10 e~ /f.u. (¢) Schematic sketch of the DOS, comparing the computed nonmagnetic
structure within the LDA (top) with the expected charge-transfer insulating structure, consistent with DMFT calculations (bottom) [19]. The
charge transfer takes place between the almost completely filled Ni d; = d., and d,, bands and the partially occupied antibonding S p” band.
For the occupation numbers given for the Ni d; 1, and S p™" bands, it was assumed that the interstitial charge is of predominant S p character.

LHBs, lower Hubbard bands; UHBs, upper Hubbard bands associated with the Ni dy; bands.

orbitals, which would be the key ingredient for the Mott or
charge-transfer insulating phase. Consistently, Figs. 2(b) and
2(e) demonstrate that the states at the Fermi level similarly
have mixed character, again mostly Ni d, but with about 20%
S p and interstitial contributions, each. As a result, and similar
to previous DFT calculations, we interpret the real insulating
nature of NiS, as a charge-transfer type. We obtain a total
valence charge of approximately 15.19 electrons inside each
Ni muffin tin, which accounts for the fully occupied Ni 3p
and the partially occupied Ni 3d states. Conversely, there are
6.76 electrons inside the combined muffin tins of the S dimers,
including the fully occupied S 3s states and the partially
occupied S 3p states. This leaves 6.05 electrons per formula
unit associated with the interstitial region, which is likely of
predominant S 3p character [43]. As a result, and as shown
in Fig. 2(e), a charge transfer of at least 1.19 ¢~ /f.u. would be
required to turn NiS, into the experimentally observed insulat-
ing phase, depending on the exact character of the interstitial
region.

Returning to Fig. 2(a), we find that three bands cross the
Fermi level and, hence, the system remains metallic. At am-
bient pressure, this is a known failure of DFT which makes
NiS; an interesting system in the first place. Those bands
give rise to three Fermi surface sheets, depicted in Fig. 2(c).
Since metallized NiS, is a compensated system, the enclosed
volume of the cubic, holelike Fermi surface sheet is identical

to the combined volume of the other two electronlike sheets.
Therefore as a proxy for the charge carrier density, and based
on the experimental evidence from ARPES and quantum os-
cillation studies [14,21-23], we will focus on the evolution of
this cubical Fermi surface sheet throughout this paper.

IV. NONCOLLINEAR MAGNETIC PHASE

As a consequence of the trigonal antiprismatic coordina-
tion of the Ni atoms, the observed noncollinear magnetic
order in NiS; does not break any translation or rotation sym-
metries [24]. This rather uncommon property is depicted in
Fig. 1(c), which shows that the cubic symmetry of the unit
cell is retained, and no reconstruction of the Brillouin zone
or the Fermi surface is expected. Instead, the effect of the
magnetic order is to split the band structure with respect to
the nonmagnetic case.

In Fig. 3, we summarize the predicted effects of the
noncollinear magnetic structure on the electronic structure
at ambient pressure, keeping U = J = 0 for now. In order
to obtain additional insights into the electronic states, we
project the contribution of each state onto spin-up and spin-
down character, where the spin orientation is defined locally
along the varying magnetic moment inside the atomic spheres
[33,44-48]. In contrast, the interstitial region remains non-
magnetic, and its contributions are assigned to both spin
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FIG. 3. Calculated electronic structure of NiS, in the noncollinear magnetic phase at ambient pressure. (a) Band structure with the bands
crossing the Fermi level Er highlighted in color. The high-symmetry points of the Brillouin zone are defined in Fig. 4(c). (b) Density of states
(DOS). On the left, the individual orbital contributions to the spin-projected DOS are stacked on top of each other. On the right, the total DOS
is shown, with the total DOS of the nonmagnetic (NM) case included as a dashed curve for reference. Note that the DOS around the Fermi
level Er was rescaled by a factor 3 for better visibility, as reflected by the upper frame labels. For (a) and (b), the energy scale is aligned by
the bonding S 3s states, as shown in the inset. (c) Orbital occupation as obtained by integrating the projected DOSs for the spin-dependent
Ni d orbitals. (d) Zoom into the band structure around the Fermi energy highlighting the k-space-dependent band splitting. (e) Corresponding

Fermi surface (FS) sheets using the same color coding as the bands at the Fermi level in (d), as indicated by the arrows.

channels in equal proportions. This analysis reveals that the
narrow Ni d states split into two overlapping groups of almost
fully spin-polarized bands, as shown in Figs. 3(a) and 3(b).
The splitting is about 0.4 eV, which broadens the total DOS
peak significantly when compared with the nonmagnetic case.
Close to the Fermi level, states with dominant Ni spin-up
character are redistributed to lower energies by about 0.3 eV.
Again comparing with the nonmagnetic case, this reduces the
DOS at the Fermi level to approximately 60% and opens a
partial gap right below the Fermi level. This redistribution of
the spin-dependent Ni d states gives rise to a net magnetic
moment, but it is insufficient to lead to an insulating state as
there remains a finite DOS with mixed spin-up and spin-down
character at the Fermi level. Correspondingly, our calculations
predict a magnetic moment of only uy; =~ 0.7 up for metallic
NiS, at ambient pressure, compared with the experimental
value of approximately 1 upg measured in the Mott insulating
state [24].

To trace the origin of the magnetic moment, Fig. 3(c)
shows the integrated DOS for the various spin-dependent Ni
d orbitals. This shows that all spin-up Ni d orbitals are essen-
tially fully occupied at the Fermi level, as is the spin-down
Ni d orbital. The spin-down Ni d, and d,>_,» and Ni d,;,
and d,, orbitals remain partially occupied, in contrast to the
expectations for a Mott or charge-transfer insulator where
the Ni d,, and d,, orbitals are expected to be polarized. In-
side each Ni muffin tin, we obtain a total valence charge of
15.17 electrons, only marginally less than for the non-
magnetic case. Hence the magnetic moment arises from a
spin-dependent reorganization of the Ni d orbital occupations

but does not imply a charge transfer from the Ni atoms to the
S dimers or the interstitial region.

Reflecting the spin-dependent changes in the band struc-
ture, the Fermi surface also splits. In particular, the cubical
Fermi surface sheet predicted for the nonmagnetic phase sep-
arates into a smaller nearly spherical pocket and a larger
weakly distorted cube, as indicated in Figs. 3(d) and 3(e). The
persistence of such a cubical Fermi surface pocket reflects the
orientation of the magnetic moments along the crystallograph-
ically equivalent {111} directions which do not break the cubic
lattice symmetry. In contrast, for an assumed collinear antifer-
romagnetic order, the cubic symmetry would be broken, and
a cuboid shape of the Fermi surface would arise, as discussed
later in Sec. VII (see also Ref. [29]).

In Fig. 4, we represent this spin-induced splitting of the
Fermi surface in more detail. In contrast to collinear ferromag-
netic or antiferromagnetic phases, the spin-up and spin-down
charge densities of a noncollinear system cannot be treated
independently in DFT, but the off-diagonal terms in the spin
Hamiltonian must be taken into account fully [33]. Conse-
quently, the predicted Fermi surface does not “spin split”
into pure spin-up and spin-down sheets, but rather consists
of electronic states with mixed spin contributions. Figure 4
shows this distribution of spin-up and spin-down contributions
for the bands associated with the inner spherical and the outer
cubical Fermi surface pockets, both of which are holelike.
Notably, both bands feature occupied regions in k space where
either spin can be dominant. This demonstrates the mixed spin
character of the bands and the associated Fermi surface sheets.
Comparing the actual Fermi surface sheets (hence states at
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spin up (%)

FIG. 4. (a) and (b) Spin projections of the electronic states form-
ing the spherical and cubical Fermi surfaces in the NCM phase for
the case U = J = 0 and p = 0O [see also Fig. 3(e)]. The color coding
represents the spin contributions given in relation to the total Ni
contribution. The remaining Fermi surface sheets are shown in the
SM [38]. (c) Representation of the k path in the first Brillouin zone
as used in the band structure plots in Figs. 2, and 3 5.

the Fermi energy), it is noteworthy that the spherical sheet is
significantly more mixed than the cube, which is almost exclu-
sively of predominant spin-down character. Moreover, along
the reciprocal unit vectors k, , . between the I and X points
[cf. Fig. 4(c) for the definition of the high-symmetry points],
the spin configuration of both sheets is identical, whereas
along the diagonal vectors k = (£1, £1, 1)7 /a between the
I" and R points, the spin configuration is maximally different.
This k-space-dependent spin splitting can also be seen in the
band structure, as shown in Fig. 3(d). Along the path I'-X
the bands do not split, whereas along I'-R, the splitting is
maximal.

V. EFFECT OF HYDROSTATIC PRESSURE

Hydrostatic pressure has been an important experimental
tool to investigate NiS,, firstly to suppress the Mott insu-
lating phase transition to access the metallic regime around
pmir ~ 3 GPa, and secondly to suppress the magnetic or-
der, with a critical pressure reported to be around 7.5 GPa
[12-14,23]. Figures 5(a) and 5(b) show an exemplary band
structure and DOS for p = 8 GPa, thus close to the sup-
pression of the magnetic phase. Most notably for the Ni d
bands, and similarly for the S 3s states, the DOS is found
to broaden with the peak heights being reduced accord-
ingly, which is a typical effect of hydrostatic pressure. The
spin-separated flat Ni d bands move closer together and be-
come less spin polarized, and similarly the DOS around the
Fermi level loses some of its spin asymmetry. These trends
cause a continuous reduction of the magnetic moment with

increasing pressure, as shown in Fig. 5(d). However, at p =
8 GPa, we still obtain a finite moment of u =~ 0.5 up at
the Ni sites. Moreover, extrapolating its pressure dependence
until the magnetic order is suppressed, our DFT calculations
predict a critical pressure p. ~ 20 GPa, much larger than
the aforementioned experimental value p. ~ 7.5 GPa [12,13].
This suggests that as in other metallic magnets, the effect
of magnetic fluctuations not modeled within DFT plays a
crucial role upon approaching the magnetic quantum critical
point [50-53].

Despite these clear quantitative changes to the electronic
structure, there is no qualitative change in the band structure,
and thus we recover the same Fermi surface topology as
under ambient pressures, shown in Fig. 5(c). Yet, from the
lattice contraction and the increased band width, we expect to
observe a small increase in the Fermi surface volume and a re-
duction of the effective masses. Figures 5(e) and 5(f) confirm
these expectations. There, as a measure for sizes of the spheri-
cal and cubical Fermi surface pockets and in order to compare
these with previous experimental reports [14,23], we extract
the predicted quantum oscillation frequencies based on the
cross-sectional areas S perpendicular to the applied magnetic
field direction H || a (see also Sec. II) [39,49]. Moreover, we
estimate the predicted quantum oscillation amplitudes from
the curvature factor (3%S/ akﬁ)’l/ 2, with k; being the crystal
momentum parallel to H [49], and the effective masses from
the averaged Fermi velocity along the quantum oscillation
orbits. As shown in Figs. 5(c) and 5(e), our calculations
within the NCM phase predict a total of three frequencies
based on the shape of the cubical and spherical Fermi surface
sheets. Such a frequency splitting has indeed been observed
for pressures close to the Mott insulating transition where the
magnetic M1 phase is expected [14,23]. In contrast, only a
single frequency was observed for higher pressures outside the
MI phase, p > p. = 7.5 GPa, in agreement with our predic-
tions for the nonmagnetic Fermi surface topology discussed
above. Quantitatively, we find a nearly exact match of the
magnitude of the predicted and observed quantum oscillation
frequencies, not only as a function of pressure, but also as a
function of field angle [23]. This excellent match confirms that
our high-pressure calculations correctly reproduce the shape
of the Fermi surface as well as the overall charge carrier
density. In contrast, our DFT calculations cannot reproduce
the experimentally observed effective masses which reach up
to m ~ 7 m, close to the metal-insulator transition [14,23].
In fact, our calculations only yield an effective mass of m ~
1 m,, as shown in Fig. 5(f). This disparity clearly shows the
large degree of electronic correlation at the brink of the Mott
insulator transition.

VI. EFFECT OF ON-SITE INTERACTIONS U and J

So far, our treatment of NiS, as a nonmagnetic system
or as a noncollinear magnet within DFT inevitably led to
a metallic ground state, in contrast to the experimental ob-
servation of an insulating system at ambient pressures. In
order to induce an insulating ground state, we follow the
usual approach of considering an on-site Coulomb repulsion
on the Ni d orbitals through a Hubbard interaction U. This
intra-atomic interaction penalizes doubly occupied orbitals,
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FIG. 5. Predicted electronic structure of NiS; in the noncollinear magnetic (NCM) phase under hydrostatic pressures. (a) Band structure
and (b) density of states around the Fermi level Ep, and (c) corresponding Fermi surface sheets for a pressure p ~ 8 GPa. All predicted
quantum oscillation orbits as well as their frequencies are shown for the spherical and cubical Fermi surface sheets. The color coding of the
Fermi surface sheets in (c) is identical to the band coloring in (a); see also Figs. 3(d) and 3(e). (d)—(f) Predicted pressure dependence of the
magnetic moment, quantum oscillation frequencies of the spherical and cubical Fermi surface sheets, and corresponding effective masses.
Experimental data, where available, are shown in blue. Experimental effective masses are significantly larger than the data range shown (up to
m ~ 7 m,). In (e) and (f) the symbol sizes for the theoretical values are scaled according to the predicted amplitudes A of quantum oscillations
determined from the curvature of the Fermi surface cross section S along the field direction: A o< [82S/0k|~"/* [49]. fexy» experimental
noncollinear magnetic moment at ambient pressure [24]; pmir, experimental pressure of the metal-insulator transition in the zero-temperature
limit [14]; p expt> €xperimental pressure for antiferromagnetic quantum critical behavior, suggesting the suppression of the M1 magnetic phase

[13]; fexpt» €xperimental quantum oscillation frequencies [14,23]; experim., experimental.

which is expected to suppresses the Ni-S hybridization and,
in combination with the first Hund’s rule, should lead to an
increasingly spin-polarized electronic configuration. It was
argued that both effects combine to eventually induce the
Mott or charge-transfer insulating phase. Indeed, previous
DFT calculations observed a gap formation at the Fermi level
assuming a collinear alignment of magnetic moments [29], as
discussed below.

Figures 6(a) and 6(b) show exemplary DOSs for U = 3 eV
and U = 6 eV, using the FLL double-counting correction
[35,37]. In the SM, we present the results for the AMF cor-
rection, which lead to the exact same conclusions as described
below [36,38,54]. The values for U chosen are in the vicinity
of the predicted metal-insulator transition, and well into the
insulating phase, respectively. They are also similar to exper-
imental values for the Ni d shells [55]. With increasing U,
we find that the flat Ni d states shift to significantly lower
energy, where they broaden and effectively separate into pure
spin-up and spin-down states. Moreover, the spin-up states
with dominant Ni d,, and d,>_» and Ni d,; and d,, character
split into two distinct peaks, shown around £ = 8 eV and
E =10 eV for U = 6 eV in Fig. 6(b). In contrast, the spin-
down states and the Ni d,» states do not show such splitting,
but they broaden significantly with increasing U. Close to the
Fermi level, the Ni spin-up states are redistributed to lower
energies, such that the gap at E = 14 eV closes. Conversely,
the Ni spin-down states are shifted to higher energies above

the Fermi level. Within DFT + U, it is this spin-dependent
separation of electronic states across the Fermi energy that
leads to a new gap formation there and thus to the insulating
state for U 2 3.0 eV.

Before we discuss the consequences of these energy shifts,
we extend our calculations by an on-site exchange interac-
tion J. In contrast to the spin-agnostic Hubbard interaction
U, the exchange interaction J favors a ferromagnetic spin
alignment on different d suborbitals. Hence it reduces the
effective Coulomb repulsion between same-spin charge car-
riers to Uyy = U, = U — J, whereas the repulsion between
opposite-spin charge carriers remains unaffected, Uy = U
[35,37]. However, recent studies showed mathematically that
the best description should be obtained for / = 0 in non-
collinear cases without spin-orbit coupling [56,57]. For this
reason, we will discuss the effect of J only briefly in order
to connect to previous collinear DFT studies [22,29] and to
account for the possible but weak effects of spin-orbit cou-
pling [58]. Figures 6(b)-6(d) show that the spin-down DOS is
almost unaffected by J, whereas in the spin-up DOS, the peak
associated with the narrow Ni d,, and d,>_,» and Ni d» states
returns to higher energies. In the limit J < U/2, this leads to
areversal of the order in energy in which the Nid,, and d>_
and Ni d,. orbitals are occupied, compared with the DOS for
the case J = 0.

Reflecting the changes in the electronic structure as a
function of U and J, Fig. 6(e) shows that as the system
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FIG. 6. Evolution of the electronic structure in the NCM phase including on-site Coulomb repulsions using the FLL double-counting
correction. (a)—(d) DOS as a function of U and J. The individual atomic and spin contributions to the DOS are stacked on top of each other.
For reference, the DOS and Fermi energy for the NCM structure at ambient pressure with U = J = 0 are shown as blue dashed curves (see
also Fig. 3). Additionally, in (c) and (d), the total DOS and the Fermi energy for the case J = 0 [the case shown in (b)] are shown as green
dash-dotted curves. (e) Evolution of the predicted Fermi surface with increasing U . Top: Plot of the Fermi surfaces associated with the spherical
and cubical sheets. Bottom: Predicted quantum oscillation frequencies for the same sheets, assuming H || a. The symbol sizes are scaled as in
Fig. 5. The extremal orbits are omitted for clarity. (f) Evolution of the predicted magnetic moment as a function of U and J/U . The experimental
value at ambient pressure for insulating NiS, is shown as a thick solid black line [24]. The predicted metal-insulator transition is shown as a
dashed line. (g) Evolution of the number of valence electrons within the muffin tins of Ni and S atoms, as well as the interstitial regions, as a
function of U at fixed J/U. Across the metal-insulator transition, no charge transfer takes place beyond the overall weak trends. (h) Orbitally
resolved occupation as a function of U for the Ni s, p, and d orbitals, discounting the fully occupied 1s, 2s, 2p, 3s, and 3 p orbitals. Top: Total
occupation for J = 0. Bottom: Spin-differential occupation for fixed J/U.

approaches the insulating phase for increasing U, the pre-
dicted Fermi surface shrinks continuously and disappears
completely for U 2 3.0 eV. We note that this evolution is
essentially independent of the choice of J. As a quantitative
measure, Fig. 6(e) also shows how the predicted quantum os-
cillation frequencies are reduced towards the insulating phase
before they disappear at the metal-to-insulator transition. This
trend is flat-out contradicted by recent experiments. In par-
ticular, our recent quantum oscillation studies revealed that a
large Fermi surface of coherent quasiparticles persists right
up to the Mott insulating phase transition [14,23]. Similar
evidence has been observed in ARPES studies on Ni(S, Se),
[21,22]. Thus a continuously shrinking Fermi surface upon

approaching the insulating phase, as predicted for an increas-
ing U, can be ruled out experimentally.

Further evidence for the shortfall of DFT + U is obtained
by considering the evolution of the predicted magnetic mo-
ment at the Ni sites. Figure 6(f) shows that with increasing
U, the moment grows monotonic as the metallic phase is
suppressed and reaches a value of uy; = 1.3 up at the metal-
insulator transition, clearly exceeding the ambient-pressure
experimental value of approximately 1.0 up [24]. The inclu-
sion of the exchange interaction J only reduces the predicted
moment slightly. We thus find that both the evolution of the
Fermi surface (in the metallic phase) and the magnetic mo-
ment are inconsistent with the experimental evidence close
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FIG. 7. Assumed but experimentally incorrect collinear magnetic structure of NiS,. (a) Crystal structure showing the distribution of spin-up
and spin-down sites across the unit cell. (b) Same as (a) but viewed along (111). The original threefold, cubic symmetry is broken. For
simplicity, the S dimers are omitted in (a) and (b). (c) Band structure and (d) density of states around the Fermi level Er. The total DOS of
the nonmagnetic (NM) case is shown as a dashed curve for reference. (¢) Zoom into the band structure in the vicinity of the Fermi level. Note
the different band splitting, e.g., at the R point, when compared with the noncollinear case, Fig. 3(d). (f) Predicted Fermi surface sheets. Note
that the cubical sheet of the nonmagnetic calculation splits and is deformed into two cuboids. These sheets should therefore give rise to several
sets of quantum oscillation frequencies as indicated. Note that the frequencies f ~ 4.8—4.9 kT were not observed experimentally [14,23]. The
color coding of the Fermi surface sheets matches the band colors crossing the Fermi level, as indicated in (c) and (e); see also Figs. 3 and 5.

to the metal-to-insulator transition. Interestingly, we also find
that the Fermi surface and the magnetic moment are essen-
tially insensitive to the value of J. This finding reflects that
the DOS around the Fermi level remains essentially constant
irrespective of J and only the low-energy states are affected;
see Figs. 6(b)-6(d).

To understand why DFT 4 U fails to correctly describe
NiS; close to the Mott insulator transition, Fig. 6(g) shows
the distribution of the valence electrons across the Ni and S
atoms and the interstitial region. Across the metal-insulator
transition induced by U 2 3 eV, we find that the total charges
within the muffin tins of Ni and S do not show any appreciable
change. Instead, they evolve smoothly, and fewer than 0.1 e~
are transferred from the Ni sites to the S, dimers and to
the interstitial region up to the phase transition. While this
trend goes the right way towards the charge-transfer insulating
phase of experimental NiS,, its prediction within DFT is far
too weak. We recover a band insulator, consistent with the
predicted shrinking of the Fermi surface. Remarkably, by in-
cluding an exchange interaction J, the charges around the Ni
atoms are slightly reduced, and they bleed into the interstitial
region. Evidently, the effect of J is to further delocalize the
Ni d states, opposite to the expectations for a Mott or charge-
transfer insulator.

As a consequence, the formation of the magnetic moment
at the Ni sites must originate from a reorganization of the
occupation of the Ni d suborbitals. As shown in Fig. 6(h),
we find that with increasing U, the d,» orbitals become nearly
fully occupied, whereas the d,; and d,, orbitals increasingly
depopulate. Looking at the spin dependence, Fig. 6(h) also

shows that the d,, and d,, orbitals contribute the most to the
magnetic moment, whereas the contribution of the nearly fully
occupied d,» orbitals can be neglected. On the one hand, both
trends again agree with the expectations towards the charge-
transfer insulator, but the effects within DFT are too weak.
On the other hand, in the experimentally insulating phase, a
complete occupation of the dy, and d,._,» orbitals would be
expected, including a negligible contribution to the magnetic
moment. However, our calculations do not indicate any such
trend with increasing U, irrespective of J.

VII. COLLINEAR ANTIFERROMAGNETIC PHASE

In order to approximate the noncollinear magnetic phase
discussed so far, previous reports studied a hypothetical
collinear antiferromagnetic alignment of the Ni magnetic
moments, e.g., Ref. [29]. We will now comment on this or-
dering and how its predictions differ from our noncollinear
calculations. As shown in Figs. 7(a) and 7(b), any equal dis-
tribution of spin-up and spin-down sites over the unit cell
inevitably breaks the cubic threefold symmetry along (111)
and hence is incompatible with the experimentally refined
cubic crystal structure of NiS, [26]. This finding alone in-
dicates that the collinear ordering should be considered as
an approximation only. Nevertheless, we compute the re-
sulting electronic structure, for which we obtain a magnetic
moment of un; =~ 0.71 wp, very similar to the size of the non-
collinear moment obtained above. Moreover, Figs. 7(c) and
7(d) show the computed band structure and density of states,
respectively. To guide the interpretation, we emphasize that
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within the collinear antiferromagnetic order (but not within
the noncollinear order), all atoms can be assigned to two
interpenetrating sublattices with opposite Ni spin orientation.
These sublattices can be transformed into one another, e.g.,
by a reflection on the xy plane, followed by a translation
by (0.5,0,0.5) and a subsequent spin flip. Consequently,
in the absence of spin-orbit coupling, the spin-up and spin-
down densities within DFT are identical subject to the above
symmetry operation and hence produce the same density of
states, albeit with opposite spin contributions. Adding a weak
spin-orbit coupling as in NiS,, a small energy splitting of the
spin-up and spin-down states occurs. We recover these expec-
tations in Figs. 7(c) and 7(d) quite clearly: On the one hand,
the total spin-dependent densities of states are effectively
identical and the atomic contributions are indeed inverted
by the spin. This finding is in stark contrast to the results
of the noncollinear order, where the spin-up and spin-down
density of states are clearly different; cf. Fig. 3(b). On the
other hand, all bands within the collinear antiferromagnetic
order are weakly split in energy. While the magnitude of
this splitting is similar to that in the noncollinear magnetic
case discussed above, there are qualitative differences. For
example, within the collinear ordering, the lowest two bands
crossing the Fermi level are degenerate at the R point in the
Brillouin zone [red and orange bands in Fig. 7(e)], but they
fully split in the noncollinear case [see Fig. 3(d)].
Accounting for the weak spin-orbit induced band splitting
within the collinear antiferromagnetic order, the predicted
Fermi surface sheets split in comparison to the nonmagnetic
calculation, as shown in Figs. 7(f) and 2(c). Moreover, re-
flecting the loss of the cubic symmetry, the formerly cubical
Fermi surface sheet deforms into two rather similar cuboids,
shown in red and orange in Fig. 7(f). In order to compare
the predictions of such Fermi surface sheets against exper-
imental evidence, we first emphasize that the broken cubic
symmetry will lead to domain formation in a real crystal.
Therefore any quantum oscillation measurement will pick up
frequencies originating from domains with different orienta-
tions, which translates to different field orientations in our
theoretical study. In particular, for a field applied nominally
along (100), we need to consider the additional orientations
(010) and (001). As indicated in Fig. 7(f), the cuboid de-
formation of the Fermi surface sheets gives rise to several
different extremal orbits which translate to the given quan-
tum oscillation frequencies. While a frequency of f ~ 5.7 kT
is similar to the ambient-pressure predictions for the non-
collinear case [Fig. 5(e)] and thus would likely match our
high-pressure experimental observations [14,23], the frequen-
cies f &~ 6.2-6.4 kT are significantly larger and hence would
clearly exceed the observed frequencies under pressure. The
discrepancy is even more severe for the lower frequencies in
the range f ~ 4.8—4.9 kT as no similar frequencies could be
observed experimentally at all. While one should be care-
ful when drawing conclusions from the nonobservation of
specific quantum oscillation frequencies, we note that the fre-
quencies f =~ 4.8-4.9 kT and f ~ 6.2-6.4 kT originate from
the same Fermi surface sheet as the clearly observable fre-
quencies around f ~ 5.7 kT [14,23]. As such, they should
share similar scattering rates and curvature factors, while the
effective masses for the lower frequencies f =~ 4.8—4.9 kT are

expected to be about 40% smaller due to the smaller Fermi
surface cross section (equivalent to a larger Fermi velocity).
As such, these lower frequencies should in fact be easier to
observe than the f ~ 5.7 kT frequencies, in clear contrast to
the experimental evidence. Finally, the angular dependence
of the observable quantum oscillation frequencies is in ex-
cellent agreement with a nearly cubical Fermi surface sheet
[23], which further demonstrates the incompatibility of the
cuboid shape. In conclusion, from our calculations, we iden-
tified multiple observables which rule out the formation of a
collinear antiferromagnetic order in NiS; in the high-pressure
metallic phase.

VIII. DISCUSSION

Having mapped out the dependence of the electronic struc-
ture of magnetic NiS, as a function of magnetic ordering,
hydrostatic pressure p, and electronic interactions U and J,
we now comment on the implications of our results. First of
all, we reiterate that for ambient pressure, and in the absence
of a Hubbard U, our calculations wrongly predict a metal-
lic ground state irrespective of the assumed magnetic order,
which is the expected shortcoming of DFT. Nevertheless,
our results assuming the experimentally refined noncollinear
magnetic order successfully describe key aspects of the ex-
perimentally accessible metallic phase under high pressures.
They lay out the weakly correlated electronic structure from
which the Mott insulating phase emerges at lower pressures.

Specifically, our high-pressure calculations demonstrate
that it is essential to account for the experimentally refined
noncollinear magnetic order in NiS, to describe the ob-
served Fermi surface in the metallic phase. Our predicted
quantum oscillation frequencies match the experimentally
observed ones almost perfectly, in magnitude, field angle,
pressure dependence, and the frequency splitting within the
magnetic phase, as demonstrated in Fig. 5(e) and discussed
in Refs. [14,23]. In contrast, a nonmagnetic phase cannot
explain the observed frequency splitting, whereas a collinear
magnetic structure would predict further quantum oscilla-
tion frequencies which were not observed experimentally
[14,21-23].

Regarding the insulating phase, we note that our DFT cal-
culations cannot predict the nature of the insulating ground
state correctly, even when extended by an intra-atomic Hub-
bard repulsion U or an exchange interaction J. Moreover,
DFT + U (4J) calculations also do not represent the corre-
lated metallic state near the Mott transition correctly: While
an insulating state emerges for U 2> 3.0 eV, the continu-
ously shrinking and eventually disappearing Fermi surface
contrasts with experimental evidence on approaching the
metal-to-insulator transition from the metallic side [14,21—
23]. Moreover, the occupation numbers of the Ni d and S p
orbitals do not match the expectations for a Mott or charge-
transfer insulator, but those for a band insulator, even deep
inside the insulating phase for large values of U. Both findings
provide strong support for a mechanism driven by enhanced
electronic correlations and a vanishing quasiparticle residue
instead, in agreement with the Brinkman-Rice scenario [3].
Nevertheless, a finite U captures some trends correctly, such
as a small charge transfer from Ni to S sites and a gradual
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suppression of the DOS peak of the Ni d states at E =
13-14 eV, on top of the peak height suppression attributed
to the noncollinear magnetic order (see also Fig. 3). Such a
suppression was observed in photoemission studies, where it
was attributed to a coherent-to-incoherent crossover [21]. In
contrast, our results show that a similar effect may even occur
for coherent electronic states.

In contrast to the Hubbard U term, the exchange interaction
J does not provide support for the insulating state. While it
strongly affects the DOS away from the Fermi energy, it leaves
the DOS around the Fermi energy essentially unaffected. The
influence of J is thus complementary to U, and the often
encountered simplification to perform calculations with an
effective U = U — J does not apply here [31,59,60]. More-
over, a finite J appears to weakly delocalize the Ni d states,
in contrast to the expectations within the insulating phase.
We therefore suggest keeping J = 0 for future calculations,
in excellent agreement with recent theoretical considerations
[56,57].

Our calculations also show that the predicted ambient-
pressure magnetic moment puy; for any finite U in the
insulating phase overestimates the experimental value by at
least 30%, as shown in Fig. 6(f). This mismatch likely is
the result of the incorrect occupation of the Ni d orbitals
as discussed above. However, in the high-pressure metallic
phase, where the orbital occupation is likely correct as ev-
idenced by the correct Fermi surface topology, the critical
pressure p. at which magnetism is suppressed is overesti-
mated by a factor ~3 [Fig. 5(d)]. This overestimate may
be interpreted as an indicator for strong spin fluctuations.
Spin fluctuations are known to significantly reduce the or-
dered magnetic moments, critical temperatures, and critical
pressures [50-53]. Indeed, experimental evidence for the im-
portance of spin fluctuations has previously been identified in
NiS, due to significant non-Fermi-liquid transport behavior

across the magnetic quantum phase transition [12,13]. Here,
using DFT, the magnetic moments are treated only on a mean-
field level, and thus overestimated moments in the metallic
phase are to be expected.

In conclusion, our DFT calculations of metallized NiS,
significantly extend previous studies which either ignored
magnetic order altogether or assumed a collinear antiferro-
magnetic order. By incorporating the noncollinear magnetic
order from the outset, our calculations correctly describe the
Fermi surface observed in high-pressure quantum oscillation
measurements. We find that adding in intra-atomic Hubbard
and exchange interactions at the DFT level induces an insu-
lating state but misses key aspects of the correlated metallic
state on the threshold of Mott localization, namely, the robust
Fermi surface volume and the magnitude of the quasiparticle
mass renormalization. Further experimental and theoretical
studies, including DMFT, will be required to achieve a quan-
titative description of the correlated metal on approaching the
Mott insulating transition and in the vicinity of the pressure-
induced magnetic quantum critical point.

The data that support the findings of this study are available
through the Edmond open access data archive at the Max
Planck Digital Library [61].
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