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Measuring temperature at a high spatial resolution is a fundamental technique for investigating local static
and dynamic thermal properties in various materials and devices. Here, we report temperature measurement by
electron energy loss spectroscopy using monochromated electron probes of 1–2 nm diameter and large scattering
vectors of electrons and based on the principle of detailed balancing between the annihilation and creation of
phonons. Temperatures defined by optical and acoustic phonons are evaluated separately. We demonstrate that the
use of acoustic phonons is advantageous for low-temperature measurements with higher accuracy. The scheme is
applied to evaluating local temperatures in a diamond nanowire during Joule heating. We also discuss the Joule
heating mechanism and key factors for improving temperature measurement accuracy.
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I. INTRODUCTION

Measuring temperature at a high spatial resolution is
fundamental to understanding the local static and dynamic
thermal properties in various materials and nanometer-scale
devices in operation [1,2]. Extensive effort has been devoted
to improving the spatial resolution and signals in measure-
ments using optical techniques such as Raman spectroscopy
[3–5]. The present tip-enhanced Raman scattering microscopy
has a resolution of ∼10 nm [4]. However, the techniques
involving scanning physical tips are only useful for surfaces.
Another strategy for nanometer-resolution thermometry is
the use of an electron probe based on transmission electron
microscopy (TEM), which enables the analysis of thermal
and structural properties at the same position. TEM-based
thermometry has been carried out using schemes for Bragg
scattering (BS) in electron diffraction (ED) [6], plasmons
in electron energy loss spectroscopy (EELS) [7], and the
intensity of electron-phonon scattering, i.e., thermal diffuse
scattering (TDS) in ED [8]. However, these TEM-based tech-
niques provide relative temperature differences and require
conversion parameters, i.e., the thermal expansion coefficient
for both BS and plasmon schemes and the Debye-Waller
factor for TDS. It is unfavorable to apply BS and plasmon
schemes to materials with small coefficients of thermal ex-
pansion such as diamond [9]. The TDS intensity depends on
the specimen thickness and electron collection range.

Recently, high-energy-resolution (5–30 meV) EELS with
TEM [10] has enabled us to measure temperature by probing
the annihilation/creation ratio of phonons in electron-phonon
scattering and based on the principle of detailed balancing
[11–13]. One of the advantages of this method is that the
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absolute temperature is directly evaluated using a single
spectrum without conversion parameters. The spatial res-
olution in scanning TEM (STEM)-EELS depends on q⊥,
the component of the scattering vector of incident electrons
q perpendicular to the incident direction [14,15]. Although
the use of scattered electrons with q⊥ = 0 and the energy
transfer of millelectronvolt scale reduce the spatial resolution
in EELS to ∼600–800 nm for 165 meV transfer with 80–
200 keV electrons even when using a 1-nm-diameter probe
(i.e., delocalization or nonlocality) [14,16], the use of scat-
tered electrons with q⊥ � 0 enables EELS with high spatial
resolution equivalent to the probe size. Furthermore, STEM-
EELS enables wave-vector-resolved phonon spectroscopy and
spectrum imaging using acoustic phonons with specific wave
vectors [15,17,18], which will be useful for phonon trans-
port analysis. Temperatures for optical and acoustic phonons
differ in nonequilibrium states of picosecond scale [19].
The time resolution is on the millisecond scale in practical
STEM-EELS and in this paper, whereas it is enhanced to the
femtosecond scale when using the pump-probe method [20].
Therefore, it is important to establish a technique to mea-
sure and analyze the temperatures using optical and acoustic
phonons separately, although we measure temperatures in the
steady states, i.e., equivalent optical and acoustic tempera-
tures, in the framework of this paper.

In this paper, we evaluate the local temperature in diamond
using either optical or acoustic phonons, using the large-
q⊥ scheme in STEM-EELS and 1–2-nm-diameter electron
probes. After examining the accuracy of temperature measure-
ments by STEM-EELS using optical and acoustic phonons
based on the results in Secs. III A and III B, respectively,
we evaluate unknown temperatures in a diamond nanowire
(DNW) during Joule heating in Sec. III C. The Joule heating
mechanism and key factors for improving temperature mea-
surement accuracy are discussed in Sec. IV.
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II. METHOD

We used a single-crystal diamond obtained under high
pressure and high temperature (Monodie MD111, Element
Six, Ltd.). A thin diamond crystal (whose results are shown in
Secs. III A and III B) and a DNW (whose results are shown in
Sec. III C) were prepared for EELS using a focused ion beam
(FIB; NB5000, Hitachi High-Tech, Co.). The thin diamond
crystal was fixed on a holey ceramic membrane in an electrical
chip [Thermal E-chip, Protochips, Inc.; Fig. 1(a)] using a
thermally conductive epoxy resin. The DNW was fabricated
on an electrical chip (FIB-optimized E-chip, Protochips, Inc.).
The chips were attached to an electric-biasing TEM holder
(Aduro300N, Protochips, Inc.). The length, width, thickness,
and crystallographic orientation of the DNW were 10.4 μm,
400 nm, 340 nm, and [111̄], respectively. A source measure
unit (Model 2636B, Keithley Instruments, Inc.) was used to
apply electric bias for the Joule heating of either the mem-
brane (Secs. III A and III B) or the DNW (Sec. III C). We refer
to the nominal temperature of the membrane Tn calibrated
with electrical bias by the manufacturer (Protochips, Inc.)
with a 5% error [21]. A monochromated electron microscope
(Themis Z, Thermo Fisher Scientific, Inc.) equipped with a
spectrometer (Quantum 970, Gatan Inc.) was used for EELS.
The electron incident direction to the thin diamond crystal and
DNW was [11̄0].

For EELS whose results are shown in Sec. III A, we used
a 200 keV electron probe with a diameter of ∼1 nm, a con-
vergence semiangle α of 2.8 mrad (= 7.0 nm−1), and beam
currents of 5–7 pA (= 3 × 107 to 4 × 107 electrons s−1). We
used a collection semiangle β [i.e., radius of the wave-vector-
selected circle in Fig. 1(b)] of 3.1 mrad (= 7.7 nm−1), the
spectrometer with an energy dispersion of 5.29 meV/ch, and
a complementary metal-oxide-semiconductor-based direct-
electron-detection camera (K2 IS, Gatan Inc.). The full width
at half maximum (FWHM) of the zero-loss peak (ZLP) was
21.2 meV. Electrons scattered at/around the 222 diffraction
disk (i.e., 2g when defining the 111 reciprocal point as g;
forbidden reflection) within the radius β and the � point at
the circle center were collected for EELS [Fig. 1(b)] and
the phonon dispersion [Fig. 1(c)] [15,22]. The exposure time
and the total number of frames for phonon measurements
were set to 49.2 ms/frame and 2500, respectively. A single
spectrum at Tn was obtained after ZLP alignment for all
2500 spectra, and then their sum was obtained. The specimen
thickness of the measurement area (Fig. 2) was ∼150 nm.
After the initial EELS at Tn = 303 K, it was subsequently
conducted at temperatures increased from 373 to 1473 K at
50 K intervals with heating for ∼10 min at each temperature
before EELS. Because the heating area of the membrane was
103–104 μm2, which was larger than the diamond specimen
area (∼102 μm2), and the epoxy resin and diamond have
high thermal conductivities, the diamond temperature was
expected to be Tn at an equilibrium state.

For EELS whose results are shown in Sec. III B, we
used an 80 keV electron probe with a diameter of ∼2 nm,
α of 1.5 mrad (= 2.3 nm−1), a beam current of ∼ 3.4 pA
(= 2.1 × 107 electrons s−1), and β of 1.8 mrad (= 2.7 nm−1);
the spectrometer with an energy dispersion of 3.78 meV/ch;
and a charge-coupled device (CCD) camera with a high-
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FIG. 1. (a) Annular dark-field (ADF)-scanning transmission
electron microscopy (STEM) image of the diamond crystal partially
supported on a ceramic membrane. The diamond temperature is
increased by the Joule heating of the membrane. (b) Diffraction
disks from the diamond crystal obtained using an ∼1-nm-diameter
electron probe and the [11̄0] electron incident direction as described
in Sec. III A. The center of the wave-vector-selected aperture denoted
by the dotted circle was placed at the 222 reciprocal lattice point
(� point) for electron energy loss spectroscopy (EELS). The radius
of the aperture β is 7.7 nm−1. Phonon dispersion curve of diamond
(solid line) [22] and the collection range (i.e., 2β) for EELS in (c)
Sec. III A and (d) Sec. III B: β = 2.7 nm−1 for EELS in Sec. III.

sensitivity scintillator (994US1000XP U+, Gatan Inc.). The
conversion efficiency of the CCD was 27.6 counts per electron
collision for 80 keV. The FWHM of the ZLP was 18.2 meV.
A 9.5-μm-diameter condenser aperture was used to set α.
Electrons scattered at/around 1.5g (L point) within the radius
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FIG. 2. (a) Changes in electron energy loss spectroscopy (EELS)
spectra acquired from diamond crystal with Tn between 303 and 1473
K. Replots (solid circles) of (b) gain and (c) loss sides of EELS at 973
K in (a) with background curves (solid lines). The shaded areas in (b)
and (c) denote Igain and Iloss at 973 K, respectively. The intensity of
each spectrum in (a) is normalized by Iloss of 1.7–8.5 × 104 electron
counts.

β were collected for EELS [Fig. 1(d)]. The exposure time
and total frame number for phonon measurements were set
to 40 ms/frame and 10 000, respectively. A single spectrum at
Tn was obtained after ZLP alignment for all 10 000 spectra,
and then their sum was obtained. The specimen thickness of
the measurement area was ∼130 nm. We used a ZLP acquired
in vacuum (i.e., >1 μm away from the edge of objects) as
the kernel for Richardson-Lucy deconvolution (RLD) [23,24].
The number of iterations of the RLD was 7–9.

For STEM-EELS whose results are shown in Sec. III C,
a constant electric bias of 20 V was applied to the Joule
heating of the DNW, with electric currents of 160–170 μA
in the steady state. We used an 80 keV electron probe with
a diameter of ∼2 nm, α of 1.5 mrad (= 2.3 nm−1), a beam
current of ∼ 5 pA (= 3 × 107 electrons s−1), a scanning step
of 5.07 nm, and β of 5.8 mrad (= 8.7 nm−1); the spectrometer
with an energy dispersion of 3.78 meV/ch; and the CCD
camera. The β larger than that in Sec. III B was used with the

aim of increasing the signal-to-noise ratio in EELS. Electrons
scattered at/around 1.5g (L point) within the radius β were
collected for EELS. The exposure time at each probe position
was set to 40 ms. For RLD processing, we used a ZLP ac-
quired in vacuum as the kernel and the number of iterations of
9–15. The C K-edge spectra of the DNW were acquired using
an 80 keV electron probe with α of 35 mrad (= 53 nm−1) and
β of 18 mrad (= 27 nm−1). Diffraction patterns were obtained
by spatially resolved diffractometry [25] and subsequent data
integration in the area of interest.

III. RESULTS

A. Temperature measurement using optical phonon

A thin single-crystal diamond fixed on a holey ceramic
membrane, as shown in Fig. 1(a), was heated by Joule heating
of the membrane. Using an ∼1-nm-diameter probe located
on the specimen [Fig. 1(a)] and collecting electrons scattered
at/around 2g with β = 7.7 nm−1 [Figs. 1(b) and 1(c)], we
acquired a series of EELS spectra at Tn between 303 and
1473 K, as shown in Fig. 2(a). On the positive (i.e., energy
loss) side, the peak ∼165 meV indicates the creation of optical
phonons as a result of energy transfer from incident electrons
to the lattice system, where the transverse optical (TO) and
longitudinal optical (LO) modes are degenerated at the �

point [15,22]. On the negative (i.e., energy gain) side, the
peak ∼−165 meV indicates the annihilation of the degener-
ated optical phonons as a result of energy transfer from the
vibrating lattice system to the incident electrons. As shown
in Figs. 2(b) and 2(c), we respectively define Iloss, TO+LO and
Igain, TO+LO as the total electron counts for phonons within
the integral width w of 100.5 meV (= 19 channels) on the
loss and gain sides (i.e., shaded areas) after background sub-
traction by power law fitting [26]. Each spectrum intensity in
Fig. 2(a) is normalized by Iloss, TO+LO. The result in Fig. 2(a)
indicates that Igain, TO+LO increases relative to Iloss, TO+LO with
increasing Tn. A plot of Igain, TO+LO/Iloss, TO+LO as a function
of Tn is shown in Fig. 3(a) (right vertical axis). The lateral
and vertical error bars in Fig. 3(a) originate from the 5%
error in Tn [21] and the fitting parameters for background
subtractions, respectively. In EELS throughout this paper, an
incident electron arrives every 2 × 10−7 to 4 × 10−7 s on av-
erage, which is greater than the lifetime of optical phonons
for diamond (i.e., 2.9 × 10−12 s at 300 K [27] and less at
higher temperatures) [28–30]. The phonon energy is ∼ 10−6

of incident electron energy, i.e., 80–200 keV. Therefore, we
can consider the present EELS measurement as the interaction
between a time-dependent weak external probe (i.e., electron
nanoprobe) and the many-particle (i.e., phonons) system in a
thermal equilibrium state, where the Born approximation is
valid [13]. The present measurement satisfies the principle of
detailed balancing between phonon creation and annihilation,
expressed as (see Appendix) [13]

Igain/Iloss= exp

(
− Eph

kBTph

)
, (1)

where Eph, kB, and Tph are the phonon energy, the Boltzmann
constant, and the temperature at the electron probe position,
respectively: we refer to Tph as the phonon temperature to dis-
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FIG. 3. (a) Plots of Igain/Iloss (right axis) and Tph

(= −Eph/[kBln(Igain/Iloss )]) (left axis) in Fig. 2 as functions of the
nominal temperature Tn. The dotted line denotes y = x as a guide.
Lateral and vertical error bars originate from the 5% error in Tn and
the fitting parameters for the background subtraction in Figs. 2(b)
and 2(c), respectively. (b) Plots of the temperature difference
Tph − Tn and the average error �Tph [= (Tph,max − Tph,min )/2] as
functions of Tn.

tinguish it from the nominal temperature of the membrane Tn.
Equation (1) states that the probabilities of phonon creation
and annihilation (i.e., Iloss and Igain, respectively) in a thermal
equilibrium state are not independent of each other and are
related to the Boltzmann factor. Using Eq. (1) and the mea-
sured Eph as the center position of optical phonons at Tn, we
evaluated Tph {= −Eph/[kBln(Igain, TO+LO/Iloss, TO+LO)]} and
plotted it in Fig. 3(a) (left vertical axis), where the dotted line
denotes y = x as a guide. Here, Tph for diamond at the probe
position is approximately equivalent to Tn. Thus, the result
demonstrates that the local temperature in nonpolar crys-
tals (i.e., diamond here) can be measured using an ∼1-nm-
diameter electron probe and a large scattering vector q⊥ (�
0) and based on the principle of detailed balancing. The use
of impact scattering with a large q⊥ in this paper results in a
spatial resolution superior to that obtained when using dipole
scattering (q⊥ = 0), which is demonstrated in Sec. III C.

Figure 3(b) shows plots of the difference between phonon
and nominal temperatures (Tph − Tn) and the average error in
Tph (�Tph) defined as �Tph = (Tph,max − Tph,min)/2, as func-
tions of Tn, where Tph,max and Tph,min are the maximum and
minimum Tph with respect to the parameters of power law fit-
ting, respectively. The accuracy of Tph deteriorates ∼< 500 K
and > 1400 K. The deterioration at higher temperatures is due
to the increase in the number of thermally excited acoustic
phonons, which makes the power law fitting for the ZLP in-
tensity subtraction difficult on the gain side. The deterioration

< 500 K is due to the decrease in signal-to-noise ratio for
Igain, TO+LO. Because the number of thermally excited optical
phonons decreases at lower temperatures, the probability of
phonon annihilation, i.e., Igain, TO+LO, decreases as shown in
Fig. 2(a). One of the strategies to improve the accuracy of
Tph < 500 K is to use lower-energy phonons such as trans-
verse acoustic (TA) and longitudinal acoustic (LA) phonons
with adequate wave vectors, as illustrated in dispersion curves
in Fig. 1(d). The probability of finding thermally excited
phonons in the TA mode is expected to be higher than that
in optical modes (i.e., TO + LO) at a given low temperature
Tn (see Sec. III B) [15,22]. We focus on the TA phonons in
Sec. III B.

B. Temperature measurement using acoustic phonons

To investigate the possibility of Tph evaluation using TA
phonons, we obtained EELS spectra using q⊥ = 1.5g and β =
2.7 nm−1 [Fig. 1(d)] at Tn between 323 and 523 K. Figure 4(a)
shows logarithmic plots of the raw spectrum (dotted line) at
323 K and its deconvolved spectrum (solid line) by RLD (see
Sec. II). The intensities of phonon creation in the TA, LA, and
TO + LO modes are located with the peak centers at 68.9,
124.5, and 151.8 meV, respectively. On the other hand, the
intensity of phonon annihilation in the TA mode is clearly
visible and that in the LA mode is faintly visible in Fig. 4(a).
The intensity of phonon annihilation for the TO + LO mode
is not visible in Fig. 4(a): a convex (2 ch width, 0.39 s−1

maximum) at −154.5 meV in the raw spectrum is probably
due to noise. The energy dependence of signal strength for
phonon annihilation is qualitatively expected from the finding
probability Wm [Eq. (A3)]. The finding probability Wm for
LA phonons (WLA with 124.5 meV) and that for TO + LO
phonons (WTO+LO with 151.8 meV) are, respectively, 0.153
and 0.046 times that for TA phonons (WTA with 68.9 meV),
clearly indicating the advantage of using lower-energy acous-
tic phonons (see Appendix).

For evaluating the intensities of TA modes, i.e., Iloss, TA and
Igain, TA, power law fitting was not useful for both the raw and
RLD-processed spectra [Fig. 4(a)] owing to the presence of
intensities of ZLP and LA phonons, which is different from
the case of q⊥ = 0 in Fig. 2(a). Thus, we applied multiple
Gaussian fittings to the spectra after being processed by RLD.
Figure 4(b) shows a series of the deconvolved spectra at Tn

between 323 and 523 K, where each spectrum intensity in
Fig. 4(b) is normalized by Iloss, TA with an integral width
of 64.3 meV. Figure 4(c) shows the Gaussian fits for the
spectrum at 323 K. The following procedure was used for
fitting: (i) fitting for the ZLP using two profiles; (ii) fitting
for TA (loss) and fixing its Gaussian center; (iii) fitting for
LA (loss) and TO + LO (loss) and fixing their Gaussian
center; (iv) fitting for TA (gain), fixing its Gaussian center
with the negative value of the Gaussian center for TA (loss)
and adjusting the FWHM with an increase by 1–6 ch (i.e.,
3.78–22.7 meV) from the value of the FWHM for TA (loss);
(v) fitting for LA (gain) as in (iv). Then Iloss, TA and Igain, TA

were calculated as integral intensities within the width w, as
indicated in Fig. 4(c). Using Iloss, TA, Igain, TA, and Eq. (1),
we evaluated Tph {= −Eph/[kBln(Igain, TA/Iloss, TA)]} for
each w, i.e., w = 9–17 ch (= 34.1–64.3 meV) and obtained
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FIG. 4. (a) Logarithmic plots of the raw (dotted line) and
Richardson-Lucy deconvolution (RLD)-processed (solid line) elec-
tron energy loss spectroscopy (EELS) spectra with q⊥ = 1.5g and
β = 2.7 nm−1 [Fig. 1(d)] at Tn = 323 K and (b) the deconvolved
spectra at Tn between 323 and 523 K. (c) Multiple Gaussian fits for
the deconvolved spectrum at Tn = 323 K. Iloss, TA is defined as the in-
tegrated intensity of the Gaussian profile for transverse acoustic (TA)
within the constant widths w of 34.05–64.3 meV (9–17 channels).
The intensity of each spectrum in (b) is normalized by Iloss, TA with
w = 64.3 meV, 2.5–3.2 × 104 electron counts.

Tph = 342 ± 10 K at Tn = 323 K. Figure 5(a) shows a plot
of Tph for the TA mode at Tn from 323 to 523 K, where the
dotted line denotes y = x as a guide. Lateral and vertical error
bars originate from the 5% error in Tn and the choice of w

(a) (b)

FIG. 5. (a) Plots of Tph (= −Eph/[kBln(Igain,TA/Iloss,TA )]) as a
function of Tn, derived from Fig. 4(b). The dotted line denotes y = x
as a guide. Lateral and vertical error bars originate from the 5%
error in Tn and the choice of w for count integration in Fig. 4(c). (b)
Plots of the temperature difference Tph − Tn and the deviation �Tph

as functions of Tn.

for count integration in Fig. 4(c). The Tph evaluated using
TA phonons is approximately equivalent to Tn. Figure 5(b)
shows plots of the difference between phonon and nominal
temperatures (Tph − Tn) and the absolute value of the error in
Tph (�Tph) as functions of Tn. It is notable that Tph is evaluated
more accurately when using acoustic phonons [Fig. 5(b)] than
when using optical phonons in Fig. 3(b). Thus, the result
demonstrates the advantages of using acoustic phonons at low
temperatures.

C. Application to DNW for Joule heating

Here, the techniques whose results are shown in Sec. III B
are applied to evaluating unknown temperatures during Joule
heating. Figure 6(a) shows an annular dark-field (ADF)-
STEM image of the DNW of 400 nm width and 350 nm
thickness. The DNW has a single crystal core (i.e., 20 �
y � 330 nm) and amorphous carbon (a-C) layers on its both
sides (i.e., 0 � y � 20 nm and 330 � y � 400 nm) along the
x direction, as shown in an ADF-STEM image [Fig. 6(b)]
acquired with the center of the ADF detector at 1.5g. The a-C
properties are described in detail in Sec. IV. The a-C layers
were formed owing to 30 kV Ga+ ion bombardments, whereas
the a-C layers on top and bottom surfaces of the DNW were
reduced by 5 kV Ga+ ion milling. By applying a voltage of
20 V to the DNW, STEM-EELS was performed in the entire
area of Fig. 6(b) with a scanning step of 5.07 nm. Figure 6(c)
shows an EELS map along the y direction acquired from the
rectangle area (−50.7 < x � 45.6 nm) in Fig. 6(b), where 20
spectra along the x direction were averaged. The created TO
+ LO phonons are clearly visible and easily counted at 155
meV in the diamond area, whereas the annihilated TO + LO
phonons are faintly visible. The intensities of ZLP and its tails
in the a-C area are higher than those in the diamond area,
reflecting an elastic scattering distribution. Figure 6(d) shows
EELS profiles for diamond and a-C areas averaged in the
ranges of 60.8 � y � 324.4 nm and 349.8 � y � 395.4 nm,
respectively, in Fig. 6(c) and processed by RLD (see Sec. II).
The spectrum for diamond (solid line) in Fig. 6(d) indicates
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FIG. 6. (a) Annular dark-field (ADF)-scanning transmission electron microscopy (STEM) image of the diamond nanowire (DNW) in
vacuum. A constant electric bias of 20 V was applied between bulk parts at both ends of the DNW. (b) Enlarged off-axis STEM image of the
rectangle area in (a), obtained by setting the ADF detector center at 1.5g. (c) Averaged electron energy loss spectroscopy (EELS) map in the x
direction acquired from the rectangular area in (b). The solid circle in the inset diffraction pattern for the diamond area indicates the collection
range for EELS. (d) EELS profiles averaged in the diamond (solid line) and a-C (dotted line) areas in (c). P1–P5 indicate phonon modes for
a-C. Parts of EELS map in (c) for (e) gain and (f) loss areas after subtracting tails of the zero-loss peak (ZLP). (g) Profiles in the y direction
for the integrated Iloss, TO+LO in (f) (solid line) and ADF intensity in the inset image cut from rectangular area in (b). (h) Multiple Gaussian fits
for the Richardson-Lucy deconvolution (RLD)-processed profile for diamond in (d). (i) Plots of Tph for transverse acoustic (TA; solid line) and
transverse optical (TO) + longitudinal optical (LO; dotted line) along the x direction in (b).

the presence of created TA and LA phonons and annihilated
TA, LA, and TO + LO phonons in Fig. 6(c). Since the
TO + LO phonon intensity in Fig. 6(d) is relatively higher
than that in Fig. 4(a), we can infer that the temperature is >

500 K. The spectrum for a-C (dotted line) in Fig. 6(d) also re-
veals a characteristic profile and the phonon-derived maxima
are indicated by P1–P5: other lower maxima on the gain side
are derived from noises. The P1–P5 peaks are located at ∼65,
95, 120, 152, and 180 meV. The P1–P3 peaks are ascribed to
vibrational modes of sp3 bonds in a-C, whereas the P4 and
P5 peaks are ascribed to vibrational modes of sp2 bonds in
a-C [31]. The P1 and P2 peaks are visible on the gain side,
implying that a-C areas are also heated. Figures 6(e) and 6(f),
respectively, show parts of gain and loss areas of EELS maps
[Fig. 6(c)] after subtracting tails of the ZLP on the energy-loss
and energy-gain sides with power law fits. The counts of cre-

ated TA and LA phonons (∼65 and 115 meV, respectively) in
Fig. 6(f) and annihilated TA, LA, TO + LO phonons (∼−65,
−115, and −155 meV, respectively) in Fig. 6(e) are discrete
along the y direction. This is simply because the average count
of phonons created and annihilated during the exposure time
at each spectrum is <1: continuous count distributions can
be obtained with longer exposure time (i.e., taking the time
average). Figure 6(g) shows profiles of integrated counts of
TO + LO phonons (solid line), i.e., ITO+LO,loss in Fig. 6(e)
and ADF intensity (dotted line) in the inset along the y
direction. The intensity of ITO+LO,loss varies steeply at the
diamond/a-C interfaces like the ADF intensity, implying that
spatially resolved phonon spectroscopy is achieved using
large q: the phonon spectroscopy resolution in Fig. 6 is
< 10 nm (= 2 pixel). Figure 6(h) shows multiple Gaussian
fits for the RLD-processed profile in Fig. 6(d). Using the fit
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profiles for TA and also TO + LO phonons, we evaluated
phonon temperatures (Tph) averaged in the rectangle centered
at x = 0 in Fig. 6(b), which is analogous to Fig. 4(c). Here,
Tph values for TA and TO + LO phonons were evaluated as
613 ± 5 and 603 ± 3 K, respectively. Also, Tph values at dif-
ferent center positions (x) of the rectangle were also evaluated
and are plotted in Fig. 6(i). The Tph values in the TA and TO
+ LO modes are similar, reflecting that the Tph distribution
is in the steady state during measurements: a large difference
in Tph between the TA and TO + LO modes can occur in the
picosecond-scale nonsteady state [19]. Figure 6(i) shows the
Tph profile in the range of −800 � x � 200 in Fig. 6(b), with
a maximum of ∼620 K at around x = −400 nm. In Fig. 6,
the spatial resolution is reduced by binning along both the x
and y directions to obtain Tph with high accuracy because the
phonon count at each pixel (5.07 × 5.07 nm) was low owing
to the short exposure time (40 ms). By increasing the total
exposure time (40–50 s) at each pixel, we may obtain Tph maps
maintaining the spatial resolution at 5.07 nm in principle.

IV. DISCUSSION

A. Joule heating mechanism

Figure 7(a) shows the applied constant voltage and electri-
cal current across the DNW as functions of time. The current
is constant with time after applying voltages up to 8.0 V,
whereas the current decreases with time until it reaches a
steady state after applying voltages > 9.0 V. Decreases in the
current density J means increases in the electrical resistivity
ρ and decreases in the electron mobility μ in the DNW, i.e.,
J ∝ ρ−1 and J ∝ μ, respectively. The decrease in μ occurs
because of the increase in the number of excited phonons
(i.e., increase in temperature) and electron-phonon scattering:
the mobility for acoustic phonon scattering is proportional to
T −3/2 [32]. Here, ρ can be estimated using R = ρ L

A , where R
is the electrical resistance and L and A are, respectively, the
length and cross-sectional area of the conductor. This DNW
has a-C layers on both sides of the core diamond part, as
shown in the C K edge by EELS and diffraction patterns
for the a-C and diamond areas in Fig. 7(b). Because the ρ

values are 1–10−5 and 1012–1018 �m at ∼ 300 K for a-C and
diamond (type Ib, HPHT method), respectively [33,34], the
a-C parts are expected to be conductive paths. Using L =
1.04 × 10−5 m and A = 2.38 × 10−14 m2 for a-C parts as the
conductive paths and R = 0.13 M� when applying 1 V, ρ of
a-C is calculated to be 3.0 × 10−4 �m, which agrees with a
previous report [33]. Assuming diamond as a conductor, ρ

is calculated to be 1.4 × 10−3 �m, which is not acceptable
[34]. Thus, electron flow and Joule heating occurred in the a-C
areas of the sides of DNW along the x direction when applying
voltages, as illustrated in Fig. 7(c). On the other hand, the ther-
mal conductivity κ values of a-C and diamond (type Ib, HPHT
method) are reported to be 0.1–2 and 1000–2000 W m−1 K−1,
respectively [35,36]. This implies that heat dissipation by
phonon transport occurs through the core diamond along the
x direction, after phonons in a-C areas are transported to
the core diamond areas, as illustrated in Fig. 7(c). The tem-
perature distribution reaches the steady state with time. In
Fig. 6(i), the temperature gradient is roughly ±0.1 K nm−1 on
both sides at around x = −400 nm, which is the temperature

a-C

Diamond

(b)

(a)

a-C

a-C

Diamond

e-

e-

Phonon flow

(c)

FIG. 7. (a) Profiles of constant voltage (dotted line) and electrical
current (solid line) across the diamond nanowire (DNW) in Fig. 6(a)
as functions of time. (b) C K edges and insets of diffraction patterns
acquired in the a-C and diamond areas. (c) Illustration of the Joule
heating mechanism. The dotted and solid arrows indicate the direc-
tions of flows of electrons and phonons, respectively.

maximum point. From Fourier’s law with the magnitude of
the gradient 0.1 K nm−1 and κ of ∼ 10−6 W nm−1 K−1 [36],
the heat flux in the core diamond area along x is estimated to
be ∼ 10−7 W nm−2.

B. For improving the accuracy of temperature measurement

To improve the Tph accuracy to probe a specific phonon
mode by STEM-EELS, a spectrum should show (i) clearly
separated phonon peaks and (ii) a sufficiently large signal-
to-noise ratio especially for gain sides. To achieve (i), the
wave vector resolution must be sufficiently high in addition
to the energy resolution. In the case of optical phonons, poor
wave vector resolution causes improper fitting for the ZLP
intensity subtraction, especially at high temperatures with
an increased number of thermally excited acoustic phonons,
resulting in a low poor Tph accuracy [Fig. 3(b)]. In the case
of acoustic phonons, measurements at reciprocal points with
high symmetry [such as L points in Fig. 1(d)] are effective be-
cause the symmetry of the phonon dispersion halves the actual
wave number resolution. To achieve (ii), it is effective to use
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phonons with lower energies, i.e., acoustic phonons, because
the number of thermally excited phonon is larger, as described
in Sec. III B. Therefore, it is effective to conduct STEM-EELS
with higher wave vector resolution at a high symmetric recip-
rocal point (e.g., the L point) to obtain a higher Tph accuracy.
In this case, optical and acoustic phonons can be simulta-
neously measured separately, and Tph with acoustic phonons
is more accurate in low-temperature regions. As increasing
wave vector resolution reduces the number of collected in-
elastic electrons per time for EELS, a longer exposure time
and thus the stability of the STEM-EELS system (i.e., the
time-invariant ZLP position) are required. It is practically
important that the wave vector, energy, and spatial resolutions
are increased with an appropriate balance for the measurement
system.

V. CONCLUSIONS

We measured local optical and acoustic phonon tempera-
tures of diamond in the steady state using an electron probe
with a diameter of 1–2 nm, EELS with a large scattering
vector, and the principle of detailed balancing between the
annihilation and creation of the phonons. It was demonstrated
that the accuracy of temperature measurement using acoustic
phonons is superior at lower temperatures. We applied the
scheme to the evaluation of local temperatures in the DNW
during Joule heating and briefly discussed the heating mech-
anism. In this paper, we pave the way for ∼1-nm-resolution
temperature mapping in various materials and devices by
probing acoustic phonons with higher-wave-vector resolution,
high-energy resolution, and instrument stability.
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APPENDIX: THEORETICAL ASPECT

EELS intensity I is proportional to the differential cross-
section for inelastic scattering d2σ

d�dE [26]. Using the wave
numbers of incident and scattered electrons (k0 and k), the
scattering vector q, the energy transfer from incident electron
to the system (i.e., energy loss of incident electron E) the
initial and final states of the system |m〉 and |n〉 with energies
Em and En, and the probability for finding the initial state
(Wm) [13], we can write the differential cross-section at finite
temperature within the Born approximation as

I (q, E ) ∝ d2σ

d�dE

= m2
0e2

4π2ε2
0 h̄4q4

k

k0

1

N

∑
m,n

Wm|〈n|∫ drρ(r)

× exp(−2π iq · r)|m〉|2δ(E − En + Em)

= m2
0e2

4π2ε2
0 h̄4q4

k

k0

1

N
S(q, E ), (A1)

where S(q, E ) is the dynamic form factor:

S(q, E ) =
∑
m,n

Wm|〈n|∫ drρ(r)

× exp(−2π iq · r)|m〉|2δ(E − En + Em). (A2)

where Em = 0 and En = 0 for the creation and annihilation,
respectively. In an equilibrium state at T, the probability is

Wm = Z−1exp

(
− Em

kBT

)
, (A3)

where Z is the partition function: Z = ∑
m exp(− Em

kBT ). Using
Enm = En − Em, energy loss for the |m〉 → |n〉 transition, we
obtain

S(q, E ) = exp

(
Enm

kBT

)
S(−q, − E ). (A4)

Using the time-reversal invariant relationship S(q, −E ) =
S(−q, −E ), we obtain the formula for the principle of de-
tailed balancing:

Igain

Iloss
= I (q, −E )

I (q, E )
= S(q, −E )

S(q, E )
= exp

(
− Enm

kBT

)
. (A5)

Equation (A5) is a general formula describing the re-
lationship of interaction between an incident electron and
a many-body system. For single-electron-phonon two-body
scattering, we can write Enm = Eph in Eq. (A5) and obtain
Eq. (1). In practical measurements, I is the integrated value
within the wave-vector-selected aperture. Equation (A5) is
satisfied when the center of the wave-vector-selected aperture
is located at any q⊥. Equation (A5) holds in the steady state,
whereas nonequilibrium statistical mechanics is required for
the nonsteady state.

Regarding Wm [Eq. (A3)], Fig. 8 shows plots of the rates of
finding LA and TO + LO phonons (WLA and WTO+LO), relative
to the rate of finding TA phonon (WTA), using experimental
phonon energies (i.e., 124.5, 151.8, and 68.9 meV in the LA,
TO + LO, and TA modes, respectively) at 323 K in Fig. 4.
The ratios WLA/WTA and WTO+LO/WTA at 323 K are 0.153 and
0.046, respectively.

323 K

FIG. 8. Temperature dependence of the relative finding rates
WLA/WTA and WTO+LO/WTA with experimental phonon energies [i.e.,
124.5, 151.8, and 68.9 meV for longitudinal acoustic (LA), trans-
verse optical (TO) + longitudinal optical (LO), and transverse
acoustic (TA), respectively] in Fig. 4.
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