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We study a general class of easy-axis spin models on a lattice of corner sharing even-sided polygons with
all-to-all interactions within a plaquette. The low-energy description corresponds to a quantum dimer model
on a dual lattice of even coordination number with a multidimer constraint. At an appropriately constructed
frustration-free Rokhsar-Kivelson (RK) point, the ground-state wavefunction can be exactly mapped onto a
classical vertex model on the dual lattice. When the dual lattice is bipartite, the vertex models are bonded and
are self-dual under Wegner’s duality, with the self-dual point corresponding to the RK point of the original
multidimer model. We argue that the self-dual point is a critical point based on known exact solutions to some of
the vertex models. When the dual lattice is nonbipartite, the vertex model is arrowed, and we use numerical
methods to argue that there is no phase transition as a function of the vertex weights. Motivated by these
wavefunction dualities, we construct two other distinct families of frustration-free Hamiltonians whose ground
states can be mapped onto these vertex models. Many of these RK Hamiltonians provably host Z2 topologically
ordered phases.
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I. INTRODUCTION

Quantum spin models host a variety of strongly correlated
phases of matter, from ordered states to featureless spin liquid
phases. The latter has turned into an active area of research
over the past several decades. The simplest model of a gapped
spin liquid is the resonating valence bond (RVB) state pro-
posed by Anderson [1,2]. Further developments introduced
the quantum dimer model, in which the singlet bond between
pairs of spins was reduced to elementary dimer variables.
The quantum dimer model on the square lattice was shown
by Rokhsar and Kivelson to have an exactly solvable point
(the RK point) [3,4]. At such a point, the ground state is
expressible as a uniform superpositions of dimer coverings.
Therefore, observables and correlations at the RK point are
equivalent to those in a corresponding classical dimer model.
The combinatorics of classical dimers is a well-established
problem in statistical mechanics: It was shown by Kasteleyn
[5] and Temperley and Fisher [6–8] that the number of dimer
coverings of a planar lattice can be written as a Pfaffian of
an antisymmetric matrix. Expressing the Pfaffian as a free
fermion path integral, dimer-dimer correlation functions cor-
respond to correlations in the free fermion theory. For bipartite
lattices, the fermions are massless, indicating power-law cor-
relations, while for nonbipartite lattices, the free fermions are
massive and correlations decay exponentially.

An important distinction between quantum antiferromag-
nets on bipartite and nonbipartite lattices was highlighted in
Refs. [9–16]. In the dimer limit, the former reduces to a U(1)

gauge theory, which in its simplest form (except for special
points) is confining in 2+1D. However, gapped spin liquids
can occur in 2+1D quantum antiferromagnets on nonbipar-
tite lattices [17]; explicit examples of this include the RVB
phase of the quantum dimer model on the triangular [18,19]
and the kagome [20] lattices. The concept of an RK ground
state was further generalized by Henley to describe any clas-
sical statistical mechanics model satisfying detailed balance
[21].

While dimer models were initially introduced to represent
the singlet formation between spins on the lattice [1,2], which
is made concrete using large-N generalizations of spin models
[9], a different viewpoint was put forward in Ref. [23], where
dimers represent the low-energy manifold of a frustrated Ising
model, and residual spin coupling generate quantum dynamics
within this manifold. Here we will have such an origin in
mind. In Ref. [24], Balents, Fisher, and Girvin (BFG) intro-
duced a quantum spin model defined on a kagome lattice (of
corner-sharing hexagons) with further neighbor interactions
(see [25] for related “charging energy” models). In the easy-
axis limit, the BFG model can be reduced to a dimer model
on a triangular lattice with a three dimer per site constraint.
In this case, the dimer subspace arises from including Ising
interactions between spins that takes the form of a “charging
energy” on hexagonal plaquettes. The fractionalized spinon
and vison excitations were identified and numerics showed
that the ground-state features exponentially decaying corre-
lations, strongly implying that the BFG model has a Z2 spin
liquid phase [26].
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FIG. 1. A schematic showing the flow of results in the paper.

This paper considers a family of quantum spin models
on lattices of corner sharing polygons in two dimensions,
which are equivalent to dimer models with a multiple dimers
per site constraint (see Fig. 1 for a layout) that generalize
the BFG construction in various exactly solvable ways. For
such constraints, the usual Kasteleyn method for calculating
various combinatorial properties of dimer coverings does not
apply [5,7,8,19,27–30]. We first focus on an RK wavefunc-
tion, which is a superposition of classical spin configurations
with zero net magnetization around each polygon. We use
a Villain-type duality [which we call the balanced dimer-
vertex model (BDVM) duality] to show that these classical
statistical-mechanics models are equivalent to arrowed vertex
models on a dual lattice. If the dual lattice is bipartite, we
use Wegner’s duality [31] to show that the vertex model is at
a self-dual point. This loosely follows from the fact that the
arrowed and bonded vertex models are equivalent for bipartite
lattices. We show that several of these self-dual models are
critical points of well-known integrable statistical mechanics
models. We discuss how to compute spin-spin correlators in
the original RK wavefunctions by mapping n-point correlation
functions to string correlation functions in the dual vertex
models—this allows for determination of the exact scaling be-
havior of certain correlation functions if the critical exponents
in the dual vertex model are known. The duality mappings
we discuss bear no relation to the well-known height model
representations of classical dimer models and the classical
6-vertex model [32].

If the dual lattice is not bipartite, the arrowed vertex model
can no longer be changed to a bonded vertex model. As a
result, Wegner’s duality is no longer a self-duality and the
vertex model does not exhibit a self-dual point. Monte Carlo
simulations indicate that the arrowed vertex models do not
have a phase transition and that the vertex model is always in
a topologically ordered phase. We conjecture that this result
holds for any nonbipartite lattice.

We use these duality results from classical statistical me-
chanics to construct several classes of parent Hamiltonians
corresponding to these vertex models for general values of
the vertex weights. The first class of Hamiltonians is a frus-
trated antiferromagnetic model on corner-sharing polygons
(see Table I for some examples) expanded in the easy-axis
limit, which are discussed in Sec. V. The dominant Ising
couplings select classical spin configurations that satisfy the
zero magnetization constraint on each polygon. Low-energy
processes within this manifold are ring exchanges, and an
exact RK point can be constructed upon adding a “dimer
potential energy” term. In these models, the RK ground state
corresponds to uniform superpositions of classical spin con-
figurations satisfying the zero magnetization constraint on
each polygon. These models can be defined on both bipartite
and nonbipartite dual lattices; the former is made possible
with a “spin-doubling” trick discussed in the text.

The second class of parent Hamiltonians we construct have
RK wavefunction ground states that are exactly equivalent to
bond vertex models on the dual lattice, which we discuss in
Sec. VI. An example of such a model on the square lattice
was constructed by Ardonne, Fendley, and Fradkin (AFF)
[22] and a different kind of 8-vertex model was constructed
in [33]. The Hamiltonians we construct can be considered
to be generalizations of the AFF models on arbitrary planar
lattices, whose phase diagrams can be inferred exactly through
the Wegner dualities. These models reduce to a commuting
projector toric code Hamiltonian at a particular point, which
indicates the existence of a topologically ordered phase. We
also construct parent Hamiltonians corresponding to the ar-
rowed vertex models. These models also possess an exactly
solvable toric code-like point but do not exhibit a symme-
try breaking transition unlike for the bonded vertex models.
However, some of the arrowed vertex models exhibit a hid-
den gapless point equivalent to a quantum coloring model
(see Fig. 10 for details).

For ease of presentation, we devote Appendix C to the
construction of the third class of parent Hamiltonians. The

TABLE I. A summary of some of the results; more such models can be constructed, which is further described in the text.

Model description Related integrable models Spin liquid? Other notes

Square (Sec. V A) 6- and 8-vertex ✗ Special case of [22]
Honeycomb (Sec. V B) 20- and 32-vertex ✗

BFG family (Sec. V C)
√

Likely top. ordered
BFG spin-doubled family (Sec. V C) ✗

Ruby family (Sec. V C)
√

Likely top. ordered
Ruby spin-doubled family (Sec. V C) ✗ Need extra ring exchanges
Quantum bond vertex model (Sec. VI) 32-vertex

√
Both phases possible

Quantum arrow vertex model (Sec. VI)
√

Only top. ordered phase
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RK wavefunction of these Hamiltonians are equivalent to a
classical higher spin model which can be shown to exactly
map onto an arbitrary point on the vertex model phase di-
agram. Since this point in general is perturbed away from
the self-dual point, the RK wavefunctions must be gapped.
These wavefunctions are then shown to be ground states
of frustration-free parent Hamiltonians which correspond to
multiple sheets of 2D easy-axis antiferromagnets coupled to-
gether by particularly chosen XY exchanges. We illustrate
these explicit constructions when the dual vertex model is
defined on a triangular lattice, where one can obtain exact re-
sults, but emphasize that our results can easily be generalized
to any planar lattice.

II. DUALITY MAPPINGS TO VERTEX MODELS
FOR GENERALIZED RK WAVEFUNCTIONS

We first start by considering a class of statistical mechanics
models, which will generate a Rokhsar-Kivelson wavefunc-
tion. At the end of this section, we will discuss natural parent
Hamiltonians, which have such ground states. Consider a
lattice of even-sided corner sharing polygons {p}. These poly-
gons can be of mixed types in principle, and we will introduce
examples of such models in Sec. V. By corner sharing, we
mean that no two polygons can share more than one corner
and all corners of a polygon are shared. Additionally, we place
spins on each of the corners, and impose the constraint that∑

i∈p si = 0. The RK wavefunction is a uniform superposition
over such configurations: |RK〉 ∝ ∑

c∈C |c〉.
We then define a dual lattice GD to G by allowing the sites

of GD to be the centers of the polygons in G and by connecting
two sites of GD if the corresponding polygons in G share a
corner. Note, by the previous condition that the corner sharing
polygons are even sided, GD must have even coordination
number. Further, the constraint described above can then be
interpreted as a balanced dimer constraint: associating a dimer
on GD with spin si = +1 on G (and no dimer with si = −1),
the constraint on spins

∑
i∈p si = 0 in a polygon implies that

the number of dimers equals the number of nondimers at
a given site. We will now consider the cases where GD is
bipartite and nonbipartite separately.

A. Bipartite GD and self-duality

If we assume that GD is bipartite, then we may perform a
duality, which we call the balanced dimer-vertex model duality
(BDVM duality) to map the partition function to that of a
vertex model. Then, we may use a duality similar to Wegner’s
weak graph transformation to show that this vertex model is
at a self-dual point [31]. The procedure is outlined below.

1. Balanced dimer-vertex model (BDVM) duality

We will derive a dual vertex model for the RK ground-
state wavefunction similar to the Villain duality for the two-
dimensional classical XY model. Call N the total number of
sites and n the total number of polygons. We first note that
the total number of valid configurations of spins in G can be

pq

FIG. 2. An example of four corner sharing polygons. The spins
are illustrated in blue, and the sites of the dual lattices are indicate in
red and are on the centers of the polygon. Part of the dual lattice is
drawn with dashed lines. Each spin corresponds to an edge in GD.

written as

Z =
∑

s∈{−1,1}N

∏
p

δ

(∑
i∈p

si = 0

)
, (1)

which is alternatively equal to the normalization of the RK
wavefunction if each of the amplitudes are set to 1. Here,
{−1, 1}N denotes a vector of N ±1 entries. Next, we write
the δ function as a Fourier transform

δ

(∑
i∈p

si = 0

)
= 1

2π

∫ 2π

0
dθp eiθp

∑
i∈p si , (2)

so that

Z = 1

(2π )n

∫ 2π

0
dnθ

∑
s∈{−1,1}N

∏
p

eiθp
∑

i∈p si . (3)

Next, we note that because two polygons share a corner
(where spin si is located), the following identity holds:∑

s∈{−1,1}N

∏
p

eiθp
∑

i∈p si =
∏

(p,q)∈GD

2 cos(θp + θq), (4)

where the notation (p, q) ∈ GD means that nodes p and q form
an edge in GD (which has n sites). One may refer to Fig. 2.
Therefore, we may write the partition function as

Z = 2N

(2π )n

∫ 2π

0
dnθ

∏
(p,q)∈GD

cos(θp + θq). (5)

Next, we use the fact that GD is bipartite to perform a
change of variables θA

p → θA
p and θB

p → −θB
p where the su-

perscripts indicate the A and B sublattices. This results in
cos(θp + θq) → cos(θp − θq), and

Z = 2N

(2π )n

∫ 2π

0
dnθ

∏
(p,q)∈GD

(cos θp cos θq + sin θp sin θq).

(6)

Note, as a result of the bipartite nature of GD, this model
enjoys a U(1) global symmetry, corresponding to uniform
rotation of the angles θp → θp + ε. We may reexpress this
partition function in terms of a vertex model. On GD, associate
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a bond with the two endpoints being cosines and no bond with
the two endpoints being sines. Performing the product over all
edges in GD in the integrand, one of the terms in the resulting
sum can be written as

Z (k1, . . . , kn) = 2N

(2π )n

∫ 2π

0
dnθ

∏
p∈GD

coskp θp sinVp−kp θp,

(7)
where Z = ∑

k1,...,kn
Z (k1, k2, . . . , kn) and kp runs from 0 to

Vp, where Vp is the number of vertices of polygon p. Defining

Wp(k) = 〈cosk θ sinVp−k θ〉, (8)

we find that

Z =
∑

k1,k2,...,kn

∏
p

Wp(kp), (9)

which is a vertex model.
For example, for a regular lattice of corner sharing square

polygons, Vp = 4 and W (0) = W (4) = 3/8 while W (2) =
1/8 and W (1) = W (3) = 0. This is a familiar 8-vertex model,
which possesses an exact solution due to Baxter [34,35]. In
general, we find that Wp(n) = 0 for n odd. We call this map-
ping the BDVM duality.

2. Self-duality via Wegner duality

It turns out that this choice of vertex weights leads to an
additional property that the corresponding vertex model is at
self-duality. To do this we need two steps—first extend the
parameters of the vertex model, i.e., the vertex weights be-
yond the particular values obtained previously by the BDVM
duality. Later, we will explore parent Hamiltonians for these
generalized vertex models. Second, we apply another duality,
which is a specialized case of the weak graph transformation
first introduced by Wegner [31,36,37] that apply to vertex
models. To start, consider a vertex model on the dual lattice
GD. The spin variables spq are still located on the edges of GD

(i.e., the sites of the original lattice G, referring to Fig. 2), and
we will assume that the vertex weights are only a function
of the total number of bonds b meeting at the sites of the
dual lattice GD and are labeled as W (b). If spq = 1, then
(p, q) forms an occupied bond on the vertex model. Then, the
partition function can be written as

Z =
∑

�s∈{−1,1}N

∏
p∈GD

Vp∑
b=0

δ(Stot(p) = 2b − Vp)Wp(b), (10)

where Stot(p) = ∑
(p,q)∈GD

spq. As before, we perform a
Fourier transform of the δ functions

δ

(∑
i∈p

si = c

)
= 1

2π

∫ 2π

0
dθp eiθp(

∑
i∈p si−c), (11)

and use the identity from Eq. (4) to obtain

Z = 1

(2π )n

∫ 2π

0
dnθ

∑
�s∈{−1,1}N

∏
(q,�)∈GD

eisq�(θq+θ� )

×
∏

p∈GD

Vp∑
b=0

e−iθp(2b−Vp)Wp(b). (12)

Performing the sum over spins results in

Z = 2N

(2π )n

∫ 2π

0
dnθ

∏
(q,�)∈GD

cos(θq + θ�)

×
∏

p∈GD

Vp∑
b=0

e−iθp(2b−Vp)Wp(b). (13)

Next, we convert the product of cosines into a vertex model
without performing a sublattice change of variables. This re-
sults in modified vertex rules whereby a bond corresponds to
having cosines on either side of it while no bond corresponds
to having i times sine on either side of it. Expanding the
cosines and taking the product as before maps the partition
function to

Z =
∑

k1,k2,...,kn

2N

(2π )n

∫ 2π

0
dnθ

×
∏

p∈GD

Vp∑
b=0

iVp−kp coskp θp sinVp−kp θp

× e−iθp(2b−Vp)Wp(b). (14)

And thus we may again write

Z =
∑

k1,k2,...,kn

∏
p

W ′
p(kp), (15)

where

W ′
p(kp) =

Vp∑
b=0

iVp−kp〈coskp θp sinVp−kp θpe−iθp(2b−Vp)〉Wp(b).

(16)
This defines a linear map M : Wp → W ′

p on the space of
vertex weights to a dual space of vertex weights that leaves
the partition function invariant. The matrix M has elements

Mab = iVp−a〈cosa θp sinVp−a θpe−iθp(2b−Vp)〉. (17)

M can be divided into disjoint eigenspaces corresponding to
each of its distinct eigenvalues. Any configuration of vertex
weights, which lives entirely in a given eigenspace will remain
in the eigenspace under the application of M. Therefore, these
eigenspaces define a self-dual manifold; if a parametrization
of a vertex model pierces the self-dual manifold and exhibits
a single phase transition, then the transition point occurs at
the intersection with the self-dual manifold. In the current
context, we have analytically verified (up to Vp = 50) that
Wp(k) = 〈cosk θ sinVp−k θ〉 is a vector residing in the self-dual
manifold. The duality transformation also maps the low tem-
perature vertex models [where Wp(0) = Wp(Vp) = 1 and all
other weights are zero] to the high-temperature vertex models
(where all weights equal 1) and vice versa. This is suggestive
that this duality transformation maps between two phases, and
indicates that self-duality indicates the phase transition point.
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An example of Mab for Vp = 4 (see Figs. 4 and 7 for the
definition of this model) is

Mab =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

1
4 −1 3

2 −1 1
4

− 1
4

1
2 0 − 1

2
1
4

1
4 0 − 1

2 0 1
4

− 1
4 − 1

2 0 1
2

1
4

1
4 1 3

2 1 1
4

⎞⎟⎟⎟⎟⎟⎟⎟⎠
, (18)

and explicitly, it can be seen that the eigenvalues of Mab are
±1. The eigenspaces corresponding to these eigenvalues are

V−1 = span

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

⎛⎜⎜⎜⎜⎜⎝
1

0

−1

0

1

⎞⎟⎟⎟⎟⎟⎠,

⎛⎜⎜⎜⎜⎜⎝
4

1

−2

1

0

⎞⎟⎟⎟⎟⎟⎠

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
(19)

and

V1 = span

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

⎛⎜⎜⎜⎜⎜⎝
−1

1

0

0

1

⎞⎟⎟⎟⎟⎟⎠,

⎛⎜⎜⎜⎜⎜⎝
0

−1

0

1

0

⎞⎟⎟⎟⎟⎟⎠,

⎛⎜⎜⎜⎜⎜⎝
6

−3

1

0

0

⎞⎟⎟⎟⎟⎟⎠

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
. (20)

The vector Wp(k) = 〈cosk θ sinVp−k θ〉, or 〈3, 0, 1, 0, 3〉 ex-
plicitly, lies in the V1 eigenspace.

Later, we show that the phase transition is second order
in some cases by mapping the critical vertex models to spin
models, which have exact solutions. A second-order phase
transition is a signature of a gapless system, which rules out
the possibility that this RK point belongs to a gapped spin
liquid phase. In other cases, we cannot rule out that the phase
transition is first order [38] nor can we rule out the possibility
of having multiple phase transitions. Since the correlation
length is generically finite at a first-order phase transition, the
quantum spin model should be gapped; if there are multiple
phase transitions, self-duality can indicate that the model is
in the middle phase, but more work would be required to
characterize the intermediate phases.

Finally, we note that although we restrict the dual lattice to
be bipartite, we will show that the parent Hamiltonian generat-
ing such an RK wavefunction will generically have frustrated
interactions such as the charging term easy-axis interactions.

B. Nonbipartite Dual Lattice GD

In the previous section, we assumed that the dual graph
GD is bipartite. If GD is not bipartite, there are two equivalent
statistical mechanics models that one may write:

(i) Bond vertex model: Since GD is nonbipartite, then
we cannot perform the sublattice transformation θA

p → θA
p

and θB
p → −θB

p ; therefore, the original vertex model suf-
fers from a sign problem. The signed vertex weights, which
will be later useful to us in Appendix A 1, are Wp(n) =
ip−n〈cosn x sinp−n x〉.

(ii) Arrow vertex model: There is a sign-free way we can
write the vertex model: we perform a change of variables in

the integral definition of the partition function, giving

Z = 2N

(2π )n

∫ 2π

0
dnθ

∏
(p,q)∈GD

sin(θp + θq)

= 2N

(2π )n

∫ 2π

0
dnθ

×
∏

(p,q)∈GD

(sin θp cos θq + cos θp sin θq). (21)

This suggests a representation in terms of an arrowed vertex
model. Denote an arrow from p to q for the term cos θp sin θq

and an arrow from q to p for the term sin θp cos θq. The vertex
weights Wp(k) are the same as in Eq. (8), but now k denotes
the number of arrows pointing out of the vertex.

The arrowed representation has the added benefit that it can
be simulated in a sign-free manner via Monte Carlo by utiliz-
ing loop Metropolis updates, which we utilize for numerical
simulations.

In fact, both the arrowed and bond representations are
related to one another via the Wegner duality. To see this, map
an arrowed edge to two separate edges with only one edge
supporting a bond; this decorates each edge of GD with an
additional node. The arrow points from the edge without a
bond to the edge with a bond. Performing the Wegner duality
on this bond vertex model, the original nodes in GD satisfy
Eq. (16), and the decorated nodes are mapped to

W (1) = 1
W (0) = W (2) = 0

Wegner←→ W (1) = 0

W (0) = −W (2) = 1
. (22)

It is clear that this maps the arrowed vertex model at high
temperatures (when all the arrowed weights are approximately
equal) to the signed vertex model at low temperatures [where
W (0) and W (Vp) are large in magnitude] and vice versa. The
fact that the arrowed vertex models are not self-dual is likely
a reflection of the absence of gapless RK points in these
nonbipartite dual lattices.

C. Parent Hamiltonians with RK wavefunction ground state

The balanced dimer constraint that we introduced can ap-
pear as the ground state of certain easy-axis Ising models with
nearest neighbor and longer-range interaction in the easy-axis
limit. In particular, consider the parent Hamiltonian

H =
∑

p

∑
α

Jα
p

(
Sα

p

)2
, (23)

where p labels a polygon, Sα
p = ∑

i∈p Sα
i , and α = x, y, z. In

the easy-axis limit, Jz � Jx, Jy and we will assume Jx = Jy =
J⊥. Treating the in-plane terms perturbatively, one generically
finds that the leading order processes are ring exchanges that
occur in the regions surrounding the polygons (particular ex-
amples will be illustrated later). Denote by {r} the regions in
which the ring exchanges occur. Then, the parent Hamiltonian
becomes

H =
∑

r

Pflip(r)

(
−Jr

∏
i∈r

2Sx
i

)
, (24)
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FIG. 3. The BFG model is defined on the kagome lattice, with
second and third nearest-neighbor interactions denoted with the label
J . The ring exchange occurs on the bowties of the lattice, with an
example of a flippable bowtie illustrated.

where P(r) is a projection operator onto configurations in-
volved in ring exchanges. The Hamiltonian can be deformed
by adding a dimer potential energy term, thereby turning it
frustration free,

H =
∑

r

Pflip(r)

(
−Jr

∏
i∈r

2Sx
i + ur

)
. (25)

This is a generalized quantum dimer model; here, we use a
standard definition of a quantum dimer model H = T + V ,
where T is a hopping operator between two dimer configu-
rations connected by an elementary dimer move and V is the
energetic cost of having a given dimer configuration. The RK
point corresponds to setting Jr = ur , where the ground state is
a uniform superposition of balanced dimer configurations.

A particular example of a balanced dimer model is the
Balents-Fisher-Girvin (BFG) model, which is defined on the
kagome lattice. The dual lattice GD is a triangular lattice,
so the balanced dimer constraint amounts to three dimers
per site. The ring exchange processes occur at second-order
perturbation theory around bowties of the kagome lattice
(see Fig. 3),

Hring = −Jring

∑
��

(S+
1 S−

2 S+
3 S−

4 + H.c.), (26)

Here, Jring = O(J2
⊥/Jz ). The projection operator can be written

as

Pflip(��) =
∑

σ=±1

4∏
( j∈��)=1

(
1

2
+ σ (−1) jSz

j

)
. (27)

The BFG model supports a Z2 spin liquid phase, which can be
seen by performing a standard transformation to a Z2 gauge
theory. It can be argued that the BFG model at the RK point
is gapped by proving exponential decay of the spin-spin cor-
relation function. Exponential decay of the vison correlation
function

Vi j = 〈viv j〉 =
∣∣∣∣∣〈GS|

j∏
k=i

2Sz
k|GS〉

∣∣∣∣∣, (28)

where the product is along a path comprised of ±60◦ turns
in the original kagome lattice, justifies that the dual gauge
theory is in a deconfined phase. Both properties were verified
via numerical QMC simulations [24,26].

III. CORRELATION FUNCTIONS

At the Rokhsar-Kivelson point, one may be interested in
computing a classical correlation function, which corresponds
to some function of Sz

i . In particular, we seek to compute

〈sαsβ〉 =
∑

s∈{−1,1}N sαsβ

∏
p δ

(∑
i∈p si = 0

)∑
s∈{−1,1}N

∏
p δ

(∑
i∈p si = 0

) . (29)

Taking a Fourier transform of the numerator and denominator,
we find that

〈sαsβ〉 =
∫ 2π

0 dnθ
∑

s∈{−1,1}N sαsβ

∏
p eiθp

∑
i∈p si∫ 2π

0 dnθ
∑

s∈{−1,1}N

∏
p eiθp

∑
i∈p si

. (30)

Performing the sum over �s in the numerator gives a cosine
term for all pairs of spins except at α and β, where we instead
obtain a sine. Therefore, we find that

〈sαsβ〉 = −
∫ 2π

0 dnθ sin
(
θpα

+ θqα

)
sin

(
θpβ

+ θqβ

) ∏
(p,q)∈GD\{(pα,qα ),(pβ ,qβ )} cos(θp + θq)∫ 2π

0 dnθ
∏

(p,q)∈GD
cos(θp + θq)

. (31)

For simplicity, we will call GD \ {(pα, qα ), (pβ, qβ )} = G′
D. Next, we perform the sublattice transformation θA

p → θA
p and

θB
p → −θB

p (in the arrowed case, this step is not needed) to make all the weights positive,

〈sαsβ〉 ∝ 1

Z

∫ 2π

0
dnθ sin

(
θpα

− θqα

)
sin

(
θpβ

− θqβ

) ∏
(p,q)∈G′

D

cos(θp − θq). (32)

The denominator can be expressed in terms of the vertex
model we have already considered. The numerator can be ex-
pressed in terms of the same vertex model apart from modified
(defected) vertex rules at the sites α and β. In particular, for
a given edge α, denote a dimer for the configuration in which
the left vertex gets a cosine and the right vertex gets a sine,
and no dimer for the configuration in which the left vertex
gets a sine and the right vertex gets a cosine. In this case, the
weights for the right vertex are the same as Wp(k) identified

in the previous section. For the left vertex, the weight can be
written as

W̃p(k, m) = 〈(cosk θ sinVp−1−k θ )((1 − m) cos θ − m sin θ )〉,
(33)

where k is the number of bonds at the vertex apart from
edge α and m = 0 if α is not a bond and m = 1 when α

is a bond. A similar mapping can be made for the edge β,
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FIG. 4. The first row shows three of the vertex weights for the
case of Vp = 4, the other weights can be generated by permuting
the edges. In the bottom two rows, the vertex weights for one of
the defected nodes are shown, which are used in the computa-
tion of correlation functions. To obtain the vertices for the other
defected node, reflect the vertex configurations about the vertical
axis.

except that the defected vertex is the right site of β. It is
apparent that W̃p(k, m) is nonzero only if the corresponding
vertex admits an odd number of bonds (or if k + m is odd).
Example vertex weights for the case of Vp = 4 are shown in
Fig. 4. An alternative way of determining the vertex weights
is to take an undefected vertex configuration in the original
model, flip the defected edge and multiply the weight by −1
if the resulting edge does not have a dimer.

It is possible to write the partition function with two intro-
duced defects in terms of a correlation function in the original
vertex model without defects. To do so, introduce a map
f : C ′ → C, where C ′ is the set of configurations satisfying
the odd dimer constraint on the defected nodes and C is the set
of configurations satisfying the original vertex constraint. An
element of these sets will be indicated by c and c′ respectively.
The map f constructs a consistent path P connecting the
two defected vertices and flips dimers along the path: i.e.,
for configuration c, if edge e ∈ P is a dimer, then it will no
longer be a dimer in f (c) and vice versa. By construction,
this is a bijective map from C ′ to C. Therefore, denoting
by 
(c) the total weight of the vertex configuration c, we

may write

〈sαsβ〉 ∝
∑

c′∈C′ 
(c′)∑
c∈C 
(c)

=
∑

c: f (c)=c′ [
( f (c))/
(c)]
(c)∑
c∈C 
(c)

.

(34)
Using the fact that f is a bijective map, this is equal to
〈
( f (c))/
(c)〉. As the weights 
( f (c)) and 
(c) differ
along a path connecting the two defected nodes, we may write
that

〈sαsβ〉 ∝
〈

dα

(
β∏

k=α

Sk

)
dβ

〉
, (35)

where d is a dimer variable equaling −1 if α has a dimer and
1 otherwise. These result from the endpoint conditions of the
strings. The operator S is the ratio of the weights when flipping
both bonds belonging to the path from α to β to the weights
without flipping both bonds. To illustrate, for the case of
Vp = 4, the weights are given by

Sk =

⎧⎪⎨⎪⎩
1
3 + +
3 + +
1 otherwise

(36)

We may then write the string operator as

β∏
k=α

Sk = e(n1−n2 ) log 3, (37)

where n1 is the number of configurations with weight 3
and n2 is the number of configurations with weight 1/3.
At the self-dual point, which may correspond to a critical
point, the string operator should decay algebraically, and
thus the scaling behavior is dominated by fluctuations in
〈n1 − n2〉.

The analysis above can be extended to other correlation
functions. For example, for correlation functions between
vison/flux excitations (which is used to determine whether
such a model supports deconfined spinons), one may need to
compute the string operator

〈 ∏
k∈P(α,β )

sk

〉
∝

∫ 2π

0 dnθ
∏

(p′,q′ )∈P(α,β ) sin(θp′ + θq′ )
∏

(p,q)∈GD\P(α,β ) cos(θp + θq)∫ 2π

0 dnθ
∏

(p,q)∈GD
cos(θp + θq)

, (38)

where P(α, β ) denotes the set of edges on the dual graph GD

along the path prescribed by the vison correlation function.
Along the edges in the path, assign a bond to sine-cosine
assignments and no bond for a cosine-sine assignments. This
maps to a vertex model where all the vertices along the path
P(α, β ) admit an odd number of bonds. To form a bijective
map between such configurations (the set of which we call
C ′′) and the original vertex model configurations, define g :
C ′′ → C to be the map, which flips every other bond along
P(α, β ). The vison correlation function can then be expressed
in terms of the correlation function of a string operator in the

dual vertex model,〈
β∏

k=α

sk

〉
∝

〈
dα

(
β∏

k=α

dkSk

)
dβ

〉
, (39)

Finally, we consider a generic n-point correlation function

〈s1s2 · · · sn〉 =
〈 ∏

s∈strings

(∏
i∈s

Oi

)〉
, (40)

where “strings” denotes a set of paths connecting pairs of
spins, with each spin being a member of one path. The
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34

FIG. 5. An illustration of the string operators for Vp = 4 (square
lattice). Note that correlation functions between two pairs of spins
such that each pair is localized results in a two-point correlation
function between local operators in the dual theory. The illustrated
8-point correlator in the dual theory looks like 〈O1O2O3O4〉.

operator Ok = dkSkdk+1. The large freedom by which
we may choose paths follows from the gauge constraint
〈∏k∈� Ok〉= 1.

Because correlation functions of local operators in the dual
theory decay as a power law, there are correlation functions
in the original theory whose behavior we may immediately
identify. Consider the 4-point correlation function 〈s1s2s3s4〉
where the pairs (s1, s2) and (s3, s4) are far separated from one
another but elements within each pair are close. If we choose
strings connecting elements within each pair, then the string
operators are local operators in the dual theory. Therefore,
the correlator decays as a power law. This procedure can be
generalized and spins, which are clustered together map to
a single local operator in the dual theory. An illustration is
shown in Fig. 5.

IV. NUMERICAL SIMULATION OF TRIANGULAR
AND KAGOME LATTICE VERTEX MODEL

As previously noted, the arrowed vertex model has the
added advantage that it is sign free and can be simulated

by Monte Carlo. The results of a Monte Carlo simulation
on a triangular lattice are in Fig. 6(a). We have simulated
both an arrowed vertex model with W (0) = W (6) = u and
W (2) = W (4) = 1 as well as a bonded vertex model with
the same weights. The low-temperature phase corresponds
to large u while the high-temperature phase corresponds to
u ≈ 1. For the arrowed vertex model, we note that u = 5 is
BDVM dual to the RK point of the BFG model; for the bonded
vertex model, u = 5 is critical. We plot a monomer density
f0 + f6 where fn is the fraction of vertices with n arrows
pointing out (for arrowed vertex models) or n bonds (for bond
vertex models). As the monomer density is equivalent to the
internal energy, it must capture each phase transition. The
bonded vertex model has a critical point at u = 5, consistent
with the Baxter-Wu model. The arrowed vertex model thus
has no phase transition; this means the vertex model is always
in a disordered liquid phase. At low temperatures (when u
is large), the monomer density for the arrowed vertex model
approaches the stationary value of 1

2 . Such configurations
where half of the vertices are monomers can be explicitly
constructed; there is an exponentially large degeneracy of
them, which indicates that no local symmetries are sponta-
neously broken. The monomer density smoothly decreases as
the temperature increases.

We have also run Monte Carlo simulations of an arrowed
and bonded vertex model on the kagome lattice with W (0) =
W (4) = u and W (2) = 1, shown in Figs. 6(b) and 6(c). We
compute the monomer density f0 + f4, and clearly find that
the arrowed vertex model does not exhibit a phase transition.
For large values of u, the stationary value of the monomer
density is 2

3 ; again, one can construct an exponentially large
number of such configurations with this property. For the
bonded vertex model, the monomer density seems to indicate
features suggestive of multiple phase transitions, but the data
is not conclusive and we leave further investigations to future
work. Instead, we plot the spontaneous dimer density of this
system, which although cannot detect all phase transitions,
detects a clear transition near u = 3, consistent with the self-
duality property.

We also note that when u = ∞ one may obtain an exact
result for the partition function of the arrowed kagome ver-
tex model. When u = ∞, the allowed configurations of the
statistical mechanics model corresponds to maximizing the
number of 4-in or 4-out configurations. Due to frustration this

FIG. 6. Panel (a) shows simulation results of the monomer density on a 30×30 triangular lattice for the bonded and arrowed vertex model.
Panel (b) shows simulation results of the monomer density on a 30×30 kagome lattice for the bonded and arrowed vertex model, while panel
(c) shows simulation results of the dimer magnetization on a 30×30 kagome lattice.
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Original lattice                        Dual vertex model                        Dual spin model

FIG. 7. The first panel shows the checkerboard lattice from whence the quantum spin model is defined. The second panel shows the lattice
where the dual vertex model is defined on (along with a representative vertex configuration). The third panel shows the sites of the spin model
(not discussed in the main text but in Appendix A); the red sites are additional “ghost spins” added to simplify the spin model to a sum of
3-spin interactions. The red spins are located on the sites of the dual vertex model.

can be satisfied on two of three sites per each triangle. One
may draw bonds connecting the centers of the triangles in the
kagome lattice to form a honeycomb lattice. Depending on
whether vertex that a bond crosses satisfies the 4-in, 4-out,
or 2-in-2-out rules, one assigns one of three possible colors.
This maps the partition function to that of a 3-coloring prob-
lem on the honeycomb lattice, which has an exact solution
due to Baxter [39]. In particular, in terms of effective height
variables, the field theory description is that of a massless
boson, and therefore u = ∞ is a gapless point. Furthermore,
when u = 0, duality maps the two-in-two-out ice rule to the
point u = 3 in the bonded kagome vertex model—thus, we
expect u = 0 in the arrowed kagome vertex model to be a
gapless point as well.

The mapping to a three coloring problem in the u → ∞
limit for the arrowed vertex models is a generic result that
holds on any lattice built from corner sharing triangles. The
proof of this is a simple generalization of the kagome lattice
case—note that the three coloring problem is defined on the
dual lattice where the sites are on the centers of the triangular
plaquettes.

V. CLASS I: MULTIDIMER MODEL PARENT
HAMILTONIANS

Thus far, we have studied classical statistical-mechanics
models, which we claim to describe ground states of quan-
tum spin models on corner sharing plaquettes, which have
zero magnetization per plaquette in the easy-axis limit. Here,
we shall enumerate some explicit examples of quantum spin
models, and describe a procedure for generating families of
such models—in particular, we introduce the BFG family and
the ruby family. We note that this is the first of three different
parent Hamiltonian constructions we discuss in this paper.

A. Warm-up (square lattice) example

The first model is one that is well known, but we expound
on it for illustrative purposes. In fact, the phase diagram of
the more general quantum 6- and 8-vertex model (of which
this model is a special case) has been exhaustively studied
[22,33]. We consider an easy-axis Ising antiferromagnet on a
checkerboard lattice shown in Fig. 7. Call the square plaque-

ttes with the second nearest-neighbor bonds “blue” and the
other plaquettes “red”—the Hamiltonian can be written as

H =
∑
�b

Jα (S�b

α )2 (41)

where S�b
α = ∑

i∈�b
Sα

i . In the easy-axis limit Jx = Jy = 0,
the ground-state configuration corresponds to the sum of spins
on the blue squares equaling zero. Superimposing GD (which
is a square lattice) on the checkerboard lattice, each ground-
state configuration on the checkerboard lattice corresponds to
a configuration of a 6-vertex model on GD. At second order
in perturbation theory in Jx = Jy = J⊥, the dominant term is a
four-spin ring exchange term on the red squares,

H = −Jring

∑
�r

Pflip(�r )
4∏

j=1

2Sx
j , (42)

with the projection operator

Pflip(�r ) = (
1
2 − Sz

1

)(
1
2 + Sz

2

)(
1
2 − Sz

3

)(
1
2 + Sz

4

)
+ (

1
2 + Sz

1

)(
1
2 − Sz

2

)(
1
2 + Sz

3

)(
1
2 − Sz

4

)
, (43)

and the spin index is taken clockwise around �r . This mimics
an elementary dimer move on square plaquettes that mixes
6-vertex configurations within a topological sector. Therefore,
we can construct a Hamiltonian with an RK point by adding
an artificial term corresponding to a self-energy of the dimers,

H =
∑
�r

Pflip(�r )

(
−Jring

4∏
j=1

2Sx
j + u

)
, (44)

At this RK point where Jring = u, the ground state is a uni-
form superposition over all 6-vertex model configurations
in GD. Owing to the exact solution to the 6-vertex model
[35,40] we know that dimer-dimer correlation functions decay
algebraically. Under the BDVM duality mapping, the corre-
sponding 6-vertex model is a sign free 8-vertex model (due
to GD being bipartite) with weights W4(n) = 〈cosn x sin4−n x〉,
which gives W4(4) = W4(0) = 3W2(2).

We may also derive an equivalent classical spin model
noting that GP is also a square lattice (the reader is deferred to
Appendix A for details on general spin model constructions).
A convenient representation is a 3-spin model constructed in
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Appendix A for the triangular lattice vertex model [35,41].
For each square plaquette, impose the weight

W� = cosh J (s1s2 + s2s3 + s3s4 + s4s1), (45)

which takes values cosh 4J for all and no dimer configu-
rations, and 1 for two dimer configurations. The value of
J solves cosh 4J = 3. The partition function for the vertex
model can be written as

Z =
∑

�s={−1,1}N

∏
sq

1,...,s
q
4∈�

cosh J
(
sq

1sq
2 + sq

2sq
3 + sq

3sq
4 + sq

4sq
1

)
.

(46)
Next, we place additional spins in the centers of the square
plaquettes (forming the union jack lattice) and use the identity

cosh J (s1s2 + s2s3 + s3s4 + s4s1) =
∑

σ

exp

(
J

∑
�

σ sis j

)
(47)

where σ is the newly added ghost spin, and � indicates that
the sum is taken over triangles in each plaquette. Then

Z =
∑

�s={−1,1}N

exp

(
J

∑
�

sis jsk

)
, (48)

This Hamiltonian has been exactly solved by Hintermann and
Merlini [41]. At zero temperature, there is a fourfold degen-
erate ground state as well as a second-order phase transition
at cosh 4J = 3 associated with Z2 × Z2 symmetry break-
ing. This is consistent with algebraically decaying correlation
functions [42].

B. Honeycomb model and unified Hamiltonian

One can enumerate regular and planar lattices for GD and
derive a quantum spin model, but invariably one runs into
two issues: first, that GD is not bipartite, and second that
GD has vertices with odd degree. The square lattice is the
only exception unless we allow for decoration nodes with
degree 2. The simplest such quantum spin model with degree
2 decoration nodes is the frustrated honeycomb lattice shown
in Fig. 8. The hexagonal plaquettes of the honeycomb lattice
can be separated into three sublattices; we include frustrated
interactions between all pairs of spins for hexagons in one of
the sublattices, which we denote as red hexagons (the other
hexagons will be blue hexagons). The Hamiltonian is

H =
∑
�r

Jα

(
Sα�r

)2 +
∑
〈i, j〉b

JαSα
i Sα

j , (49)

where the blue edges indicate the bonds connecting between
two red hexagons. In the easy-axis limit where Sz � Sx =
Sy = S⊥, the classical ground state corresponds to zero total
spin on each red hexagon and opposite spins on each blue
bond. Drawing an arrow from an up to a down spin on each
blue bond, this is equivalent to an arrowed ice-rule vertex
model on a triangular lattice that has been previously solved
using Bethe ansatz methods [43]. To third order in perturba-

tion theory, the Hamiltonian is

H = Jring

∑
�b

Pflip(�b)
6∏

j=1

2Sx
j , (50)

where Jring = O(J3
⊥/J2

z ) and the projection operator is defined
as

Pflip(�b)

= (
1
2 − Sz

1

)(
1
2 + Sz

2

)(
1
2 − Sz

3

)(
1
2 + Sz

4

)(
1
2 − Sz

5

)(
1
2 + Sz

6

)
+ (

1
2 + Sz

1

)(
1
2 − Sz

2

)(
1
2 + Sz

3

)(
1
2 − Sz

4

)(
1
2 + Sz

5

)(
1
2 − Sz

6

)
,

(51)

where spin indices taken clockwise about the blue hexagons.
Jring has the wrong sign, but this can be amended by a Z2

transformation on the spins of one sublattice, which preserves
the spin algebra. One can extend this Hamiltonian to one,
which has an RK point,

H =
∑
�b

Pflip(�b)

(
−Jring

6∏
j=1

2Sx
j + u

)
. (52)

The graph GD connects the centers of the red hexagons with
the centers of the blue bonds, and is equivalent to a triangular
lattice with additional decorated nodes on the centers of edges.
Since GD is bipartite, the bond vertex model will have weights
W6(6) = W6(0) = 5W6(2) = 5W6(4) for the degree 6 nodes
and W2(2) = W2(0) for the degree 2 nodes. This is equivalent
to the bond vertex model on the triangular lattice and therefore
this model is dual to the critical point of the Baxter-Wu model
(see Appendix A for a derivation).

One important point to address is whether the honeycomb
model might break ergodicity. One piece of evidence to sup-
port this is the large number of nontrivial symmetries: these
can be constructed from drawing a line starting and end-
ing at infinity � that avoids the red polygons and crosses
some number of blue bonds. For each blue bond crossed,
associate one of the two spins to the line. Constructing the
operator

O� =
∑
α∈�

Sz
α, (53)

one can show that [O�, H] = 0 for all lines �. If � is chosen
to be a loop, the corresponding conserved O� is equivalent
to the zero magnetization constraint on the blue bonds and
red hexagons; thus, two operators O� and O�′ differing by a
loop are equivalent. Due to this structure of conserved quan-
tities, there are a large number of disconnected sectors, and
the RK wavefunction is a uniform superposition within each
sector. To decrease the number of ergodic sectors, one can
include ring exchange processes at higher order in per-
turbation theory, which decreases the number of con-
served charges. As is usually done, we assume that the
equal-time quantities within each ergodic sector can be
approximated by thermodynamic averages in the Baxter-Wu
model.
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FIG. 8. A summary of the models we consider in Class I. The first column indicates the original spin model and the ring exchanges. The
second column indicates the spin-doubled models. In these columns, a shaded polygon indicates all-to-all interactions within the polygon.
The third column indicates the graphs GD, and the fourth column indicates the graphs GP (which are discussed in Appendix A). Additionally,
red-dashed lines are present in the fourth column if the spin model can be written as sums of effective 3-spin interactions. Some members of
the BFG and ruby family are shown.

The honeycomb lattice Hamiltonian above and the BFG model can be unified into the following Hamiltonian:

H(J ′
z ) =

∑
�r

Jα

(
Sα�r

)2 +
∑
〈i, j〉b

J ′
αSα

i Sα
j + u� ∑

�b

Pflip(�b) + u��
∑
��b

Pflip(��b)

where J ′
z can be positive or negative, and u� = O(J3

⊥/J2
z ) and

u�� = O(J4
⊥/J3

z ). For J ′
z positive, the Hamiltonian is equiva-

lent to Eq. (52) at third order in perturbation theory (the last
bowtie term may be neglected at this order). If J ′ is negative,
then the blue bonds are ferromagnetic and the effective Hamil-

tonian has a different ring exchange process at fourth-order
perturbation theory,

H =
∑
��b

Pflip(��b)

(
−J ′

ring

8∏
j=1

2Sx
j + u��

)
, (54)
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where the ring exchange is illustrated in Fig. 8 and J ′
ring =

O(J4
⊥/J3

z ). If spins on the blue bonds are identified with each
other, then this is equivalent to the BFG model and is gapped
at the RK point. Note that due to the easy-axis configura-
tions of the above Hamiltonian not satisfying the constraint
imposed by Pflip(�b), one will need to flip additional pairs
of spins before Pflip(�b) acts nontrivially—thus any process
involving a hexagonal ring exchange occurs at higher order.
When J ′

z = 0, the system is gapped: The leading order con-
tributions come at first order in perturbation theory and do
not couple spins in different red hexagons. Thus, the above
Hamiltonian interpolates between the honeycomb model and
the BFG model by tuning the sign of the easy-axis interaction
on the blue bonds.

This method is an application of what we call “spin-
doubling”—by splitting a shared corner in a lattice with
nonbipartite GD into two antiferromagnetically coupled spins,
the spin model yields a gapless critical point rather than a
gapped phase.

C. Other examples

We have enumerated a few more examples of this proce-
dure in Fig. 8. The first few lattices below the honeycomb
lattice are a few members of the BFG family, which are
comprised of corner-sharing polygons separated by triangles.
The square kagome lattice is the simplest such example, with
the Hamiltonian

H =
∑
�

Jα
o

(
Sα�)2 +

∑
�

Jα
s (Sα

�)2
. (55)

A slightly different square kagome SU (N ) Heisenberg model
has been previously considered; that model was mapped onto
an 8-vertex model in the large N limit [44]. Treating the
in-plane couplings in the above Hamiltonian perturbatively,
we find conventional bowtie exchanges, “distorted” bowtie
exchanges (indicated with a subscript d), as well as a com-
peting diamond exchange,

H =
∑
��

Pflip(��)

(
−J1

4∏
j=1

2Sx
j + u1

)

+
∑
��d

Pflip(��d )

(
−J2

4∏
j=1

2Sx
j + u2

)

+
∑
�

Pflip(�)

(
−J3

4∏
j=1

2Sx
j + u3

)
, (56)

where the RK point corresponds to J1 = u1, J2 = u2, and J3 =
u3. The effective exchange coefficients are

J1 = −1

4

(
J⊥

o
2

Jz
s

+ J⊥
s

2

Jz
o

)
,

J2 = −1

4

(
J⊥

o J⊥
s

Jz
o

+ 2J⊥
o

2

Jz
o + Jz

s

)
,

J3 = −J⊥
o

2

2Jz
o

. (57)

In the limit where Jz
s � Jz

o and J⊥
s � J⊥

o , the dominant pro-
cess is the ring exchange on the diamonds, reducing this
model to the square lattice model. Presumably, perturbing
about this point by turning on bowtie exchanges will gap the
system. When spin-doubling is performed, the Hamiltonian is

H =
∑
�r

Jα
(
Sα�r

)2 +
∑
�r

Jα
(
Sα
�r

)2 +
∑
〈i, j〉b

JαSα
i Sα

j , (58)

where the blue bonds and red plaquettes are illustrated in
the second column. Like in the previous subsection, one
can construct a Hamiltonian, which interpolates between the
antiferromagnetic and ferromagnetic spin-doubled models.
Another model in the BFG family is explicitly given in the
third row and one may proceed similarly and produce more
elements of the family. Understanding the nature of the frac-
tionalized excitations in these models is left to a future work;
for the square kagome lattice, we constructed its dual Z2

gauge theory and found multiple types of flux excitations.
This indicates the presence of a finer symmetry that will not
be the focus of this paper.

A different class of models that one may construct is the
ruby family. Consider the ruby lattice in the first column
of Fig. 8. This Hamiltonian involves ring exchanges on two
different types of hexagonal plaquettes, and is therefore er-
godically mixes over configurations satisfying a two dimer
constraint on the dual kagome lattice. Because this is dual to
an arrowed 8-vertex model on the kagome lattice we believe
the Hamiltonian is gapped and should support a Z2 spin liquid
phase.

When the spin-doubling process is performed, the Hamil-
tonian has ring-exchange terms on the denoted hexagonal
plaquettes in the second column of Fig. 8. However, these
ring exchange terms commute with each other and do not er-
godically connect classical spin configurations. The resulting
ground state is the product state

(59)

and thus the Hamiltonian is trivially gapped. If we add a ring
exchange term on the 12-sided polygon by hand, then the
dimer moves are ergodic and the RK point will mimic an ice
rule model on the dual lattice and will therefore be gapless.
The dual spin model (see Appendix A for details) is defined
on the dice lattice, a lattice of two interpenetrating honeycomb
sublattices. The partition function of the statistical mechanics
model can be written in the form of Eq. (48)—the triangles
are denoted in the last column of Fig. 8. Thus the high-
temperature expansion introduced in Appendix A applies.

In a similar way, one may construct other lattices in the
ruby family by taking a lattice in the BFG family and con-
structing the edge dual lattice. This is illustrated in Fig. 8. One
will need to add an additional ring exchange term by hand to
obtain a nontrivial RK ground state. However, these models
have the convenient property that the effective statistical me-
chanics described by the RK wavefunction can be described
in terms of a classical Hamiltonian with 3-spin interactions,
which is not the case for the BFG family.
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VI. CLASS II: PARENT HAMILTONIANS
FOR DUAL VERTEX MODELS

In this section, we construct a parent Hamiltonian whose
ground state is a weighted superposition of configurations of
the dual vertex model—i.e., a “quantum vertex model”. The
parent Hamiltonians we construct utilizes the spin-doubling
construction introduced in Sec. V C and allows for fluctuating
plaquette charging energies. We start by briefly reviewing the
relevant dualities we observed in the paper:

(i) Consider a classical statistical mechanics model with
Ising degrees of freedom on a lattice of corner-sharing poly-
gons, where the total spin on each polygon is zero. If the dual
lattice GD is bipartite (note that the zero-total spin constraint
implies that GD must have even coordination number), then
this model can be mapped onto a bond vertex model on GD

with vertex weights Wp(n) = 〈cosn x sinVp−n x〉. This is the
BDVM duality.

(ii) If the dual lattice GD is not bipartite, then this can
be mapped onto an arrowed vertex model on GD with vertex
weights Wp(n) = 〈cosn x sinVp−n x〉 and n denotes the number
of arrows pointing out of the vertex.

Therefore, we will be constructing Hamiltonians for both
the bond and arrow type vertex models with general weights
Wp(n). The ground states of these Hamiltonians take the form

|GS〉 =
∑

C

√
W (C)|C〉, (60)

where W (C) is the Boltzmann weight of spin configuration
C in the classical vertex model (either arrowed or bonded).
The ground state is designed such that its normalization is the
partition function of the classical vertex model.

We will first work with nonbipartite GD (in particular, a tri-
angular lattice). In particular, the RK point of the BFG model
is BDVM dual to an arrowed vertex model where W6(0) =
W6(6) = 5 and W6(2) = W6(4) = 1. To extend this to a one
parameter family of models, we will call W6(0) = W6(6) = u;
note that this model was simulated in Fig. 6. For each ar-
row, assign two spins (this is analogous to the spin-doubling
method), which point in opposite directions. The direction of
the arrow corresponds to the direction from the up spin to the
down spin. Next, consider the unperturbed Hamiltonian (the
reader is referred to the top panel of the second column in
Fig. 8 for the locations of the red hexagons and blue bonds)

H0 = −Jz

∑
�r

∏
i∈�r

Sz
i + Jz

∑
〈i, j〉b

Si
zS j

z. (61)

The first term of the Hamiltonian enforces that the ground-
state configurations have an even number of arrows pointing
out at each vertex, and the second term enforces that the two
spins associated to an arrow are antiparallel. The perturbing
Hamiltonian is an XY term associated to each pair of spins on
an arrow, and the full Hamiltonian is

H = H0 + J⊥
∑
〈i, j〉b

(Si
+S j

− + H.c.) (62)

Identifying each red hexagon as a site on a triangular sub-
lattice, this describes an easy-axis Ising model with an
antiferromagnetic interaction on blue bonds and a constraint
on the parity of the total spin around each red hexagon. To

third order in perturbation theory, the Hamiltonian is

Heff = −c
J3
⊥

J2
z

∑
�b

∏
〈i, j〉b∈�b

(Si
+S j

− + Si
−S j

+), (63)

which has been projected on the space of spin configurations
satisfying

∏
i∈�r

Sz
i = 1 for all red hexagons and the arrow

constraint Si
zS j

z = −1. In the original arrowed vertex model
on the triangular lattice, these terms corresponding to revers-
ing arrows around principal triangular loops: in particular,

Oi j = Si
+S j

− + Si
−S j

+ (64)

is an operator that reverses an arrow at link 〈i, j〉, assuming
that the spins at 〈i, j〉 satisfy ZiZ j = −1.

To engineer an RK ground state, we need to add dimer
potential energy terms (this procedure is further discussed
and used in Appendix C) such that the Hamiltonian becomes
frustration free. Denote C1 to be a given arrow configuration
of the vertex model and C2 to be another arrow configuration,
which differs from C1 by an arrow reversal (i.e., flipping all
spins) around a single plaquette. Also call W (C) to be the
Boltzmann weight of the vertex configuration C. We define
the four projectors (we will use the notation Sz� to indicate
the total spin around a red hexagon),

P�,i, j (0) = √
u

−1
δ
(
Sz� = 0

)
,

P�,i, j (2) =
(√

u − 1

4

(
1 − Sz

i

)(
1 − Sz

j

) + 1

)
δ
(
Sz� = 2

)
,

P�,i, j (4) =
(√

u − 1

4

(
1 + Sz

i

)(
1 + Sz

j

) + 1

)
δ
(
Sz� = 4

)
,

P�,i, j (6) = √
u

−1
δ
(
Sz� = 6

)
, (65)

where the δ function is defined as

δ
(
Sz� = n

) =
∏

m �=n

(
Sz� − m

)∏
m �=n(n − m)

. (66)

The spins Sz
i and Sz

j correspond to the two spins that are part
of the red hexagon � and are involved in an elementary ring
exchange process around a blue hexagon (the other four spins
in the ring exchange are paired with two other red hexagons).

These projectors are defined in the following way: each
spin configuration on a red hexagon corresponds to a config-
uration of arrows for this hexagon; i and j refer two spins
belonging to a particular red hexagon that participate in a
triangular arrow reversal process (which is equivalent to a ring
exchange around the blue hexagon). The projectors defined
above compute the contribution to the Boltzmann weight ratio√
W (C2)/W (C1) before and after the arrow reversal that cor-

responds to the change in Boltzmann weight of the vertex/red
hexagon that arrows with spins i and j are associated to.

Next, define P�,i, j = ∑6
n=0 P�,i, j (n). Each triangular ar-

row reversal involves three red hexagons �1, �2, and �3 and
the Boltzmann weight ratio

√
W (C2)/W (C1) will therefore

a product of the contributions from each of these hexagons.
Thus, we define the quantities

P� = P�1,i, jP�2, j,kP�3,k,i. (67)
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We caution the reader that P�1,i, j and P�2, j,k do not involve
the same spin Sz

j , because each arrow is associated with two
spins. Rather, j indicates an arrow (i.e., two spins) and the
spin operators always correspond to the spin that lies on the
designated hexagon. Deforming the Hamiltonian to

H = Heff + c
J3
⊥

J2
z

∑
�

P� (68)

results in a frustration-free point, as the ground state is
equivalent to the classical arrowed 32-vertex model, |GS〉 ∝∑

C

√
W (C)|C〉. An equivalent and more convenient way of

writing this Hamiltonian is

H =
∑
�,C

P
( |C�〉

ω1/2(C,C)
− ω1/2(C,C)|C�〉

)
, (69)

where C is a configuration of arrows on a triangle of the
lattice, and C is a configuration where the arrows are reversed.
The notation P (|ψ〉) = |ψ〉〈ψ |. Further, ω(C,C) is the square
root of the ratio of Boltzmann weights of C and C. To show the
equivalence of Eq. (68) (at third order in perturbation theory)
and Eq. (69), one can directly verify that the matrix elements
of H with the states |C�〉 and |C�〉 agree. From Eq. (69), it is
clear that the ground state is indeed as advertised.

Based on numerical simulations from Sec. IV, this model
does not have a phase transition and the above Hamiltonian is
in a single phase regardless of the value of u. In particular, this
is a disordered phase corresponding to a gapped quantum spin
liquid. To see this, we note that the point u = 1 corresponds
to the quantum Hamiltonian (with Jz � J⊥)

H ∼ −Jz

∑
�r

ZZZZZZ − c
J3
⊥

J2
z

∑
�b

XXXXXX, (70)

which is a sum of commuting terms, where we have projected
onto the arrow subspace ZiZ j = −1. One can show that, like
the toric code, the spectrum can be deduced exactly: it is
gapped and supports e and m excitations [45]. The excitations
are shown in Fig. 9; pairs of e excitations correspond to string
operators connecting two defected red hexagons, while pairs
of m excitations correspond to string operators connecting two
defected blue hexagons,

Ei, j =
∏

k∈�(i, j)

Xk Mi, j =
∏

k∈�(i, j)

Zk . (71)

As there are twice as many blue hexagons as red hexagons,
there are twice as many m excitations as there are e excita-
tions. Apart from this difference, the fusion rules and mutual
statistics are the same as that of the toric code. For any u < ∞,
the model is still topologically ordered because of a lack of a
transition in the arrowed vertex model; however, the model
takes a more unusual form in that the ground state approaches
a uniform superposition of 2 and 4 arrow configurations with
a fixed fraction of monomers (0 and 6 arrow configurations)
equal to 1

2 when u = ∞, thus constituting an emergent U (1)
symmetry, which fixes the number of monomers. Due to the
arrow constraint, this is the maximum possible monomer frac-
tion. The nature of the excitations at this point is a subject of
further investigation.

FIG. 9. The quantum arrowed vertex model is defined on a
honeycomb lattice with the red hexagons corresponding to sites
of a triangular lattice. The ring exchanges around blue hexagons
correspond to an elementary arrow reversal around triangles if the
correspondence between spins and arrows is as indicated in
the figure. The anyon excitations at u = 1 are shown, as well as the
operators constructing them.

We note that this construction can be straightforwardly
generalized to other lattices in the BFG and Ruby families,
and support gapped phases, which are topologically ordered
due to the existence of a commuting projector model at a
point on the phase diagram. For example, for spins on sites of
the ruby lattice, we must work with an arrowed vertex model
on the dual kagome lattice. To write down a frustration-free
Hamiltonian, we start with a spin doubled ruby lattice (so that
arrows are identified with two spins) and define the projectors

P�,i, j (0) = √
u

−1
δ
(
Sz
� = 0

)
,

P�,i, j (2) =
(√

u − 1

2

(
1 − Sz

i Sz
j

) + 1

)
δ
(
Sz
� = 2

)
,

P�,i, j (4) = √
u

−1
δ
(
Sz
� = 4

)
, (72)

where � correspond to squares in the spin-doubled ruby
lattice. As the elementary arrow reversal processes must be
over triangles and hexagons on the kagome lattice to ensure
ergodicity, we define the operators

P� = P�1,i, jP�2, j,kP�3,k,i, (73)

P� = P�1,i, jP�2, j,kP�3,k,iP�4,i, jP�5, j,kP�6,k,i, (74)

where the labels 1, . . . , 4 and 1, . . . , 6 index the vertices of
the kagome lattice that partake in the particular arrow reversal
process. Treating this model perturbatively is less straightfor-
ward than for the triangular lattice, because the hexagonal
arrow reversal terms come at sixth-order perturbation the-
ory along with undesirable nonlocal terms corresponding to
two decoupled triangular exchanges. An alternative approach
would be to directly write down the ring exchange terms by
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hand. Such a Hamiltonian is

Heff = −
∑

p=�b,�b

∏
〈i, j〉b∈p

Oi j, (75)

where the reader is referred to the fourth panel of the sec-
ond column in Fig. 8 to understand the various terms in the
Hamiltonian above. We have also assumed that this model is
projected onto both the even parity subspace (

∏
i∈�r

Sz
i = 1)

and the arrow constrained subspace Sz
i Sz

j = −1. We may de-
form this Hamiltonian by adding the dimer potential terms,
yielding

H = Heff +
∑
�

P� +
∑
� P�, (76)

which becomes frustration-free—the ground state corre-
sponds to superpositions of configurations of an arrowed
vertex model on the kagome lattice. The point u = 1 corre-
sponds to a commuting projector model with Z2 topological
order. As before, one may construct e particles by string
operators emanating from a red square and m particles by
string operators emanating from the blue hexagons and blue
dodecagons in the spin-doubled lattice.

When u = ∞, we argued that the classical arrowed vertex
model is equivalent to a 3-coloring model on the honeycomb
lattice. The quantum vertex model also approaches the quan-
tum 3-coloring model, so long as one adds additional terms
to the quantum vertex model above. In particular, one adds a
term by hand,

Heff → Heff −
∑

p=(�1,··· ,�6 )

∏
〈i, j〉b∈p

Oi j, (77)

where the six triangles surround a hexagon in the kagome
lattice. In addition, one adds an analogous dimer potential
energy such that the Hamiltonian remains frustration free.
The ground state of this model still coincides with classical
configurations of the arrowed vertex model. With this addi-
tional term added to the Hamiltonian, it can be seen that when
u = ∞ the allowed ring exchange processes coincide with
those of the quantum 3-coloring model [46],

,

(78)
where the Hamiltonian is defined on the honeycomb lattice,
and a, b = 1, 2, 3 denote colors of bonds. In this limit, the
model becomes gapless. This quantum three coloring model
emerges for any quantum vertex model defined on a lattice of
corner sharing triangles.

The quantum vertex model constructions support the claim
that a balanced dimer model such as the BFG model or the two
dimer model on a kagome lattice supports a Z2 spin liquid
phase. This is due to the fact that the BDVM duality maps
the balanced dimer models to a point in the disordered phase
of the arrowed vertex model. Through numerical evidence
of a lack of a phase transition (see Sec. IV) as well as the
existence of an exactly solvable point exhibiting toric code
topological order, we can claim that balanced dimer models on
the triangular and kagome lattices support spin liquid phases

and conjecture that this holds for a balanced dimer model on
any nonbipartite lattice.

Suppose now that we want to define a quantum vertex
model whose ground-state configurations are comprised of
bonded vertex model configurations. Then, one can replace
pairs of spins corresponding to an arrow with a single spin,
which corresponds to a dimer/bond variable, at the expense
of writing a Hamiltonian that breaks the U (1) symmetry
corresponding to the total magnetization. Alternatively, one
can keep both spins associated with an arrow but force a
ferromagnetic coupling between them, similar to what was
done in Sec. V B). The ring exchange terms are identical and
the interaction term takes the same form as before. However,
these models have a markedly different phase diagram. The
square lattice model is the Ardonne-Fendley-Fradkin quantum
8-vertex model analyzed in Ref. [22]. On a triangular lattice,
Wegner’s duality indicates an ordering transition at u = 5 to
a ferromagnetic phase, while below u = 5, the model is in a
disordered phase. To see that the disordered phase is topolog-
ically ordered, at u = 1, this model reduces to the toric code
model on a triangular lattice,

H ∼ −
∑

∗
ZZZZZZ −

∑
�

XXX, (79)

which is Z2 topologically ordered. On the kagome lattice,
there is a transition at u = 3, potentially unknown transitions
at other values of u �= 3 (which are related to each other by
Wegner’s duality), and at u = 1 the model reduces to a toric
code model,

H ∼ −
∑
×

ZZZZ −
∑
�

XXX −
∑
� XXXXXX (80)

that also exhibits Z2 topological order. Furthermore, when
u = 0, this model reduces to the two-dimer model on the
ruby lattice. Numerics indicate that this point is smoothly con-
nected to the u = 1 point, and thus u = 0 should also be Z2

topologically ordered, which provides an alternate proof that
the ruby lattice model is topologically ordered. Note that this
argument cannot be used for the BFG model on the triangular
lattice, as the three dimer constraint cannot be obtained from
any suitable limit of the bonded vertex model. This procedure
can be generalized to all of the lattices in the BFG and ruby
families, which enjoy the self-duality property but may also
contain intermediate ordered phases. These are left to future
works.

A. Phase diagram and beyond the RK point

In this subsection, we will explicitly illustrate both the RK
phase diagrams including the self-dual and gapless points,
as well as provide a discussion of some additional limits of
the model beyond the RK point. In the previous subsection,
we discussed how to obtain the quantum vertex model in
a perturbative limit of an easy-axis Ising model, but in the
present, we will work with the more presentable Hamiltonian,
which is similar to the Hamiltonian presented in Eq. (69),

H =
∑
�,C�

P (ω(C�,C�)1/2|C�〉 − ω(C�,C�)−1/2|C�〉), (81)
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FIG. 10. The phase diagram for the kagome lattice vertex model.
The dark gray region indicates potentially unknown ordered phases
that may emerge in the vicinity of the self-dual and ice rule lines.
For the triangular lattice, the ice rule and coloring lines are no longer
critical lines, and the self-dual line occurs at u = 5.

where P (|ψ〉) = |ψ〉〈ψ |, � is a minimal length loop on the
lattice (e.g., triangles in the triangular lattice), and C is an
assignment of spin variables around each vertex involved in
loop �, with C denoting the configuration where spin variables
only on the edges of � are negated. Again, we assume the
Hamiltonian is projected onto the even dimer subspace, which
can be implemented energetically by adding another term to
the Hamiltonian. The quantity ω(C�,C�) is the square root of
the ratio of the Boltzmann weights of C� to C� in the classical
vertex model. In addition, to tune between the arrowed and
bonded vertex models, we have two spins per link and add the
fusion term

H → H − J
∑
〈i, j〉

ZiZ j . (82)

In the triangular and kagome lattices, ω(C�,C�) only depends
on u—for the kagome lattice, we display the RK phase di-
agram as a function of ( exp(−u), J ) in Fig. 10 {we use
exp(−u) to compactify the interval [0,∞) to [0,1]}. The
triangular lattice phase diagram is mentioned in the caption
of Fig. 10.

Though most of our discussion has been focused on the
RK manifold, there are some natural deformations away from
the RK manifold, which can be studied. We choose to split
H = HA + HB, with

HA =
∑
�,C�

ω(C�,C�)|C�〉〈C�| + 1

ω(C�,C�)
|C�〉〈C�| (83)

and

HB = −
∑
�,C�

(|C�〉〈C�| + H.c.). (84)

This resembles the canonical dimer model, and we study the
deformation H(r) = HA + rHB. When r = 1, this is the RK
quantum vertex model. Let us choose J > 0. Other limits of
interest include:

(i) r = 0: The Hamiltonian becomes diagonal in the dimer
basis, and the ground states are classical configurations of the
vertex model. The ground state configuration(s) is found by

minimizing:

Cgs = argminC

(∑
�

√
W (C�)√

W (C)

)
. (85)

where W (C) denotes the Boltzmann weight of the classical
configuration C in the classical vertex model. When u > 1,
the minimizing configuration is the ferromagnetic configura-
tions (the all dimer or no dimer configurations), rendering this
region a Z2 broken phase. When u < 1, the ground state de-
generacy is likely extensive, spanned by certain configurations
of 2 and 4 dimer configurations upon a preliminary analysis.

(ii) u = 1: When u = 1, the contribution HA is propor-
tional to the identity and what remains is HB projected onto
the even dimer subspace. This therefore gives toric code topo-
logical order, regardless of the value of r (notably, changing
the sign of r changes the charge sector of the toric code that
one works in).

(iii) r = −1: At this point, a “dual” RK point emerges
only for the triangular lattice vertex model. The Hamiltonian
can be written in the form

H =
∑
�,C�

P (ω(C�,C�)1/2|C�〉 + ω(C�,C�)−1/2|C�〉), (86)

which is positive semidefinite. Further, one can show the
existence of a zero-energy ground state

|GS〉 =
∑

C

(−1)d (C)
√
W (C)|C〉, (87)

where d (C) counts the number of dimers in C, and W (C)
is the Boltzmann weight of classical configuration C. This
follows from the fact that the loop updates are around
triangles—on the kagome or square lattice where there are
hexagonal and square loops respectively, this point does not
admit an exact ground state. Since 〈GS|GS〉 is the partition
function of the classical vertex model on a triangular lattice,
the phase diagram is identical to the one we have already
discussed.

(iv) r = ±∞: At this point, the dominant term (assuming
it is much larger than the energetic term enforcing the even
dimer Hilbert space constraint) is HB. The ground state of this
Hamiltonian at r = ∞ (for example on the triangular lattice)
are product states in the X-eigenstate bases |±〉 satisfying the
constraint that the number of |−〉 states for each triangle is
even. When r = −∞, the number of |+〉 states for each tri-
angle is even. When both the Hilbert space constraint and HA

are treated as perturbations, one may expect different results
based on their relative magnitudes. The ground state becomes
topologically ordered when the Hilbert space constraint is
dominant, and likely ordered otherwise. This is a subject of
future work.

Further numerical investigations are needed to understand
various aspects of this phase diagram, particularly in the
regime where |r| < 1 and u < 1. Furthermore, the location of
the transitions (both for fixed r varying u and fixed u varying
r) are also subjects of future work.
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VII. DISCUSSION

We first would like to recapitulate the main points of this
paper:

(i) We consider easy-axis antiferromagnets on lattices of
corner-sharing polygons with all-to-all interactions within
each polygon (examples being the BFG and Ruby families).
We tune these Hamiltonians to a frustration-free RK point
where the ground state is a uniform superposition of spin
configurations satisfying a zero magnetization constraint on
each polygon.

(ii) Using wavefunction dualities, we show that if the
dual lattice is bipartite, then the wavefunction above can be
mapped onto the critical point of a bonded classical vertex
model. For example, the corner sharing square lattice antifer-
romagnet has an RK wavefunction, which can be mapped onto
an 8-vertex model where the vertex parameters are known to
be critical.

(iii) If the dual lattice is not bipartite, the wavefunction
is mapped onto a point on the phase diagram of an arrowed
classical vertex model.

(iv) Analytical and numerical arguments indicate that the
arrowed classical vertex model has no phase transition as a
function of the vertex weights, and we argue that this means
the corresponding quantum spin model is in a topologically
ordered phase.

(v) We present three different constructions (one of which
is discussed in Appendix C) of Hamiltonians corresponding to
perturbations about these points on the classical vertex model
phase diagram.

Our analysis has been restricted mostly to characterizing
properties of the ground states of the aforementioned spin
models. By a variational method one can study the nature
of excitations in this theory (see Ref [3]). Furthermore, since
the dualities we presented are at the wavefunction level, we
inquire whether it can be possible to construct duality on the
operator level, which would be also be useful for identifying
excitations.

One would benefit from having exact solutions of ice-rule
models on a general lattice via Bethe ansatz. Such a solution
was found by Kelland [43] for the triangular lattice by ob-
serving a U (1) symmetry corresponding to arrow continuity;
this symmetry exists on other lattices, so it seems plausible for
these models to be integrable. One point we did not discuss is
that these ice rule models possess a representation in terms of
height fields—in the continuum limit, we expect the effective
field theory for these height fields to be a massless Gaussian
theory. Going beyond the ice rule constraints to consider a
general arrowed vertex possibly breaks integrability, though
we think it may still be tractable to prove that these models do
not exhibit a phase transition.

Another unexplored question relates to the exact nature
of the phase diagram of vertex models for larger val-
ues of the coordination number Vp. For Vp = 8, we had
mentioned that the vertex model is parameterized by two pa-
rameters: W8(0)/W8(4) = u and W8(2)/W8(4) = v. Wegner’s
duality gives us a self-dual line occurring at u − 4v = 5.
The low (u � v) and high (u ≈ v ≈ 1) temperature phases
are ferromagnetic and disordered, and the weights W8(n) =
〈cosn x sin8−n x〉 lie in the self-dual boundary. However, it is
possible that either there are additional critical lines in this

model, or that there is a gapless intermediate phase and the
self-dual line is not a critical point. We conjecture that critical
exponents vary continuously along the self-dual boundary,
in correspondence with the behavior in the 8-vertex model
[22]. The quantum Hamiltonians corresponding to such vertex
models may possess similarly interesting behavior. A follow-
up paper discusses these quantum vertex models in 3+1D
[47].

One point to emphasize is that although most of these
models do not have experimental applicability, one promis-
ing model is the easy-axis Ising model on the ruby lattice:
Hruby = ∑

� �S� · �S�, discussed in Sec. V C. In the easy-axis
limit, and tuned to the RK point, we argue that this model
can support a Z2 spin liquid phase. This model only requires
second nearest neighbor interactions on square plaquettes,
unlike in the BFG model, where third-nearest-neighbor inter-
actions are needed [24]. However, further work is necessary to
understand whether the spin liquid phase persists in the pure
ring exchange limit. Note that these models feature two dimers
on the dual kagome lattice; in contrast, the case of a single
dimer on the same dual lattice was discussed in the easy-axis
limit [48] and Ising limits [49], where spin liquid phases were
identified even away from fine tuned limits.

Finally, moving beyond the RK point is an important di-
rection that has only been minimally addressed in this paper.
Getting a better analytical understanding of the transitions
and the interplay of phases is an important direction to pur-
sue. Furthermore, we can consider Hamiltonians of the form
H = HA + rHB, where

HA =
∑
�,C�

ξ (C�)

(
ω(C�,C�)|C�〉〈C�| + 1

ω(C�,C�)
|C�〉〈C�|

)
(88)

and

HB = −
∑
�,C�

(|C�〉〈C�| + H.c.), (89)

with ξ (C�) positive parameters depending on the local spin
configuration around a loop C�. When r = 1, an RK point
for the quantum vertex model is still achieved. However, for
different choices of ξ (C�), one can realize unusual ordered
phases at r = ±∞. Characterizing these phases and their
transitions into topologically ordered phases would likely be
a interesting pursuit.
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APPENDIX A: SPIN MODEL MAPPINGS
AND ANALYSIS OF PHASE TRANSITION

In this Appendix, we discuss the less important, though
still curious spin model mappings for the vertex models
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mentioned multiple times in the text. The vertex models
clearly exhibit Z2-symmetry breaking—at zero temperature
[where only W (0) and W (Vp) are nonzero], the classical
ground states are the all dimer and no dimer configurations. In
this section, we will explicitly construct classical spin models
corresponding to these vertex models and argue for the ex-
istence of a phase transition for bipartite GD. We will also
argue for a universal bound on the transition temperature of
the spin models defined on nonbipartite lattices and develop a
systematic high temperature expansion to estimate the transi-
tion temperatures for particular choices of models. Numerical
simulations indicated that there is no phase transition for
nonbipartite GD.

We first consider models where the dual lattice GD is bipar-
tite. On the dual lattice GD, we place two spins on the centers
of each of the plaquettes to form the lattice GP. Therefore, for
each edge of GD, there are two spins on either side of it in GP.
A dimer in GD corresponds to agreeing values of the spins,
while no dimer corresponds to disagreeing values of the spins.
This construction was first pioneered by Baxter [35,41,50].

It is clear that the even bond constraint is preserved under
this mapping. This follows from defining the bond variables
bi j = sis j with i and j surrounding a particular dimer. Then
the product of the bond variables around each vertex satis-
fies the gauge condition

∏
� bi j = 1, which implies the even

dimer constraint. Because of the global Z2 spin flip symmetry,
each dimer configuration maps onto two spin configurations
(this results in extra factors of 2 in the partition functions,
which we will neglect).

The effective Hamiltonian for the spin model will satisfy
the property that the Boltzmann weights associated with each
vertex configuration coincides with Wp(k). Denote the full
Hamiltonian as −βH = ∑

v Hv where v denotes a vertex in
GD (i.e., center of plaquettes in GP). For a particular vertex v

with p surrounding spins, denote by S a subset of edges. The
operator that projects onto a state with edges in S correspond-
ing to bonds is

Pv (S) = 1

2p

∏
k∈S

(1 + bk )
∏
k /∈S

(1 − bk ). (A1)

The operator projecting onto states with n bonds is

Pv (n) =
∑

S⊂[p],|S|=n

Pv (S), (A2)

and the total Hamiltonian is [assuming that dimer states pro-
jected onto Pv (n) have normalized weights Wv (n) > 1]

Hv =
∑
n∈2Z

Pv (n) logWv (n), (A3)

which therefore satisfies the even bond vertex rules imposed
by the class of models we are studying.

Next, we note that since Wv (n) = 〈cosn x sinVp−n x〉, we
have Wv (n) = Wv (Vp − n). Therefore, the Hamiltonian can be
written as

Hv = 1

2

∑
n∈2Z

(Pv (n) + Pv (Vp − n)) logWv (n). (A4)

The above Hamiltonian is ferromagnetic (see Appendix B),
and therefore the Griffiths-Kelly-Sherman (GKS) correlation

inequalities [51,52] can be used to argue rather intuitively that
the Hamiltonian spontaneously magnetizes at sufficiently low
temperatures when GD is bipartite. For a proof of this, the
reader is referred to Appendix B.

1. Phase transition in nonbipartite models

For nonbipartite dual lattices GD, we argued that the vertex
models are arrowed. While there is no convenient mapping
of these arrowed vertex models to spin models, the signed
representation of the vertex weights is useful. Recall that the
partition function for the bipartite case can be written as

Zbip =
∑

sv

e
∑

v Hv (sv ). (A5)

As the vertex weights in the nonbipartite case are Wp(n) =
ip−n〈cosn x sinp−n x〉 = ip−nWp,bip(n), this can be represented
by weighting each dimer by an additional factor of −i at each
vertex. The partition function may be written using the bond
variables as

Z =
∑

sv

e
∑

v Hv (sv )e−i π
4

∑
v (b1+b2+···+bp(v) ), (A6)

which satisfies the desired constraint since the relative weight
between bi = 1 and bi = −1 is −i at each vertex. Because
each dimer is counted twice, the partition function becomes

Z =
∑

sv

e
∑

v Hv (sv )e−i π
2

∑
e∈GP

be , (A7)

where e denotes edges of GP. Writing this partition function
in terms of si variables, we find

Z ∝
∑

sv

( ∏
i∈Vodd

si

)
e

∑
v Hv (sv ) =

〈 ∏
i∈Vodd

si

〉
bip

Zbip, (A8)

where Vodd are the set of vertices of GP with odd degree and
the subscript “bip” is to remind the reader that expectation
values are taken under the thermal distribution of the bipartite
model. The magnetization of this model can be written as

〈sk〉non−bip =
〈
sk

∏
i∈Vodd

si
〉
bip〈∏

i∈Vodd
si

〉
bip

� 〈sk〉bip, (A9)

where we used the GKS inequality [51,52]. Because the
magnetization in the nonbipartite model is greater than the
magnetization in the bipartite model, the transition tempera-
ture must satisfy Tnon−bip � Tbip. If the equality was removed,
this would show that the nonbipartite model was in an ordered
phase of the extended statistical mechanical model given in
Eq. (A8), thus implying that the system is gapped.

Next, we develop a high-temperature expansion, which
may be used to estimate the critical temperature for a particu-
lar model. Namely, consider the case where GD is a triangular
lattice. Placing spins on the faces of the triangular lattice
forms GP, which is a honeycomb lattice. We may construct the
Hamiltonian in Eq. (A3), which is defined on GP, but this par-
ticular model has an additional and convenient simplification.
In the next section, we show that a family of models shares
this convenient property and can be described by similar high-
temperature expansions.
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We briefly outline this simplification, which has been pre-
viously used [35,50]. On the honeycomb lattice, the partition
function of the vertex model is given by

Z =
∑

�s={−1,1}N

∏
sh

1,...,s
h
6∈�

cosh J
(
sh

1sh
2 + sh

2sh
3 + sh

3sh
4

+ sh
4sh

5 + sh
5sh

6 + sh
6sh

1

)
, (A10)

where J is an adjustable constant. In this representation, the no
dimer and 6 dimer configurations have a weight cosh 6J while
2 and 4 dimer configurations have a weight cosh 2J . Adding
additional “ghost spins” to the centers of the honeycomb lat-
tice (forming a triangular lattice), we may write the partition
function as

Z =
∑

�s={−1,1}N

exp

(
J

∑
�

sis jsk

)
, (A11)

where the sum is over triangles of the resulting triangular
lattice. Since the ratio of the no bond/6 bond weights to that
of the 2 bond/4 bond weights is 5, we find that cosh 6J =
5 cosh 2J . This model was solved by Baxter and Wu using
Bethe ansatz methods [35,53]. The point cosh 6J = 5 cosh 2J
is a critical point of the model, which undergoes a second-
order phase transition associated with a global Z4 symmetry
breaking. This critical point is described by a four-state Potts
model CFT [54].

For the nonbipartite lattice, the partition function is now

Z =
∑

�s={−1,1}N

( ∏
m∈GP

sm

)
exp

(
J

∑
�

sis jsk

)
, (A12)

which is the expectation value of the product of spins over the
honeycomb sublattice. Using the identity

exp (Jsis jsk ) = cosh J (1 + sis jsk tanh J ). (A13)

We may then express this as a high-temperature expansion, in
which we denote a configuration as a set of shaded triangles
in the triangular lattice—the partition function can be written
as

Z = coshN J
∑
C∈S

(tanh J )NC , (A14)

where S is the set of configurations where an odd number
of triangles are colored around each site of the honeycomb
sublattice and an even number of triangles are colored on the
other sites.

A proxy for the ordering is the sublattice magnetization—
we compute 〈si〉, which gives

〈si〉 =
∑

C∈Si
(tanh J )NC∑

C∈S (tanh J )NC
, (A15)

where the set Si denotes the space of configurations with a
defect at site i. Note that we require the string to turn an
even number of times over other sites apart from i. This can
be written conveniently as the expectation value of a string
operator in the configuration space of the high temperature
expansion. Define the variable ξi for triangle nearest to i,
which equals tanh J if the triangle is uncolored and tanh−1 J

if the triangle is colored. Then,

〈si〉 =
〈 ∞∏

k=i

ξk

〉
= 〈e(nw−nc ) log tanh J〉, (A16)

where nw is the number of white triangles and nc is the num-
ber of colored triangles along the string. Example of typical
configurations favored at small J are shown in Fig. 11.

Let us compare this to the bipartite case. The high-
temperature expansion is a sum over configurations, which
have an even number of colored triangles touching each site—
the only configuration favored at small J is the configuration
where no triangles are colored. Then nw − nc = N and the
magnetization decays at 〈si〉 ∼ eN log tanh−1 J . In the nonbipar-
tite case, the favored configurations at small J have exactly
N/3 triangles colored. Therefore, we expect

〈si〉 ∼ e〈nw−nc〉 log tanh J ∼ e(N/3) log tanh−1 J , (A17)

which decays at a slower rate at large temperatures. This
points to the conclusion that the transition temperature should
be strictly larger than that for the bipartite model. In reality,
numerics predicts the absence of a transition entirely.

APPENDIX B: PHASE TRANSITION
IN BIPARTITE MODELS

In this Appendix, we argue that the spin models (con-
structed in the previous Appendix) corresponding to the dual
vertex models spontaneously magnetize at sufficiently low
temperatures. The Hamiltonian Hv [in Eq. (A4)] is a polyno-
mial in the variables b1, · · · , bp. To analyze this polynomial,
we note that

Pv (n) + Pv (p − n)

=
∑

S⊂[p],|S|=n

Pv (S) + Pv ([p] \ S)

= 1

2Vp

∑
S⊂[p],|S|=n

∏
k∈S

(1 + bk )
∏
k /∈S

(1 − bk )

+
∏
k∈S

(1 − bk )
∏
k /∈S

(1 + bk ). (B1)

In the summand, any term involving a product of an odd
number of bk variables will cancel, since the two terms in
the summand are related by setting bk → −bk . Therefore, Hv

must be a polynomial containing terms with an even number
of bk variables. Next, invariance of the Hamiltonian under
permutation of bk variables suggests that the coefficient of the
term

∏
k∈S bk only depends on |S|. It is more convenient to

consider the polynomial setting b1 = b2 = · · · = bp � b,

Hv (b1 = b2 = · · · = bp � b)

= 1

2p

∑
n∈2Z

(
p

n

)
(1 + b)n(1 − b)p−n logWv (n). (B2)

By the properties described above, if this polynomial has
strictly positive coefficients, then the original polynomial Hv

has strictly positive coefficients (we ignore the constant term
as it does not affect observables, as well as

∏
k∈[p] bk , which

is also an additive constant due to the gauge condition). This
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(a)                                                            (b)

FIG. 11. An example of two configurations, which minimize the number of shaded triangles and satisfy the constraints listed in the text.
The string operator use to compute the magnetization is drawn. There is an exponentially large number of such states, each of which can be
related to one another by a loop of flips where the number of shaded and unshaded triangles around the loop are the same.

is analytically verified using Wv (n) = 〈cosn x sinp−n x〉 up to
p = 50 by a computer algebra system.

We claim that this is sufficient to establish a phase tran-
sition in this class of models. We utilize the well-known
Griffiths-Kelly-Sherman (GKS) inequalities, which state that
for a classical system of spins for a Hamiltonian H =∑

S JS
∏

i∈S si with ferromagnetic interactions JS > 0:
(i) 〈sA〉 � 0 for A any set of spins,
(ii) 〈sAsB〉 − 〈sA〉〈sB〉 � 0 for A and B any sets of spins.
In particular, the second condition implies that

∂〈sA〉
∂JB

= 〈sAsB〉 − 〈sA〉〈sB〉 � 0. (B3)

This means that the magnetization of the system 〈si〉 never
decreases if additional ferromagnetic interactions are turned
on. This suggests that for a ferromagnetic Hamiltonian, we
can tune some ferromagnetic interactions to zero until we
reduce the system to a solvable model. In the current context,
−βH = β

∑
v Hv is ferromagnetic in the original spin vari-

ables si, as Hv is a polynomial in si with positive coefficients.
Consider the Hamiltonian

H̃v = c
p∑

i=1

bibi+1 = c
p∑

i=1

sisi+2, (B4)

for c > 0 and where we have indexed spins s clockwise
around the vertex and bi = sisi+1. It is clear that Hv can be
deformed into H̃v by decreasing ferromagnetic interactions in
Hv , which follows from the fact that Hv is a polynomial of
products of even numbers of bk , and the coefficients of bib j

are positive for all (i, j).
By the GKS inequality, the Hamiltonian −βH̃ = β

∑
v H̃v

now has the property that

〈si〉H � 〈si〉H̃ . (B5)

Next, note that GP is bipartite. To show this, suppose GP is not
bipartite—then it must contain an odd length cycle. This odd
length cycle encircles some number of nodes of GD, and at
least one of these nodes must have odd degree, contradicting
the construction of GD. The spin-spin interactions sisi+2 there-
fore connect nearest neighbors in one of the sublattices of GP,
which we henceforth write as GP = B1 ∪ B2. The partition
function of H̃ is therefore

Z (c, H̃ ) = ZIsing(βc, B1) × ZIsing(βc, B2). (B6)

Thus calling B the sublattice that si is in,

〈si〉H � 〈si〉H̃ = 〈si〉B. (B7)

At sufficiently low temperatures, a Peirels contour method can
be applied to prove that the nearest-neighbor Ising model on
B magnetizes, indicating the presence of a symmetry broken
phase at finite temperature. Therefore 〈si〉H > 0 at sufficiently
low temperatures. This establishes a more rigorous proof of
the existence of a phase transition, which implies that the self-
dual point is at the phase transition point if there are only two
phases.

APPENDIX C: CLASS III: PARENT HAMILTONIANS
FOR OFF-CRITICAL RK WAVEFUNCTIONS

The models in class I map onto balanced dimer models
of statistical mechanics. The models in class II are quantum
vertex models where the number of dimers fluctuates. In this
Appendix, we discuss what perturbing about the self-dual
point of the vertex model does to the original balanced dimer
model. We then construct frustration-free parent Hamiltonians
corresponding to these statistical mechanics models. In the
process, we will need to construct a “reverse BDVM duality.”
A similar approach has been used before to perturb about
the quantum dimer model on a bipartite lattice and construct
a gapped spin liquid phase, although the argument is field
theoretical and not entirely microscopic [55].

We start with a vertex model with vertex weights of the
form Wp(n) = 〈 fp(x)ngp(x)p−n〉. Then the partition function
of the vertex model is

Z (k1, . . . , kn) = 2N

(2π )n

∫ 2π

0
dnθ

∏
p∈GD

fp(θp)kpgp(θp)p−kp,

(C1)
where Z = ∑

k1,...,kn
Z (k1, k2, . . . , kn). We now apply a reverse

duality transformation. Assume that f and g are 2π -periodic
and can be expanded in the Fourier series

fp(x) =
∑
k∈Z

ηp(k)eikx gp(x) =
∑
q∈Z

ξp(q)eiqx. (C2)

The partition function may be written in the form

Z = 2N

(2π )n

∫ 2π

0
dnθ

∏
(p,q)∈GD

( fp(θp) fq(θq) + gp(θp)gq(θq)).

(C3)
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FIG. 12. An illustration of the inverse duality mapping from
a perturbed vertex model to a higher-spin model. Each bond of
the vertex is associated with two spins; each pair of spins carry a
weight ω.

Upon substituting the Fourier series representation, we find
that

Z = 2N

(2π )n

∫ 2π

0
dnθ

∏
(p,q)∈GD

∑
sp,sq

(ηp(sp)ηq(sq)

+ ξp(sp)ξq(sq))eiθpsp+iθqsq . (C4)

We note that the variables sp are defined such that at node
p, there are Vp duplicate variables, one defined for each edge
involving p. To avoid notational ambiguity, we will add the
subscript s(e)

p to denote the copy of the variable sp associated
with edge e = (p, q). Notice that there will be two distinct
variables s(p,q)

p and s(p,q)
q —therefore, there are two variables

per edge. See Fig. 12 for clarity. Then, the partition function
may be regrouped into the form

Z = 2N

(2π )n

∑
s(e)

p

∫ 2π

0
dnθ

∏
e=(p,q)∈GD

(
ηp

(
s(e)

p

)
ηq

(
s(e)

q

)
+ ξp

(
s(e)

p

)
ξq

(
s(e)

q

))
eiθp

∑
e s(e)

p . (C5)

Performing the integral over θp gives

Z = 2N

(2π )n

∑
s(e)

p

∏
e=(p,q)∈GD

(
ηp

(
s(e)

p

)
ηq

(
s(e)

q

)

+ ξp
(
s(e)

p

)
ξq

(
s(e)

q

))
δ

(∑
e

s(e)
p

)
. (C6)

This dual spin model has a simple interpretation. With each
vertex on the original lattice we associate two spins, remi-
niscent of the spin doubling process introduced in the prior
section. The zero magnetization constraint is satisfied on the
elementary plaquettes (i.e., for all variables s(e)

p with p fixed),
but the weighting is nonuniform. For a fixed assignment of

spins, the weight is

W (s(e)
p ) ∝

∏
e=(p,q)∈GD

(
ηp

(
s(e)

p

)
ηq

(
s(e)

q

) + ξp
(
s(e)

p

)
ξq

(
s(e)

q

))
�

∏
e=(p,q)∈GD

ω
(
s(e)

p , s(e)
q

)
, (C7)

where ω are the weights associated to each pair of doubled
spins. The remaining goal is to select Fourier coefficients of f
and g such that the vertex model is perturbed away from the
critical point and the corresponding model can be obtained as
a low-energy effective Hamiltonian for a quantum spin model.

1. Perturbing about Baxter-Wu criticality

To illustrate this, we consider the triangular lattice vertex
model. We search for choices of f and g where the vertex
weights are symmetric under dimer-no dimer exchange and
have odd dimer weights equal to zero. The simplest form of f
and g that allows for this is

f (x) = cos x + α cos 3x g(x) = sin x − α sin 3x, (C8)

where α is a constant. The vertex weights as a function of α

satisfy the desired conditions, as well as

W6(0)

W6(2)
= 5 · 1 + 3α + 9α2 + 6α3 + 9α4 + α6

1 − 5α + 9α2 − 10α3 + 9α4 + α6
. (C9)

This ratio is greater than or equal to ≈1.0223 and less than
or equal to ≈719, so nearly any temperature in the effective
Baxter-Wu spin model can be achieved by tuning the value
of α. Note in particular that the ordered phase corresponds to
α > 0 and the disordered phase corresponds to α < 0. Writing
f (x) = ∑

s ηseisx and g(x) = ∑
s ξseisx, we see that the Fourier

coefficients of f and g are nonzero for s = −3,−1, 1, 3; thus
s coincides with the values of Sz for a spin-3/2 particle.
The higher spin values (3 and −3) have Fourier components,
which are suppressed by factors of α; in the limit α → 0, the
spin-3/2 degree of freedom reduces to an effective spin-1/2
degree of freedom. The nonzero values of the weights ω are

ω(−1, 1) = 1

2
, ω(−3,−1) = α

2
,

ω(1, 3) = α

2
, ω(−3, 3) = α2

2
. (C10)

These constraints encode rules that restrict the allowed types
of exchange processes. On the honeycomb lattice, the blue
bonds are only allowed to have the above pairs of spin values.
Furthermore, on the remaining bonds, the sum of the spins
must be left invariant under the exchange process.

We first consider the Hamiltonian for a spin-3/2 easy-axis
antiferromagnet on the honeycomb lattice. A more convenient
representation is to split each spin-3/2 particle into 3 spin-1/2
particles, each of which is placed on one of the edges touching
the original site, forming a triangle. The corresponding lattice
with spins is shown in Fig. 13(a).

The Hamiltonian we introduce is

H = H0 + J⊥
∑
〈i, j〉b

(Si
+S j

− + H.c.) (C11)
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FIG. 13. The lattice the quantum spin model is defined on [panel
(a)] and spins are located on the red dots; the blue bonds indi-
cate the terms in the Hamiltonian corresponding to boson hopping
S+S− + H.c. and the shaded triangles indicate locations of the pair-
wise constraints where the total Sz restricted to ±1, ±3. Additionally,
the total Sz of the 6 triangles around each star-shaped figure is zero.
The allowable ring exchange processes that occur at third order in
perturbation theory [panel (b)] are indicated by blackened bonds.

with the unperturbed Hamiltonian

H0 = Jz

∑
p

(∑
�∈p

Sz
�

)2

− Jz

∑
�i,� j

∏
k∈�i

Sz
k

∏
�∈� j

Sz
�. (C12)

Let us first expound on the unperturbed Hamiltonian. The
first term imposes the constraint that the total spin around
each hexagon is zero (as S� corresponds to the z component
of an effective spin-3/2 “superspin” degree of freedom). The

second term imposes the constraint that the sum of the spin-
3/2 “superspins” on the shaded red area shown in Fig. 13(a)
is either 0 or ±2. The energy cost of violating this constraint
is always Jz.

When quantum fluctuations are added in, the extensive
degeneracy is split by several possible ring exchange pro-
cesses. At third order in perturbation theory, the types of ring
exchanges are illustrated in Fig. 13(b). The first ring exchange
on the first row and the ring exchanges on the third row are
equivalent to effective ring exchanges around a hexagon of
spin-3/2 particles, if each triangle of spins is identified with
a spin-3/2 degree of freedom. The second ring exchange on
the first row is equivalent to an exchange around a triangle
of spin-3/2 particles, and the exchange on the second row
is equivalent to two pairs of exchanges of spin-3/2 parti-
cles. The amplitudes of the ring exchanges are calculated in
Appendix D. Let us restrict the Hamiltonian to one particular
ring exchange process

H ⊇ t |C1〉〈C2| + t |C2〉〈C1|, (C13)

where t < 0 is the amplitude of this process in perturbation
theory and |C2〉 is related to |C1〉 by a ring exchange. Next,
consider the classical spin configurations C1 and C2 with
Boltzmann weights W (C1) and W (C2). If we add the follow-
ing terms to the Hamiltonian (renaming it H′):

H′ ⊇ t |C1〉〈C2| + t |C2〉〈C1| − t

√
W (C2)

W (C1)
|C1〉〈C1|

− t

√
W (C1)

W (C2)
|C2〉〈C2|, (C14)

then the ground state in this two-state Hilbert space becomes

|GS〉 ∝
√

W (C1)|C1〉 +
√

W (C2)|C2〉. (C15)

If the Hamiltonian is expressed as a sum of ring exchange
terms with additional projectors added, then the RK ground
state satisfies

|GS〉 =
∑

i

√
W (Ci )|Ci〉, (C16)

where Ci satisfies the easy-axis constraints. This follows from
the fact that the Hamiltonian is a sum of projectors, and the
above state is annihilated by each of these projectors, render-
ing it the ground state. The full Hamiltonian can be written in
the form

H = H0 + J⊥
∑
〈i, j〉b

(Si
+S j

− + H.c.)

+ J3
⊥

J2
z

∑
�,C

γC

∏
j∈�

∏
k∈�

P(Cjk ), (C17)

where the last term sums over projection operators onto
easy-axis classical configurations C around a given hexagon
weighted by γC (the value of the classical spin with index
k = 1, 2, 3 in a triangle associated with a hexagonal cluster
of triangles cluster j = 1, . . . , 6 is denoted by Cjk). The ex-
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pression for γC is given by

−γC =
∑

C′∈R(C)

tC,C′

√
W (C′)
W (C)

=
∑

C′∈R(C)

tC,C′α
1
2 (nC′−nC ), (C18)

where R(C) is the set of all the configurations connected
to C via ring exchanges. Furthermore, nC is the number of
Sz = 3/2 “superspins” in C. The second equality follows from
the fact that the weights ω are proportional to α raised to the
power of the number of Sz = 3/2 “superspins”. One can show
that when the last two terms in the Hamiltonian above are
treated perturbatively, the Hamiltonian can be expressed in the
form

H ∝
∑
C,C′

tC,C′

(
|C〉〈C′| + |C′〉〈C| −

√
W (C′)
W (C)

|C〉〈C|

−
√

W (C)

W (C′)
|C′〉〈C′|

)
, (C19)

where each pair (C,C′) are related by a single ring exchange.
This is frustration free as it is a sum of projectors, and the
ground state is therefore |GS〉 = ∑

i

√
W (Ci )|Ci〉.

There exists an alternative and more general construction
of such a model. First, consider three sheets of a honeycomb
lattice of spin-1/2 particles, such that each triple of points
forms an effective spin-3/2 degree of freedom. The easy-axis
Hamiltonian is H0 as before, but the interlayer hopping pertur-
bation J⊥

∑
〈i, j〉b

(Si
+S j

− + H.c.) is modified in the following
way: the bonds 〈i, j〉b are chosen so that a pair of triples share
at most one bond. This constraint is required to avoid terms
appearing at second-order perturbation theory, which corre-
sponds to a ring exchange over a pair of bonds connecting
the same two triplets. These terms gap the model but do not
introduce long-range entanglement since such processes lock
the exchange of spin to within each hexagon.

Next, we would like to comment on the topological sec-
tors in this model. On the honeycomb lattice quantum dimer
model, the number of topological sectors scales with the size
of the system. Here, due to additional exchange processes be-
tween non-nearest neighbor sites, we expect that the number
of topological sectors be constant, mimicking the triangular
lattice quantum dimer model. However, there is an additional
subtlety: It can be shown that the parity of the number of
Sz = −3, 3 particles cannot be changed by any local ring
exchanges. This parity constraint enhances the total number
of topological sectors by a factor of 2. Therefore, we need
to compute operator expectation values in the even and odd
parity sectors: this can be facilitated by noting that

Ze,o(α) = 1
2 (Z (α) ± Z (−α)) = 1

2 (ZBW(J+) ± ZBW(J−)),

(C20)

where ZBW is the partition function of the Baxter-Wu model
and the couplings J± satisfy

cosh 6J±
cosh 2J±

= 5 · 1 ± 3α + 9α2 ± 6α3 + 9α4 + α6

1 ∓ 5α + 9α2 ∓ 10α3 + 9α4 + α6
. (C21)

Since Z (α) > Z (−α) for α > 0, expectation values of oper-
ators in the even and odd sectors are dominated by those in

the ordered phase of the Baxter-Wu model. Thus, the RK
wavefunctions in the even and odd sectors are ordered.

Finally, we note that the choices of f and g presented
above are not the only possibility (rather, just the simplest).
Surprisingly though, if we add higher harmonics to f and
g this procedure does not properly perturb about the critical
point, but rather corresponds to perturbations outside of the
Baxter-Wu phase diagram.

2. Other models

It is natural to wonder whether one can achieve topolog-
ically ordered phases as well. We thus apply this method
to the BFG model. We make the choices f (x) = cos x +
α cos 3x and g(x) = i sin x − iα sin 3x. The corresponding
weights (symmetric under interchanging both arguments) are

ω(1, 1) = 1

2
, ω(3,−1) = α

2
,

ω(1,−3) = α

2
, ω(−1,−1) = 1

2
,

ω(−3, 3) = α2

2
, ω(3, 3) = α2

2
. (C22)

Numerics from Sec. IV indicates that there is in fact no
transition temperature, and the vertex model is always in
a disordered phase. This model is identical to the spin-3/2
model we previously studied, except that the second term in
H0 from Eq. (C12) constrains the easy-axis spins on the bonds
to sum to ±1 or ±3,

H0 = Jz

∑
p

(∑
�∈p

Sz
�

)2

+ Jz

∑
�i,� j

∏
k∈�i

Sz
k

∏
�∈� j

Sz
�. (C23)

However, instead of supporting an ordered phase for nonzero
α, this Hamiltonian supports a featureless disordered phase,
which we believe to be a spin liquid phase.

Finally, we note that this procedure may allow one to
construct quantum spin models with gapless phases. For ex-
ample, we consider a dual lattice with vertices of coordination
number 8, an example of which is the union jack lattice. For
vertices of coordination number 8, the vertex weights can
be described by two parameters u = W8(0)/W8(4) and v =
W8(2)/W8(4). Wegner’s duality predicts a self-dual line in this
model, which we conjecture is a critical line, corresponding to
u − 4v = 5. This line can be exactly accessed via the choice
of f and g,

f (x) = cos x + α cos 7x g(x) = sin x − α sin 7x. (C24)

The layered spin model associated with these deformations
can be constructed in an analogous way to the triangular
lattice vertex model, and will consist of seven layers of planar
spin-1/2 Hamiltonians with interlayer XY exchanges. How-
ever, since this Hamiltonian explores the self-dual line as a
function of α, we expect it to support a gapless phase, which
is a subject of future work.

APPENDIX D: RING EXCHANGES OF SPIN-3/2 MODEL

Here, we apply standard perturbation theory and present
all of the amplitudes for the ring exchange processes of
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the spin-3/2 model defined in Appendix C 1. Starting from
a Hamiltonian H = H0 + V and defining the Green’s func-
tion G0(E ) = (E − H0)−1, the effective Hamiltonian for the
ground-state manifold at third order in perturbation theory is

Heff = PV G0(E0)V G0(E0)VP, (D1)

where P is a Gutzwiller projection onto the ground-state man-
ifold. Fortunately, for the models we consider, the Gutzwiller
projection commutes with the ring exchanges, and thus the ef-
fective Hamiltonian is exact. Referring to Fig. 13(b), we may
write down the amplitudes of the ring exchange processes. For
the bottom right subpanel, the amplitude is

〈C|H0|C′〉 = 6 · J⊥
4

· 1

2Jz
· J⊥

4
· 1

2Jz
· J⊥

4
= 3J3

⊥
128J2

z

, (D2)

where the spins in C and C′ associated with the blackened
bonds in Fig. 13(b) alternate as one traverses clockwise. All
other amplitudes are zero. For the bottom left subpanel, the

amplitude is also 〈C|H0|C′〉 = 3J3
⊥

128J2
z
, where each pair of spins

associated with a blackened bond in C need to be antiparallel.
Next we move to the top two subpanels, whose ring ex-

change amplitudes are equal. The only requirement for the
ring exchange to occur is that each pair of spins associ-
ated with a black bond be antiparallel; the amplitude is still

〈C|H0|C′〉 = 3J3
⊥

128J2
z
. The ring exchange on the middle subpanel

is of a slightly different nature: exchanges on two of the
bonds create an effective furthest-neighbor exchange. Thus,
this process is equivalent to a pair of exchanges of spins,
which appears at third order. The amplitude for this process
is

〈C|H0|C′〉 = 3 · J⊥
4

· 1

2Jz
· J⊥

4
· 1

2Jz
· J⊥

4
= 3J3

⊥
256J2

z

. (D3)

Next, we construct the following operator:

P� =
∏
�

[α(P�(−3) + P�(3)) + (P�(−1) + P�(1))],

(D4)

and the inverse operator

P−1� =
∏
�

[α−1(P�(−3) + P�(3)) + (P�(−1) + P�(1))].

(D5)
These operators are written in terms of P�(s), which projects
onto spin configurations on a given triplet of spins whose z
components sum to s. The full P� operator computes the
Boltzmann weight associated with a hexagon of spins, weight-
ing each triplet of spins summing to ±3 by a factor of α.

The additional terms we add to the Hamiltonian associated
with the ring exchange process exchanging configurations C
and C′ is then

H′ ⊇ P (C)

[∏
〈i, j〉

(S+
i S−

j + S−
i S+

j )

]
P�P (C′)

×
[∏

〈i, j〉
(S+

i S−
j + S−

i S+
j )

]
P−1� P (C) + [C′ ↔ C],

(D6)
where P (C) and P (C′) project onto configurations C and
C′. The notation 〈i, j〉 indicates that the product is over the
blackened bonds, which connect the two configurations. In
generality, the full Hamiltonian can be written as

H′ = H0 + J⊥
∑
〈i, j〉b

(Si
+S j

− + H.c.)

+
∑

(C,C′ )

tC,C′P (C)

[∏
〈i, j〉

(S+
i S−

j + H.c.)

]
P�P (C′)

×
[∏

〈i, j〉
(S+

i S−
j + H.c.)

]
P−1� P (C). (D7)
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