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Microscopic model of spin flip-flop processes in crystals doped by rare-earth ions
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Flip-flop processes due to magnetic dipole-dipole interaction between neighboring ions in crystals doped by
rare-earth ions are one of the mechanisms of relaxation between hyperfine levels. Modeling of this mechanism
has so far been macroscopic, characterized by an average rate describing the relaxation of all ions. Here, however,
we present a microscopic model of flip-flop interactions between individual nuclear spins of dopant ions. Every
ion is situated in a unique local environment in the crystal, where each ion has different distances and a unique
orientation relative to its nearest neighbors, as determined by the lattice structure. Thus each ion has a unique
flip-flop rate and the collective relaxation dynamics of all ions in a bulk crystal is a sum of many exponential
decays, giving rise to a distribution of rates rather than a single average decay rate. We employ this model to
calculate flip-flop rates in Pr**:Y,SiOs and show experimental measurements of population decay of the ground
state hyperfine levels at ~2 K. We also present a method to measure rates of individual transitions from hole
burning spectra that requires significantly fewer fitting parameters in theoretical rate equations compared to
earlier work. Furthermore, we measure the effect of external magnetic field on the flip-flop rates and observe that
the rates slow down by two orders of magnitude in a field of 5-10 mT.

DOI: 10.1103/PhysRevB.106.184109

I. INTRODUCTION

Crystals doped by rare-earth ions have hyperfine transitions
with unique properties such as long lifetimes and coherence
times, for example up to 20 days [1,2] and six hours, re-
spectively, in Eu’t:Y,Si0s [3]. These transitions are easily
accessible via optical transitions that are inhomogeneously
broadened (up to 100’s of GHz) and also possess narrow ho-
mogeneous linewidths (<kHz), enabling their use in quantum
memories [4—6] and quantum computing [7-11]. Long-lived,
optically deep, and spectrally narrow holes can be burnt in
these materials and they can be used in laser stabilization
[12-15] and as efficient spectral filters in a medical imaging
technique called ultrasound optical tomography [16-20].

Even though hyperfine lifetimes can be as long as seconds
or much more, relaxation can be a problem in many of the
above applications. It can result in decreased absorption depth
when preparing absorption structures, leading to lower effi-
ciency of echoes in quantum memories [[21], Chap. 5.4.3]
and degrading of spectral filters [[22], Chap. 5], and the re-
laxation can introduce background noise when studying gate
operations for quantum computing [23]. In general, hyperfine
relaxation can occur either via lattice vibrations mediated
by phonons (spin-lattice relaxation) or via interactions with
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neighboring spins (spin-spin relaxation). Spin-lattice relax-
ation processes are well understood [24,25] and the mecha-
nism relevant at cryogenic temperatures is the direct process,
whose rate increases proportional to the temperature (x7')
and square of magnetic field (o<B?) [26]. However, various
experiments at cryogenic temperatures have demonstrated a
decrease in relaxation rates with the application of a magnetic
field [27-30]. Furthermore, for the low temperature (~2 K)
and low fields (5—-10 mT) used in this study, the direct process
results in negligible relaxation rates. Therefore, the domi-
nant mechanisms responsible for relaxation in these cases are
not phonon related but magnetic dipole interactions between
dopants. They are known as flip-flop interactions whereby two
nearby ions exchange their spins via magnetic dipole-dipole
interaction and the interaction strength wanes with distance r
as r~°. Studies in Kramers ions like Er’* and Nd** have used
a macroscopic model to explain spectral hole decay due to the
flip-flop process by taking a single average rate to be related to
the dopant concentration [30] and an average ion-ion distance
for the ions in the crystal [29], resulting in a rate R « %
However, it has also been reported that this mechanism can
lead to nonexponential decays [31-34] and the focus of this
work is to develop a model that captures this effect.

Each dopant ion in the crystal is randomly placed in
the crystalline structure such that it experiences a different
magnetic environment and has different distances to and ori-
entations of its nearest neighboring dopants. Therefore, each
ion relaxes with a unique rate and when the relaxation dy-
namics is studied in a bulk crystal, we see a sum of many
exponential decays. In this work, we use a numerical sim-
ulation of a host crystal to create a distribution of ion-ion
distances. The flip-flop rate between all the pairs of ions is
then calculated using Fermi’s golden rule. The shape of this
distribution of flip-flop rates mimics that of »~°, where r is
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FIG. 1. Representation of spin relaxation via flip-flop interac-
tions in Pr’*:Y,SiOs, whereby two neighboring ions interchange
their state. (i) Ground state hyperfine levels *|a), £|b), and %|c)
lose their degeneracy in the presence of an external magnetic field
B, forming six levels. The pathways considered for spin relaxation
in our simulations are shown with double-sided arrows. (ii) Ions
occupying =£|a) and =£|b) flip-flop strongly with each other, while
those in &|c) share weak interaction with either of the other hyperfine
levels. (iii) The interaction strength varies with distance r as r~° so
closely lying neighbors in the crystal can rapidly flip-flop (shown as
solid ovals), while ions separated by larger distances share weaker
interaction (shown as dashed and dotted ovals).

the ion-ion distance. We compare the model to experimen-
tal measurements of population decay of hyperfine levels in
Pr’*: Y,SiOs. The experiments are done using an alterna-
tive method to measure rates of individual transitions using
hole-burning spectra. An earlier work [35] used hole-burning
spectra in Pr’*:YAIOs to fit 21 parameters to theoretical rate
equations. We reduce the number of fitting parameters to
3 by initializing the ground state population in one of the
hyperfine levels in a narrow spectral region. Three additional
parameters are used to describe the effect of small magnetic
fields between 5 and 10 mT on the flip-flop rates on each of
the transitions.

The paper is structured as follows. We first introduce the
relaxation pathways for flip-flop interactions considered and
enumerate the steps in simulating a distribution of flip-flop
rates in Sec. II. We then explain the experimental method
used to measure population decay in Pr**: Y,SiOs in Sec. III.
In Sec. IV, we compare the experiments with simulations to
extract the flip-flop rates and also show that the distribution
of rates arises from a distribution of ion-ion distance. Lastly,
we conclude with some comments on further additions to the
microscopic model.

II. MICROSCOPIC MODEL FOR
FLIP-FLOP INTERACTION

In this section, we first explain the relaxation pathways and
different strengths of each pathway considered in the model
with the example of Pr’*:Y,SiOs. We set up the magnetic
dipole-dipole interaction Hamiltonian for a pair of ions and
explain the use of Fermi’s rule to calculate the flip-flop rate
between them. Then, we enumerate the steps in simulat-
ing flip-flop interactions and specify the parameters used for
Pr’*:Y,SiOs.

Figure 1(i) shows the three hyperfine levels in the elec-
tronic ground state 3H4 Pr3*:Y,SiOs and the twelve relaxation
pathways considered in the simulations. Each hyperfine level
is doubly degenerate but the degeneracy is lost in the presence
of an external magnetic field, giving rise to six levels in total.

It should be noted that conventional labels for the hyperfine
levels are j:|%g), =+| % g), and £| % g), but each level is in real-
ity an admixture of all six hyperfine wave functions. So we
instead use the labels *|a), £|b), and *|c). For six levels,
we could expect fifteen unique flip-flop transitions. But we
do not consider the transitions where only the parity changes,
for example transitions of the type +|a) <> —|a), since we do
not measure these individually in our experiments. Hence we
have twelve pathways in total. In the experiments described
in Sec. III, it is seen that the strongest interaction is between
ions occupying =£|a) and £|b) (indicated by solid double-
sided arrows), while =£|c) couples weakly to the other two
levels (indicated by dashed and dotted double-sided arrows).
Figure 1(ii) shows the dependence of strength of flip-flop
interaction on the hyperfine level occupied by ions. For ex-
ample, ions initialized in £|a) and *|b) flip-flop strongly to
give fairly mixed populations (blue and red circles), while ions
in %|c) (purple circles) flip-flop with either of the other two
levels with less likelihood. Figure 1(iii) visualizes how the
interaction strength scales with distance as r~%; thus closely
lying neighbors in a crystal interact strongly (shown as solid
ovals), while ions far away from each other show weaker
interaction (shown as dashed and dotted ovals).

The rate for ion “i” to flip from |x) to |y) due to interactions
with its “j” neighbors initially in the state |y) is calculated
using Fermi’s golden rule:

. 2 i
Ry :77[ Z |0 ® x| Hy) |x ®y1)|2f(E). (1
J

It is worth noting that calculation of the matrix elements
[(y' ® x/|H},Ix' ® y7)| for all pair of ions makes our model
“microscopic,” setting it apart from previous similar works,
where this was taken as an average value and related to the
concentration of dopants in Refs. [29,30].

Wave functions of hyperfine levels |x’) and |y/) are the
eigenstates of the spin Hamiltonian and they depend on the
external magnetic field B. They are calculated using the fol-
lowing equation for the spin Hamiltonian, as used in Ref. [36]:

Hyin=B-M-1+1.Q-L 2)

The crystallographic axes of the crystal [D; D, b] form
the common frame of reference for the above calculations. I
is the vector of nuclear spin operators Iy, I,, I, and B is the

magnetic field vector. M is the effective Zeeman tensor and
Q is the effective quadrupole tensor, defined as follows:

& 0 0 , 8w 8w 8
M=Rm| O 8y 0 |Rm" = 8 8y &z |» 3)
0 0 g 8x  8zy 8z
E—iD 0 0
Q=Rq| © —E-1D 0 [Ro".
0 0 2p

3

Each of the above matrices is transformed into the frame
[Di D, b] using rotation matrices with appropriate
Euler angles: Rx = R(«, 8,y). The two terms on the
right-hand side of Eq. (2) are evaluated according to
Ref. [25]: B-M-I=g,B,, and 1-Q-1=Q,101,.
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where p,q = x,y,z and the usual summation rules are to
be observed whenever a suffix occurs twice.

H/, is the Hamiltonian for magnetic dipole—dipole interac-
tion between an ion i and a neighboring ion j [25],

3rir,’
i/ |2
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Hia = 4

o 1
i J
gpsgq,} TIIEs 5)

where each of the suffixes p, g, s, t take the values x, y, z. r'/
is the vector connecting the two ions.

It should be noted that using Fermi’s golden rule is an
approximation that relies on perturbation theory, i.e., the
interaction should be weak. In our case the dipole-dipole
interaction Hamiltonian Hy, is in the order of 1 Hz—1 kHz,
and the smallest term in the spin Hamiltonian Hgp, given by
Eq. (2) is in the order of tens of kHz. Thus H,,; can be treated
as perturbation to Hpin.

The last factor in Fermi’s golden rule in Eq. (1) is f(E), the
density of initial and final states for transitions between two
levels in the continuum of initial and final states |x') ® |y/)
and |y") ® |x/), respectively. The form of density of states

we use is f(E) = 1 Lhon (B) 7 where I'yom and Iy,

7h T2 (B)+[ry (B)T,

are the homogeneous and inhomogeneous linewidths of the
transition |x) <> |y). I'nom 1S @ function of external magnetic
field B and «,,(B) is a phenomenological addition to describe
the increase in inhomogeneous linewidths in the presence
of a magnetic field. The details of the derivation of density
of states is given in Appendix A1 and similar expressions
have been used to describe transitions between broadened
states in different quantum wells, as described in Sec. 3.3 of
Ref. [37]. In principle, all pairs of ions are spectrally separated
by a different value in the distribution of spin inhomogeneous
broadening I'y,. However, here we focus on the microscopic
effect of distances between the ions being different and take
an average value for I',,.

In brief, the simulation steps required for calculating flip-
flop rates are as follows.

(1) A small sphere of a host crystal is simulated, where
ions are placed according to the crystal lattice structure [38].
It is doped with a rare-earth ion with the specified concen-
tration. Alternatively, one could also assume a continuous
random distribution function of ions to determine the position
of nearest Nth neighbor, as done in Ref. [39]. More details
about modeling the host crystal can be found in [40]. An ion
i is picked in the sphere and nearest neighbors j are found.
Nuclear wave functions +|a') ... — |¢') and +|a’) ... — |¢/)
are calculated to be eigenstates of the spin Hamiltonian in
Eqg. (2) and depend on the orientation of the ion in the crystal
and the magnetic field.

(2) The dipole-dipole interaction Hamiltonian for ion i
due to interaction with neighbors j is calculated according to
Eq. ().

(3) Flip-flop rates for the transitions between all hyperfine
levels are calculated using Fermi’s rule in Eq. (1).

In Pr**: Y,SiOs, only the ions in site 1 corresponding to
the 3H, — 'D, transition at 606 nm were used. The radius
of sphere used was 100 nm and the flip-flop rate of ion i was
calculated due to the interaction with its 20 nearest neighbors.
Pr3* has a nuclear spin 3. thusTisa (3 x 1) vector where each
element is a (6 x 6) matrix. The eight basic molecules in a unit

AT

cell of Y,SiOs have four different directions so for any ion i,
the tensors M and Q in Eq. (2) have one of the four orienta-
tions. Values for all the parameters in Egs. (3) and (4) were
taken from Raman heterodyne spectroscopy measurements
done in Ref. [36]. The magnetic field was directed along the
crystal axis b. Homogeneous linewidths ['pon, (B) = HLTZ were
taken from Refs. [41,42], where the spin coherence time 7,
was measured to be 0.5 ms with zero magnetic field (also mea-
sured in Ref. [43]) and 6 ms in the presence of magnetic field
of 2 mT. It does not change appreciably even up to 100 mT
[41,42], so 6 ms was used for the data with a field between 5
and 10 mT. The values for all the individual transitions have
not been measured, so the same was used for all. Furthermore,
our experiments do not distinguish between the rates of the
form of +|a) — +|b) from +|a) — —|b), —|a) — +|b), or
—|a) — —|b), so we in the following sections sum and av-
erage the rates such that only three effective rates R,,, Rpc,
and R, were obtained for each ion i. The details of reducing
twelve rates down to three are described in Appendix A 2. Af-
ter this reduction, the model contains six unknowns: the three
inhomogeneous spin linewidths I, 'y, Iy and the factors
describing their magnetic field dependence kp, ke, kqe Used
in the density of states f(F).

III. EXPERIMENTS

Relaxation between spin levels has been studied in many
different ways, for example, using methods that combine
optical spectral hole burning and RF fields resonant with a hy-
perfine transition [44—46]. A method to extract rate constants
for individual transitions using only hole burning spectra has
been used in Ref. [35] but it requires many fitting parameters
for each rate equation to be able to keep track of the initial
population of any ion that was excited during the hole burning.
For example, Pr’*:YAIO; has three hyperfine levels in the
ground and excited states. Thus a laser at a single frequency on
the 3H, — ' D, transition can excite nine different transitions
or classes of ions. So the method in Ref. [35] required 21
independent fitting parameters (18 initial spin populations and
3 rates). Here, we present an alternative method to measure
individual transition rates by initializing population in one
hyperfine level (or, equivalently, in a single class) within a
narrow spectral region and tracking the decay of this state-
specific hyperfine population versus its neighboring spectral
background. This method can be advantageous for measure-
ments in rare-earth ions with more than one ground hyperfine
level, where there are multiple classes of ions since the num-
ber of parameters for initial spin population are reduced due
to initialization.

We now describe the steps in experiments. We first create
a transmission window using spectral tailoring techniques as
described in Ref. [47] and initialize the population in one of
the ground state hyperfine levels within a spectral region of
1 MHz inside the window. This enables coupling of the laser
to a single class of ions and appropriate selection of spec-
tral background range enables us to monitor only this class
of ions rather than all the nine classes. The pulse sequence
used for creating the transmission window and population
initialization are detailed in Appendix A 4. Initial population
conditions and evolution for all classes of ions are explained

184109-3



SYED, KINOS, SHI, RIPPE, AND KROLL

PHYSICAL REVIEW B 106, 184109 (2022)

(1) 1p Elee) T T s MHL
24 |be) T

—

o
')

Absorption, aL. &
o
>

0.4}
0.2}
Ok ! .
-10 0 10 20
v - v, (MHz)

FIG. 2. Hyperfine energy levels in Pr**:Y,SiOs corresponding
to the *H, — D, transition at 606 nm and the absorption spectrum
obtained from the experiments. (i) Transitions used for evaluating
population decay in this experiment are labeled as 1, 2, and 3. (ii)
Absorption spectrum after initializing the population in £|a) (blue),
+|b) (red), and £|c) (inset, purple). Peaks labeled as 1, 2, and 3
correspond to the transition shown in (i). The background absorption
region considered for each of the peaks is marked with black arrows
at 2 MHz, 12.2 MHz, and 36.9 MHz.

in Appendix A 3. By probing the ions at different intervals
of time, we recorded decay curves for each of the levels,
up to 2700 s. The absorption structure was erased and the
population was reset using a strong frequency scanning pulse
after the last readout. The transmission window was then
recreated. Experiments were also carried out in the presence
of an external magnetic field in the range 5-10 mT, along the
crystal axis b. For each experiment, the field was turned on
after the step of population initialization. For a given hyperfine
level, the population decays at the same rate (within £5-10%)
in the range 5-10 mT. Thus we take the average of the decay
for each hyperfine level for this range of magnetic fields.
Transitions used for evaluating the population and an
example of the absorption structure after the initialization
process within 1 MHz region are shown in Fig. 2. The optical
transitions labeled as 1, 2, and 3 in (i) have higher oscillator
strength than other transitions; thus the corresponding absorp-
tion peaks in (ii) show high absorption and are used for data
analysis. Three spectra in blue, red, and purple (inset) show
the absorption spectrum after initializing ions in +|a), £|b),
and =£|c), respectively. Evaluation of population is done in
two steps. First, a slope is subtracted across the width of each
peak since the background on either side might be different

AOM 1

Stabilised laser

AOM 2

Cryostat with crystal

Polariser

PD2

e

N>

Iv‘PDl

FIG. 3. Stabilized laser light is modulated in frequency and am-
plitude using “AOM 1” (center frequency 200 MHz) in double pass
configuration and “AOM 2” (center frequency 60 MHz). A polar-
ization maintaining fiber guides light onto a different table with the
cryostat. Polarization of light is adjusted to be along the D, axis using
a polarizer and half-wave plate. A portion of incoming light is sent
to a reference detector (PD1) and transmission through the crystal is
detected by the transmission detector (PD2).

on the low and high frequency sides of the peak. This can
be seen, for example, in peak 1 in Fig. 2(ii). Second, the
area under the peaks labeled 1 is summed up to obtain the
population +£|a) and the same is done for peaks 2 and 3 to ob-
tain populations in %|b) and =£|c), respectively. Background
absorption level is indicated with black arrows at 2 MHz,
12.2 MHz, and 38.9 MHz in Fig. 2. More details can be found
in Appendix A 5.

All experiments were done in a Pr’*:Y,SiOs crystal with
0.05% concentration and dimensions 10 mm x 10 mm X
0.8 mm along D;, D, and b axes, respectively. The crystal
was placed inside a liquid helium bath cryostat and cooled
down to ~2 K. The light source was a dye laser tuned to
the *H, — 'D, transition in Pr’":Y,SiOs at 606 nm and
was locked to an ultralow expansion glass cavity using the
Pound-Drever-Hall locking technique, reducing the linewidth
to sub-kHz. A schematic of the experimental setup is shown in
Fig. 3. All the pulses were shaped using an arbitrary waveform
generator and two AOMs. A half-wave plate in combination
with a polarizer aligns the polarization of the light to the D,
axis of the crystal with an absorption coefficient measured to
be 40 cm™!. The optical power of light for burning pulses was
about 20 mW. The readout probe had sufficiently low power
such that the same absorption structure could be read up to 100
times without disturbing the population. This was checked by
reducing the power until the change in absorption after 100
readouts was within shot-to-shot fluctuations. A collimated
1 mm diameter beam, propagating along the b axis (0.8 mm)
of the crystal, was used. More details about experiments are
described in Appendix A 4.

IV. RESULTS AND DISCUSSION

Results of population decay are shown in Fig. 4. We will
first describe the relaxation dynamics in Fig. 4 [(i) and (ii)],
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FIG. 4. Population decay of three ground states are shown in
three colors: *|a) in blue, *|b) in red, and *|c) in purple. The
experimental data is shown with error bars. (i) The colored dashed-
dotted lines are the best biexponential fits. (ii) The colored solid lines
are the result of simulation using our microscopic model described
in Sec. II. (iii) Experimental data and microscopic model simulations
with external field of 5-10 mT. The vertical dashed black line shows
the time 7y at which the magnetic field B is reached after turning it
on. See text for details.

in the absence of an applied field. The figures show the exper-
imental data with error bars indicating the weighted standard
deviation of three data sets taken for decay after initializing
the populations in each hyperfine level *|a) (blue), £|b)
(red), and =£|c) (purple). There was no external magnetic field
applied but previous measurements indicate that there is a
residual field <0.2 mT in our cryostat. Population decay for
the first 5 ms is negligible so a moving average is performed
up to this point and, subsequently, the population is normal-
ized with respect to this point. Decay from =£|c) is slower than
=+|a) or £|b) so one can expect R, and Rj. to be lower than
R.p. In other words, ions in £|c) flip-flop with those in either
of the other levels at a much slower rate. As described earlier
in Sec. I, a single average value for each of Ry, Ryc, Ry 1
typically used to describe the relaxation of all ions in the
crystal. Thus all ions relax biexponentially with N =1 in
Egs. (A7), (A8), and (A9) in Appendix A 3. As an example
of this macroscopic model, we attempted a biexponential fit
to our data, plotted using dashed-dotted lines in Fig. 4(i). The
best fit obtained for £|a), £|b), and *£|c), respectively, was
0.52¢1/352 4 0.48¢71/2193 (blue), 0.48¢ /32 4 (.52¢ /2193
(red), and 0.03¢7"/32 4 0.97¢"/21%3 (purple), where time ¢
is in seconds. While these curves fit well to many data points,
several data points do not follow the fits, especially *|a) and
£|b).

Each decay curve obtained in Fig. 4 is, in fact, an average
of many exponential decays of different ions within the 1 MHz
peak shown in Fig. 2(ii). Each ion may have a different flip-
flop rate for a given transition, depending on its position and
orientation in the crystal. In the microscopic model, the effec-
tive decay is instead an average of the biexponential decay of
many ions in the crystal, shown as the solid colored (blue, red,
and purple) lines in Fig. 4(ii). These are the simulations which
evaluate population according to steps detailed in Sec. II and
they match the experimental data quite well. The solid colored
lines in Figs. 4(ii) and 4(iii) show the fits from simulation
of our microscopic model in the absence and presence of
magnetic field, respectively. In addition to the list of steps
in simulations described in Sec. II, a few more steps were
followed in order to be able to compare the simulations with
the experiments.

(1) Using the rates Ry, Ry, and Ry, the population decay
in the levels £|a), £|b), and %|c) is calculated using respec-
tively Eqgs. (A7), (A8), and (A9) derived in Appendix A 3.

(2) Steps (1)—(3) from the list in Sec. II are repeated for i =
2,3,...,N, where N is the number of ions in the sphere. An
average decay of N ions gives a single decay curve describing
the decay of all ions in the crystal. These are the solid colored
lines in Fig. 4(iii).

(3) All of the above steps are repeated for data with an
external magnetic field.

(4) Parameters 'yp, Tpe, Toe, Kaps Kpe, and k,e are opti-
mized to match the experimental data.

The experiments show little difference between the decay
from =+|a) and =|b), indicating that ions occupying these
states have the strongest magnetic dipole-dipole interaction.
This is shown by the blue and red solid lines almost overlap-
ping with each other in Fig. 4(i). The optimized values of spin
inhomogeneous linewidths, 'y, 'y, and I'y., were found to
be 0.618, 3.309, and 2.664 kHz, respectively. These values are
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FIG. 5. Effect of magnetic field on the flip-flop rates. Panels (i)—(iii) show a histogram of R, Ry, and R,., respectively, for two cases:
residual field <0.2 mT and external applied field of 5-10 mT. In the presence of residual field, R,, peaks at 1072 Hz, while R, and R,
peak at 10™* Hz and 2 x 1076 Hz. All the rates slow down by about two orders of magnitude with a field of 5-10 mT. The distribution
of r~° for 20 closest neighboring ions considered in the simulations is shown in (iv). The inset shows the histogram of r, the ion-ion

distance.

much lower than previously measured spin inhomogeneities
in bulk crystals, e.g., I'/, = 50.5 kHz and T';, = 75.4 kHz
from Ref. [36]. We now try to offer one possible explanation
to solve this discrepancy. The measurements in Ref. [36] are
sensitive toward the bulk spin inhomogeneity. On the contrary,
our simulations show that the main contribution to the flip-flop
process occurs between ions that are in the order of 10 nm
apart [see inset of Fig. 5(iv)]. Thus we speculate that the local
spin inhomogeneity between any two ions situated only 10 nm
apart is much less than the measured bulk values, i.e., it lies in
the range v,;, &= 'y, where 'y, is in the order of kHz. Finally,
this means that on larger scales than 10 nm, the local average
of the spin transition frequency, i.e., v,p, varies in the order
of I'/, ~ 50 kHz such that if two ions that are not spatially
close are compared, their inhomogeneity is in the order of
the observed bulk inhomogeneity. Note, however, that more
investigations are needed in order to confirm or deny this
hypothesis.

The optimization is fairly insensitive to I, and the relax-
ation is predominantly governed by the rates R, and Rj..
We now try to understand why the fitted values of the in-
homogeneous linewidths, I'y, and I'y. differ by a factor of
~5.3. The inhomogeneous linewidths should be proportional
to the hyperfine transition energies [48]. Thus, the ratio of
the terms Q,, and Q,. in Eq. (4) should be proportional

to the ratio of the inhomogeneous linewidths 'y, and T'y,.
After the necessary rotations, Q,, = 0.0982 MHz and Q,, =
0.4389 MHz. The ratio of these values is ~ 4.5. Another
possible contribution to spin inhomogeneity is inhomogeneity
in the g tensor, which stems from strains or defects [49]. Local
inhomogeneity in spin transition frequencies could also be due
to magnetic dipole-dipole interactions between a Pr ion with
its neighboring Pr ions of the type given by Eq. (5). If the
hyperfine wave functions *|a), =£|b), and *|c) were com-
posed of pure :tl%g), j:|%g), and :tl%g) states, then the shift
in hyperfine frequencies due to interaction between a pair of
Prions scales linearly with the quantum number m; = %, %, %
Thus the frequency shift of one ion in a pair occupying =| % g)
and :tl%g) is five times larger than that of another ion in a

pair occupying j:|%g) and :tl%g). Furthermore, the effect of
external magnetic field is largest on %|c) since it undergoes a
larger Zeeman shift compared to £|a), as seen in Figs. 8(ii)
and 8(vi) in Appendix A5. This could also explain why
I'pe is ~5.3 times larger than Iy, even though =+|a), +|b),
and =*|c) are actually an admixture of the pure hyperfine
states.

For the experiments with magnetic field in Fig. 4(iii), the
field is put on after the population initialization step and it
takes a few seconds for the field to ramp up to the set value.
Thus the simulation evolves the population until the dotted
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line at 4.6 s assuming there is no external field and normalizes
the data so that the population at the time corresponding to
the dotted line in (iii) equals the population in (ii). Some
of the data points in £|c) in (iii) before the dotted line show
population greater than 1. This is an experimental artifact
and occurs because the peak corresponding to these points,
“3” in Fig. 2, splits in the presence of field due to nuclear
Zeeman effect and thus a different spectral region is chosen
for evaluating population before and after the peak has split.
This is shown in detail in Appendix A 5.

After the dotted line, it is assumed that the magnetic field
has reached the set value and the simulation evolves the popu-
lation by including the phenomenological terms k5, Kpc, and
kqc introduced earlier in Eq. (1). The optimized values were
found to be respectively 2.6, 3.6, and 1.5 with a field between
5 and 10 mT. Figure 5 shows the effect of magnetic field on the
calculated rates, where (i), (ii), and (iii) show the histogram of
Rups Rpe, and R, respectively, with and without a magnetic
field. R,, (with no applied field) is spread over a distribution
ranging from 10~* to 10> Hz and peaks at 10~ Hz. Ry, is
slower, ranging from 107 to 1 Hz and peaks at 10~ Hz, with
no field, while R, is slowest, ranging from 1077 to 1 Hz and
peaks at 2 x 107 Hz. All three rates slow down by two orders
of magnitude with a field of 5-10 mT. The distribution of rates
shown in (i)—(iii) follows from the distribution of r;f\’, shown
in (iv) and the inset shows the distribution of ryy, where r
is the distance to any of the 20 closest neighbors of any ion
considered in the simulations.

To understand why the rates slow down in a magnetic field,
one can infer from Eq. (1) that the cause could either be evolu-
tion of matrix elements in the dipole-dipole interaction term or
a change in density of states f(E). While the matrix elements
do not change appreciably with a small field of 5-10 mT,
the density of states changes drastically due to the decrease
in homogeneous linewidth by more than a factor of 10, as
measured in Ref. [42], and this is attributed to minimizing spin
flips of the neighboring Y ions. In the absence of an external
field, the magnetic field experienced by the core Y ions is due
to the local Pr ion, which is of the order of ~0.1 mT, and
a change in the spin state of Pr flips the spin state of Y ions.
Thus dephasing of Prions is dominated by neighboring Y flips
in the core. When the external field significantly exceeds the
field due to the local Pr ion, such flips are minimized. Another
factor contributing to the change in density of states is the
increase in the spin inhomogeneous linewidth, characterized
by the fitting parameters x5, kp., and k... A linear increase
in spin inhomogeneous linewidths has also been reported in
Nd**:Y,Si0s [30] and in erbium doped glass fibers [50].
Measurements of spin linewidths as a function of magnetic
field has partly been done in some Kramers ions [51] and
similar measurements in Pr’*:Y,SiOs may shed more light
on this explanation but such data is unavailable at this point.

We conclude this section by noting that there are two con-
ditions that need to be satisfied for two Pr ions to flip-flop:
they need to be close to each other in the crystal and they also
need to be spectrally close in the spin inhomogeneous profile.
In our model, we take an average value for the spin inhomo-
geneity and model the ion-ion distance as a distribution. One
could also model the spin inhomogeneity as a distribution, for
example, by including the effect of the local magnetic field

around each Pr ion. The term B in Eq. (2) could be replaced
by Biotat = Bext + Biocal SO that each ion has a unique spin
Hamiltonian, resulting in a distribution of Zeeman frequencies
of Prion.

V. CONCLUSION

We have presented a method to model microscopic effects
of flip-flop interactions between individual ions in a crystal
doped by rare-earth ions. We have simulated a random doping
based on the crystal structure of the host, where the position
and orientation of all ions is known. Every dopant ion is
situated in a unique position and orientation with respect to
its neighbors so the ion-ion distance is a distribution and
the flip-flop rate of any ion with its neighbors is different
owing to this distribution. We apply this model to experi-
ments of population decay of ground state hyperfine levels in
Pr3*:Y,Si0s. The experimental method used is an alternative
to methods used in earlier works. The collective relaxation
dynamics of all ions probed in the crystal is an average sum
of many exponential decays of different ions. Thus the flip-
flop rate between two hyperfine levels is a distribution of
rates rather than one average rate describing the dynamics of
all ions.

The fastest rate is R,;, between the levels *|a) and *|b),
whose distribution has a peak at 1072 Hz while Ry and Ry,
have a peak at 10~* and 2 x 107% Hz, respectively, in the
presence of a residual field <0.2 mT. All the rates decrease
by two orders of magnitude upon applying an external field of
5-10 mT and the reason could be a combination of an order
of magnitude decrease in the spin homogeneous linewidths
and an increase in spin inhomogeneous linewidths [29,30].
An improvement to the model could be to include the effect of
differences in the local magnetic field around each dopant ion.
Nonetheless, our model serves as a general tool to calculate
other kinds of interactions at the microscopic level. It could be
used to study the dynamics of other rare-earth ions in different
materials as well.
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APPENDIX

1. Density of states for transitions between levels in two
different continuum of states

In this section, we give details of how Fermi’s rule is
applied to the case of a flip-flop transition between two
homogeneously broadened levels centered around different
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energies. We first start with Fermi’s rule for a transition be-
tween two discrete levels and then extend it to the case of
transition between a level in a continuum of states with finite
width to another continuum of states. Finally, we apply this to
flip-flop transitions, where each state is a two-level system.

Let us start with two levels |1) and |2) with energies E| and
E,, respectively. The transition rate from a discrete state with
energy E in |1) to E, in |2) under a perturbation H' is given
by Fermi’s rule:

2n / 2
Rp, g, = 7|<1|H 12)[76(E1 — Ep).

Assuming the matrix element |(1|H’|2)]| is independent of the
energies £ and E,, the total transition rate from the contin-
uum of states in [1) — |2) is given by integrating Rg, _, g, over
the density of states for both the initial and final energies,
similar to Eq. (6b) in Ref. [52]:

Ry = /dEldEz/Ol(El),Oz(Ez)RE,—>E2

2w S 12
=7|(1|H 12)I” | dEp1(E)pa2(E). (A1)
Further, we assume that both p; and p, have a normalized
Lorentzian line shape centered around ¢; and €, with homo-
geneous HWHM (half width at half maxima) A; and A,,

respectively, such that p;(E) = %m, where [ = 1, 2.
1
The rate is then
2 1 A] + Az
Ry = —I(llH/|2>|2[— 5 2]
h 7 (A + Ar)* + (€1 — €)
(A2)

For the case of flip-flop transitions, the perturbation H’ is the
magnetic dipole-dipole Hamiltonian between two ions i and
j: Hj,. 1) is the two-level system |x') ® |y/), which flips to
2), ie., [y)) ® [x/) due to Hj,, where |x), |y) are the wave
functions of the hyperfine levels +|a), —|a) ... — |¢) (shown
in Fig. 2). In Eq. (A2) above, €; and €, are the energies
of |x') ® [y/) and |y') ® |x’), respectively, and A; and A,
are their respective homogeneous HWHM of Lorentzian line
shapes. The line shape of such a transition is given by the
convolution of the two Lorentzian line shapes of the individ-
ual levels and is another Lorentzian with HWHM A; + A,,
centered at €; — ;. From Refs. [41,42], we take 2A| = #,
where 75 is the spin coherence time at zero magnetic field
and it is equal to 0.5 ms (6 ms with a field of 5-10 mT).
Considering A} = A;, HWHM is A = h;n which is just
the homogeneous linewidth of the transition [x) < |y). Also,
(€1 — €) = hI'yy, where I'y, is the spin inhomogeneity.

Writing Eq. (A2) in terms of frequencies and replacing
A1+ Ay by hlMhom and (€ — €2) by Al'y,, we get the final
expression:

2

Ry = 5

o ol 1 Thom
I @ vl | 2 e

%F}Zwm + F,%y .
(A3)

Thus we can use the last term on the right of the above equa-
tion as the form of density of states f(E). Similar expressions
have been used to describe transitions between broadened

states in different quantum wells, as described in Sec. 3.3
of Ref. [37]. In Eq. (1) in the main text, the homogeneous
linewidths are functions of magnetic field and we also have
a phenomenological factor «,, to describe the increase in
inhomogeneous linewidths in the presence of magnetic field.

2. Reduction of rates from 15 to 3 and optimization of
parameters in simulations

In the absence of an external field, there are three ground
state hyperfine levels in Pr’*:Y,SiO5 and each splits into two
in the presence of a field as shown in Fig. 1. There can be
fifteen unique rates due to magnetic dipole transitions in this
case. Flip-flop interactions where initial and final state are
the same or only change parity, for example, R 5y« 3, are
ignored since we do not measure these individually in our
experiments. Thus the simulations calculate twelve unique
rates. However, our experiments are designed to measure only
three rates, R:I:|a)<—>:|:\b)a R:t|b><—>:t|c), and R:tla)ej:\c), which are
referred to in the main article as Ry, Rp., and R,,.. Each of the
rates is divided by six since the neighboring ion can only be
in one of the six hyperfine levels. So we are left with the task
of reducing the twelve rates from simulations down to three.

We divide the rates into three categories, each involving
the pair of levels +|a) and +|b), |b) and +£|c), and £|a) and
=|c). Histogram of rates involving the transitions in each pair
are shown in Figs. 6(i), 6(iii), and 6(v). We first consider (i).

(1) Transitions originating from the same level are added
together—for example, the rates +|a) — +|b) and +|a) —
—|b) [labeled as (I) and (II) in Fig. 6(i)]. Similarly, (IIT) and
(IV), —la) — +|b) and —|a) — —|b) are added together.

(2) Since we cannot distinguish +|a) — +|b) from
—|a) — +|b), we take the average of (I 4+ II) and (III +
IV), which is reasonable since they are very similar and, in
experiments, the split peaks appear to decay at the same rate
[see Figs. 8(iv) and 8(vi) for the case of +|b) and %|c)]. This
total rate is called R,,. The relative difference between the
two quantities, calculated as [(I+1I) — (III+IV)]/Mean[R;],
is shown in Fig. 6(ii).

A similar argument is applied to (iii),(iv) and (v),(vi) in
Fig. 6; thus the rates are reduced from 12 to three.

Optimization of the parameters 'y, Tpe, Tacs Kaps K, and
Kqc Was done using global search and fminsearch functions in
MATLAB. The cost function, which is a measure of deviation
in population between simulated model (p,,) and experiments
(p.) is minimized to have the lowest “score” simultaneously
for decay in all three hyperfine levels as well as for all values
of magnetic field:

2
score = Z |:_pe pm]’

V times, Wpe
V+la),
VB

where we divide by p, in order to minimize the relative dif-
ference instead of the absolute difference. For data without
external magnetic field, w is the standard deviation of three
data (plotted as the error bars in Fig. 4) sets taken at each time
point and for cases with magnetic field and w is the standard
deviation of three data sets, each taken at 5, 7, and 10 mT. Nor-
malizing the score with respect to p, ensures higher weight
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FIG. 6. Histogram of rates of all transitions calculated between each pair of levels without an external magnetic field: (i) £|a), £|b), (iii)
+1b), £|c), and (v) £|a), £]|c). Relative difference between the quantities (I + II), (IIl 4+ IV) is shown in panels (ii), (iv), and (vi). Average of
(I 4 II) and (III 4 IV) is taken to give three effective rates Ry, Rp., and R.

is given to population at later times, where the error bars
are sometimes quite small. In total, there are six parameters
describing the decay: I'up, Upe, Tacs Kabs Kie, and k.. The score
is most sensitive to value of I'j,. A change of £5% in 'y,
changes the score by ~10%, while the same change in ', or
kqp changes the score by ~3%. Changing «p. by £5% results
in a change in score by ~1.5%. Thus the relaxation is mostly
governed by the fastest rate, I'y;. It was also checked that
increasing the size of the sphere or number of neighbors did
not further improve the score appreciably; thus it is sufficient
to calculate the effect of 20 nearest neighbors on each other
and in a YSO crystal and this distance varies between 1 and
20 nm.

3. Rate equations and initial conditions of population

In this section, we derive the rate equations for a three
level system =+|a), £|b), and =£|c) shown in Fig. 2 and elu-
cidate the initial conditions of population for nine classes of
ions. If N,, N, N, are populations normalized to the total
population N and R, Ry, R, are the flip-flop rates be-
tween the three hyperfine levels, the rate equations can be
written as

dN,

dt = RNy + RycN: — (Rab + Rac)Na’
dN,,
7 = RypyNy + RpeN: — (Rab + Rbc)Nb,
dN,

dt = RycNy + RpeN, — (Rac + Rbc)Nc'

The solutions for arbitrary initial conditions N, = n,, N, =
ny, and N, = n, are

ng + np + ne 1

Na(t) = 3 + e T AL + s
+ 1Ay + 02y =y —n)l — e KA,
+ mpAsz +n.Ay — 0 (2ng — np — ne)l}, (A4)
Ny(r) = et e Lo Ay 4 ma
3 60
+ 1A +0Qny—ng —n)] — e K n,A5
+mpAz +n.Ay — o (2np — ng — ne)l, (A5)
N = tnptne L{eft(K+a)[naA2 + A,
3 60
+ncAs + 0 2ne — np — ng)] — e 'K [n,A,
+ npA| + nAs — o (2ne. — ny — ny)l}, (A6)
where
A1 =Rup + Rac — 2Ry,
Ay =Rup + Rpe — 2R,

A3 :Rac + Rbc - 2Rab9
K =Ry + Ruc + Ry,

o ={R% + R% + R%, — RuRae — RupRe — RucRyc}' .

Due to the optical inhomogeneous broadening, the laser
can couple to nine different transitions from the ground to
excited state (shown in Fig. 2) at a given frequency. To extract
the individual rates R,,, Rp., and R,. from a simple hole
burning spectra, one would need to follow the evolution of
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TABLE I. Conditions of population after initializing ions in +|a) state at 0 MHz.

fpeak = 0MHz fbackgmund =2 MHz

Class Transition probed at 0 MHz N, np ne n, np ne
I +la) — +|a,) 1 0 0 0 0 1
i +la) — +|b,) 0 0 1 0 0 1
il +la) — +lc,) 0 0 1 0 0 1
v +|b) — +|a,) 0 0 1 0 0 1
\Y% +|b) — *1b,) 1 0 0 1 0 0
VI 1) — £|c,) 1 0 0 1 0 0
VI +l¢) — +|a,) 1 0 0 1 0 0
VII +ic) — |b,) 1 0 0 1 0 0
IX +lc) — %le.) 1 0 0 1 0 0
all classes [35] by summing over contributions from nine 1Y ' ' _ o
transitions for each of the three levels with three unknown =N Z F[(O’l +R, . — ch)e” (Kt
initial conditions, thereby giving 30 unknowns. We simplify i

this by creating a transmission window using optical pumping + (ai _R 4+ ch)e_,(Ki_Gi)]. (A7)

and isolating peaks of ions in one hyperfine level within this
window. A simulation in a six level system (with three ground
states and three excited states) was performed to predict an
absorption spectra after the initialization step.

An example of initializing in £|a), with a peak at 0 MHz
corresponding to *|a) — =*la.), is shown in Fig. 7. It can
be seen that the experimental data in purple matches quite
well with the black line showing the simulation, indicating
successful isolation of one class of ions from the other eight
classes. We call this isolated group of ions class I, for which
the starting conditions after the initialization are n, = 1, n, =
0, and n. = 0. The corresponding spectral background region
at 2 MHz has all class I ions shelved in n.. The initial popula-
tion conditions of the other eight classes for both the peak
and background are charted out in Table I. The conditions
for all classes but one, “I,” are the same for both peak and
background. Thus we can subtract background from the peak
for this class only using Eq. (A4) to calculate population decay
in £|a). This describes the decay of an ion i. To account
for all ions i =1,2,..., N in the sphere considered in the
simulations, we take the average as follows:

1 N
Na(t)|class 1= ]V Z:(Na,peak - Na,background)

Similar considerations for peaks corresponding to £|b) —
+1b.) at 14.8 MHz and +£|c) — =£|c.) at 36.9 MHz (peaks
“2” and “3,” respectively, in Fig. 2) are given in Tables II and
III. Coupled with simulations similar to Fig. 7, isolation of
one class was ensured. The evolution of population N,(¢) and
N.(t) can also be obtained:

1 N
Nb(t)|class vV = ]T[ Z(Nb,peak - Nb,background)
1

N
S e
— 20!

+ (o' + R Ry )e 0] (A9

N

1
Ne(®)letass 1Xx = N Z(Nc,peak - Nc,background)

N
==Y —[(c'+ R —R)e K+

+ (o' + R, —RI )e ' ®=1], (A9)

TABLE II. Conditions of population for initializing ions in %|b) state at 14.7 MHz.

Foate = 14.7 MHz

fbackgmund = 12.2 MHz

Class Transition probed at 14.7 MHz Ny, n, ne Ny ny ne
I +la) — *la.) 0 0 1 0 0 1
II +la) — *|b,) 0 0 1 0 0 1
111 +la) — £]c.) 0 0 1 0 0 1
v +|b) — *la,) 0 0 1 0 0 1
\% +|b) — +|b,) 0 1 0 0 0 1
VI +1b) — *|c.) 0 0 1 0 0 1
VII +lc) — *|a.) 1 0 0 1 0 0
VIII +|c) — £|b,) 1 0 0 1 0 0
X +lc) = £lc.) 1 0 0 1 0 0
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FIG. 7. Simulation of absorption spectrum after initializing population in £|a). The black line shows the total absorption, while colored
lines show the absorption corresponding to a particular transition, indicated in the legend. Note the three peaks at 0, 4.6, and 9.4 MHz, which
have ions absorbing only from =|a), indicating successful isolation of one class from the other eight classes. Purple line corresponds to the

first readout at 1 ms after the initialization step in the experiments.

4. Experimental details

The light source is a Coherent 699-21 dye laser, opti-
cally pumped at 532 nm by a Verdi-V6 solid state laser.
The dye solution was made using Rhodamine 6G mixed
with ethylene glycol and pumped at 4.2 bar and cooled
to 10 °C. All the pulses were shaped using an arbitrary
waveform generator (Tektronix AWG520) and two AOMs:
“AOM 1”7 AA.ST.200/B100/A0.5-vis in double pass (in the
same configuration as described in [53]) and “AOM 27
A.ST.360/B200/A0.5-vis in single pass. Diffracted light from
AOM 2 is coupled to a polarization-maintaining fiber to an-
other table with the cryostat. A beam sampler (90 : 10) is
used to reflect some light onto a reference detector PD1 while
transmitting the majority of the light towards the crystal. Both
detectors used were Thorlabs PDB150A. The absorption as a
function of frequency is obtained by scanning over the desired
frequency range with a rate of 1 MHz/us with a weak probe.
Due to the fast readout scan rate, the transmission signal
contains free induction decay from each peak that needs to
be deconvoluted as described in [54].

The basic principle involved in creating the transmission
window is optical pumping and the reader is referred to
Refs. [47,55] for a thorough explanation. The type of pulses
used are “sechscan” pulses, listed in Table IV. These are sim-
ilar to the complex secant hyperbolic pulse but the frequency
scanning is done at a constant amplitude and the edges of this
scan are rounded in the shape of a sechyp. For more details
on this kind of pulse, the reader is referred to Refs. [53,56].
For definitions of the above parameters, the reader is referred
to Appendix B in Ref. [57]. The pulse parameters used here
are fyiah = 500 kHz, tewnum = 3 us, and t, = 86 us. The fre-
quency scan range is fican, S€t by the start and end frequencies
Vstart and Venq, respectively. The Rabi frequency of each pulse
is adjusted to target the transitions listed in column “Transi-
tion.” These pulses (“BurnPit”) are repeated in the following
sequence.

(1) Repeat 120 times: BurnPit4 and BurnPit5.

(2) Repeat 90 times: BurnPit1-3 and BurnPit5-8.

(3) Repeat 40 times: BurnPit1-3 and BurnPit5.

(4) Repeat 60 times: BurnPit4 and BurnPit6-8.

(5) Repeat 60 times: BurnPit7.

TABLE III. Conditions of population for initializing ions in %|c) state at 36.9 MHz.

Focake = 36.9 MHz

fbackgmund = 38.9 MHz

Class Transition

ng np ne ng np ne
I +a) — +|a,) 0 0 1 0 0 1
i +la) — =+|b,) 0 0 1 0 0 1
I +la) — +|c,) 0 0 1 0 0 1
v +|b) — +|a,) 0 0 1 0 0 1
% +|b) — +|b,) 0 0 1 0 0 1
VI +[b) — +|c,) 0 0 1 0 0 1
VI +|c) = +|a,) 1 0 0 1 0 0
VIII +lc) — £|b,) 1 0 0 1 0 0
X +lc) = *le,) 0 0 1 1 0 0
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TABLE IV. Sequence of pulses used for creating the transmis-
sion window, with the start and end frequencies of f..,. The Rabi
frequency used for each pulse is adjusted to target the transitions
listed in the column Transition.

Pulse Vstarr (MHZ) Vend (MHzZ) Transition

BurnPitl +32 +24 +|b) — *|a,)
BurnPit2 +24 +16 +1b) — *|c,.)
BurnPit3 +16.1 +7.5 +|b) — *|c.)
BurnPit4 —17 -9 +lc) = £|c.)
BurnPit5 -9 -1 +lc) — =£|a,)
BurnPit6 +7.5 —1.1 +|b) — *la.)
BurnPit7 —1.1 +7.5 +lc) = *|a,)
BurnPit8 +7.5 +15.95 +lc) = *|a,)

Each pulse is followed by a waiting pulse of 1 ms to
allow the system to decay to the ground states. This step
empties the +|a) and =+ |b) levels and shelves the ions to
=|c). For population initialization in either +|a) or =+ |b), a
weak sechscan pulse (“BurnBack™) targeting the transition
+|c) — |a.) was used repeatedly. This sequence “burns back”
ions to |a) and =+ |b). Depending on the target initialization
state, ions in £|a) or =+ |b) are cleaned away.

To initialize ions in =£|c), the transmission window is cre-
ated by shifting all the “BurnPit” pulses by fo = —27.5 MHz
to target another class of ions and empty the £|c) level. Then,
ions are initialized in =£|c) by burning back from the transi-
tion £|a) — |c.) at fo + 4.8 + 4.6 MHz. Any ions absorbing
inside the transmission window that belong to a different ion
class than intended are cleaned away using sechscan pulses
with the same parameters as the BurnPit pulses. The pulse
parameters for the burn back pulses used here are fyigm =
120 kHz, tpwum = 11.6 us, t; = 150 us, and fian = 1 MHz.

5. Absorption spectra with and without magnetic field

Absorption spectra from the first and last readout are
shown in Fig. 8. Panels (i), (iii), and (v) show the absorption
after initializing the populations in £|a) (blue), -|b) (orange),
and £|c) (purple), respectively. All black traces show the
absorption after the last readout at ¢, = 2700 s. Although no
external magnetic field was applied in these cases, we expect
there to be a stray field less than 0.2 mT. Results of similar

(ii)

% 1
E
=
2
=
3
3
205
5 V2
n
= 0
-10 0 10 20
(v)
2 1
g
E 0.5
£ 3
5 v
‘12
= 0
27 37 47 27 37 47
V-, (MHz) V-, (MHz)

FIG. 8. Absorption structure after the first and last readout at
times #, and ¢, respectively. (i), (iii), (v) Population initialized at 1,
in one of the three ground states shown in three colors: £|a) in blue,
=£|b) in red, and £|c) in purple. Peaks used for evaluating population
and corresponding background region are indicated similar to Fig. 2.
The black traces show the same absorption after the last readout
at t;. The absorption increases over time as the ions which were
optically pumped to other frequencies during initialization start to
flip-flop into the transmission window. Panels (ii), (iv), and (vi) show
the same experiments as (i), (iii), and (v) but with an external field
of 10 mT.

experiments with an external field of 10 mT are shown in
panels (ii), (iv), and (vi) . The first readout ¢, is at 3.8 s for
(i1) and (iv), and 5.5 s for (vi), which is also indicated by
the vertical dashed line in Fig. 4. Peaks “2” and “3” in (iv)
and (vi), respectively, split due to the nuclear Zeeman effect.
Although the absorption level of split peaks is roughly halved,
the absorption level of their backgrounds is not the same as
their counterparts in (iii) and (v). Due to this, some of the data
points before the dotted line in Fig. 4(iii) are greater than 1. A
different choice of background could perhaps have been better
but the important information for simulations is what happens
to the population after the magnetic field has reached the set
value at the dotted line.
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