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Quantum phase transitions in a model Hamiltonian exhibiting entangled
simultaneous fermion-pair and exciton condensations
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Quantum states of a novel Bose-Einstein condensate, in which both fermion-pair and exciton condensations
are simultaneously present, have recently been realized theoretically in a model Hamiltonian system. Here we
identify quantum phase transitions in that model between fermion-pair and exciton condensations based on
a geometric analysis of the convex set of ground-state two-particle reduced density matrices (2-RDMs). The
2-RDM set provides a finite representation of the infinite parameter space of Hamiltonians that readily reveals
a fermion-pair condensate phase and two distinct exciton condensate phases, as well as the emergence of first-
and second-order phase transitions as the particle number of the system is increased. The set, furthermore, shows
that the fermion-exciton condensate (FEC) lies along the second-order phase transition between the exciton and
fermion-pair condensate phases. The detailed information about the exciton and fermion-pair phases, the forces
behind these phases, as well as their associated transitions provides additional insight into the formation of the
FEC condensate, which we anticipate will prove useful in its experimental realization.

DOLI: 10.1103/PhysRevB.106.165107

I. INTRODUCTION

Condensation phenomena were some of the first
macroscopic-quantum effects observed in the modern physics
era with the discovery of superconductivity in mercury
[1] and helium-4’s superfluidity [2] in the early 1900s.
These exotic phases of matter continue to dominate research
in fields concerned with the development of breakthrough
technologies such as high-temperature superconductors [3—6],
superconducting [7,8] and topological [9-11] qubits, and
excitonic-superconducting materials [12-15]. Additionally,
these efforts have led to the creation of new theories regarding
quantum phase transitions [16] and novel model Hamiltonians
in order to explore these exotic forms of matter on a simplified
manifold.

Recent work by Sager and Mazziotti [17] has demonstrated
the existence of simultaneous exciton and fermion-fermion
pair condensation or fermion-exciton condensation (FEC) in
a model Hamiltonian. This was achieved by combining two
other model Hamiltonians that demonstrate condensation and
long-range off-diagonal order. The first, the Bardeen-Cooper-
Schrieffer (BCS) Hamiltonian [18], was created with the
express purpose of modeling fermion-fermion pair condensa-
tion, earning its developers a Nobel prize in 1972. The sec-
ond model, the Lipkin-Meshkov-Glick (LMG) Hamiltonian
[19-22], was originally constructed with the goal of testing
quantum many-body approximations on an exactly solvable,
but highly correlated system, and has been extensively stud-
ied for its phase transitions [23-28]. For the purposes of
the FEC Hamiltonian, it has been observed that many of
the LMG ground states have significant exciton condensation
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character [29]. The model that results from combining these
two systems generates states that exhibit FEC. However, while
it was demonstrated that these FEC states exist in the thermo-
dynamic limit [30], the underlying phase behavior that gives
rise to these states was not explored.

To elucidate the phases and their transitions in an FEC
system, we draw upon two-electron reduced-density-matrix
(2-RDM) techniques for quantum phase transitions [25,31—
33] in combination with 2-RDM-based signatures for the
condensations [34-38]. As demonstrated by Erdahl and Jin
[39], Gidofalvi and Mazziotti [25], Zauner et al. [33], and
recently, the authors on a quantum computer [40], a geomet-
ric analysis of the ground-state set of 2-RDMs provides a
visualization of symmetry breaking and phase transitions in
both classical and quantum systems, which hearkens back to
the geometric approach developed by Gibbs and Maxwell by
generalizing Maxwell eponymous surface to discrete systems.
This method provides a generalizable geometric framework
for quantum phase transitions in terms of the convex set of
2-RDMs that has two important advantages: (1) based on a
quantum information perspective, the 2-RDM theory relies
upon the state space of all two-body observables rather than
a specific Hamiltonian to examine the transition, and (2) it
reduces the analysis of an infinite space of Hamiltonians to
the study of recognizable geometric features such as planes
or ruled surfaces in the finite and convex set of 2-RDMs.
Such a three-dimensional analysis allows for visualizing a
greater swath of the space of all possible Hamiltonians than
traditional single-order parameter or energy-level analysis.
As a result, this higher level prospective can guide focused
studies with these more traditional techniques to regions with
interesting critical behavior.

In this paper we determine the quantum phases and
their transitions in the FEC system described by the model

©2022 American Physical Society
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Hamiltonian developed in Ref. [17]. We identify three discrete
phases of two-body condensates—two fermion-pair conden-
sates and an exciton condensate— as well as the emergence of
phase transitions between these regions with growing particle
number. We characterize the order of these transitions and
provide a map of the entire phase space using 2-RDM theory.
These phase transitions prove particularly interesting as the
FEC states are found to lie in the critical regions. However,
due to certain system symmetries, we can prove, through
a novel extrapolation of the ground-state wave functions to
the thermodynamic limit, that one of the exciton condensate
regions is fundamentally incapable of sustaining FEC states
as it transitions to the fermion-pair condensate region. Ad-
ditionally, this analysis supplies a perspective, which may
aid in finding real-world systems that exhibit simultaneous
condensation, and exploit their potential in energy transport
and electronics.

II. THEORY

We cover the signatures or signs of condensation in re-
duced density matrix theory in Sec. I A, then provide a
description of the fermion-exciton condensate Hamiltonian
in Sec. II B, and finally, identify the geometric consequences
on the convex set of ground-state 2-RDMs of quantum phase
transitions in Sec. II C.

A. RDM signatures of condensation

Bosonic condensation is the result of multiple bosonic
particles occupying the same energy orbital. Fermions, in
contrast, are limited by the Pauli exclusion principle to only
one particle per orbital. This difference can be readily detected
by comparing the one-boson reduced density matrix to the
one-fermion reduced density matrix (1-RDM)

"D = (W]aja; V), ()

where @ and @; are the fermionic creation and annihilation
operators for the ith orbital acting on the N-fermion wave
function |W¥), and the bosonic 1-RDM can be obtained by
swapping these elements for their bosonic counterparts. The
eigenvalues of these matrices indicate the occupation of a
specific energy orbital, and therefore the fermionic eigenval-
ues are strictly less than or equal to 1, while the bosonic
eigenvalues have no such restriction [41].

Fermion-pair condensation—superconductivity being a
prominent example—is the result of multiple quasibosonic
fermion-fermion pairs occupying a single two-fermion func-
tion, known as a geminal, which is analogous to the
single-fermion occupation of an orbital [18,42,43]. Such con-
densation results in the frictionless flow, superfluidity, of these
particle-particle pairs through the material [34,44,45]. In the
case of Cooper (electron-electron) pairs [18], superfluidity
manifests as superconductivity, which has a vast set of po-
tential applications including in energy transport [4] or in the
nascent field of quantum computing [7,8].

In order to verify the presence and extent of fermion-
fermion pair condensation, Yang [34] and Sasaki [35]
independently developed a computational signature derived
from the particle-particle reduced density matrix (RDM), 2D,

whose elements are described by
D = (W|ajalaa |v) . )

Eigenvalues of the 2D matrix describe the occupation of the
two-fermion geminals [36,46], meaning that when one of
these eigenvalues exceeds the Pauli-like limit of one, multiple
fermion-fermion pairs occupy a single geminal and hence
fermion-pair condensation occurs. More generally, measure-
ment of the largest eigenvalue, Ap, serves as an indicator of
off-diagonal long-range order in a system [46].

Similarly, exciton condensation occurs when multiple
fermion-hole pairs begin to occupy the same particle-hole
function, resulting in the superfluidity of the quasibosonic
particle-hole pairs [12,13]. The computational signature
of this condensation is the second largest eigenvalue of
the particle-hole RDM or the G matrix [38] where the
largest eigenvalue is the ground-state—to—ground-state transi-
tion. This transition can be removed using the one-fermion
RDM, 'D:

"G =64~ 0} ]
= (W|aja;aan W) — (W] aja; W) (W]aja W), (3)

leaving the largest eigenvalue of the modified G matrix, which
we denote as Ag, as a signature of exciton condensation.

These signatures have been successfully used to identify
condensation in a variety of systems [14,38,47—49], and be-
cause of the linear mapping between 2D and %G [50],

i,j i il
G = aj. 'Di — 2D,w., 4

where § is the Kronecker delta function, calculation of one
type of reduced density matrix trivializes the calculation of
the other one. This relationship makes it possible to easily
determine if both forms of condensation exist within a single
system by calculating the 2-RDM—the 2D matrix—either
exactly or through approximate methods [51-53].

B. Fermion-exciton condensate Hamiltonian

The FEC model Hamiltonian was proposed by Sager
and Mazziotti [17] as a means to produce a model ca-
pable of demonstrating exciton condensation, fermion-pair
condensation (FPC), and simultaneous FEC. The Hamilto-
nian is constructed by combining two model systems—the
BCS or pair-force [18] and LMG [19-21] systems, which
independently are able to achieve fermion-pair and exciton
condensation, respectively. The resulting Hamiltonian is

LA w . N
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272
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This Hamiltonian describes a system of spinless fermions with
two energy levels, each of which contains N orbitals. Within
these levels, there is a pairing force between sets of adjacent
(2k — 1, 2k) orbitals, G, derived from the BCS Hamiltonian.
This pair force can also move these pairs of particles to other
sets of empty adjacent orbitals. Additionally, the LMG model
introduces several terms, the first of which, E, is set to zero
in this study as it is unnecessary to maximize either form of
condensation. In fact, because both condensates are two-body
phenomena, the one-body £ term counteracts the condensa-
tion by localizing particles in specific orbitals or decreasing
the importance of off-diagonal coupling in the Hamiltonian.
Often quantum phase transitions arise from a competition be-
tween one- and two-body terms in the Hamiltonian, but in this
case the competition is between three distinct two-body terms
in the Hamiltonian that favor different types of pairing. The A
scattering force moves pairs of particles between the energy
levels, and the W scattering force interchanges particles be-
tween the levels, leaving the occupation number within each
level unchanged. The eigenvalues of the resulting ground-state
2-RDMs are bounded from above by Ap < %](1 — NT_Z) [54]

and Ag < %’ [37] where r is the number of orbitals or 2N in
this system.

C. Geometry of the set of 2-RDMs

Exploration of the FEC system in this paper is done
with methods recently developed within the field of quantum
information theory that utilize the convexity of the set of
ground-state 2-RDMs to provide a visually compact overview
of the infinite space of Hamiltonians [25,32,33,55]. Analyzing
the geometry of the resulting structure can give significant
information about quantum criticality in the system, even in
the finite-particle limit [55]. Abstract concepts like symmetry
breaking become readily visible in the form of ruled surfaces
on the convex set, and discontinuities in the surface of the set
serve as an indication of first-order phase transitions. Addi-
tionally, this approach allows for the identification of critical
phenomenon by observing the “speed” of the RDM along the
edge of the set moving between Hamiltonian configurations
H; and Hy linearly in the space of Hamiltonians as described
by

H; = Hi(1 — x) + xH;. (10)

This speed or curvature of the set is then defined as (vv)'/?
with

v:(3<A)’3(W)’3(G>>’ an
dx  9x  9x

where (0) is the expectation value of the observable O. These
methods can be used to provide a high-level overview of the
system, by compressing the infinite space of Hamiltonians
into a convex set that emphasizes regions of interest through
easily discernible visual cues. This then allows for a more

focused study of the areas of interest with traditional methods
like energy-level analysis.

In order to characterize phase behavior as well as the ex-
citon and fermion-pair condensation within the system, the
ground-state RDMs for the finite-particle systems are solved
by numerical diagonalization of the Hamiltonians. For code to
perform the construction of the Hamiltonians and the calcula-
tion of the ground-state RDMs, refer to Ref. [56]. The D and
G matrices are then analyzed as discussed above to provide an
overview of the critical phenomenon in the system.

III. RESULTS

We address results attainable from finite-particle simu-
lations of the system, and analyze these results through
the RDM approach to quantum phase transitions (QPTSs) in
Sec. IIT A. These results then are used to extrapolate to the
thermodynamic limit through construction of the ground-state
wave functions in Sec. III B.

A. Finite particle

Investigation of the condensate character and critical be-
havior of the set of ground-state RDMs for the minimal
four-particle system can be seen in Fig. 1. Figures 1(a) and
1(b) show the regions with exciton condensation and FPC
or high values for Ap and Ag, respectively. The regions with
hotter coloring (red/orange) exhibit the highest levels of con-
densation, while cooler colors (blues) have limited to no
condensation. Figure 1 shows that there exists a significant
yellow-tinged area with high values of both A terms (Ap, Ag >
1) between the regions of single condensation, indicating
the existence of simultaneous FEC as reported in the initial
and subsequent investigations of this system [17,30,57]. In
Fig. 1(b), two separate regions seem to maximize the exciton
condensation (EC), marked as « and §, while one region in
Fig. 1(a) maximizes the FPC. This RDM depiction of the
system allows for a rapid assessment of the properties of
the two different EC regions. Both EC regions have large
positive values for the (W), which is to be expected as the
W term of the Hamiltonian scatters particle-hole pairs around
the lattice. However, the two EC regions differ in regard to
the expectation value of A, which is the scattering term that
moves pairs of particles (or holes) between the two degener-
ate energy levels. These observations raise several questions:
What is the critical behavior of the system as it transitions
between the FPC and EC regions, and does this behavior differ
when comparing the @ or 8 regions? Additionally, does the
existence of two separate EC regions indicate the existence of
two types of FECs?

As discussed in prior RDM studies, the speed, Eq. (11),
of a trajectory between two Hamiltonian configurations in the
finite-particle limit can serve as an indication of the presence
of critical behavior in the thermodynamic limit [25,55]. For
example, any abrupt changes in speed of the RDM along
the surface of the convex set as the system is taken from
the o to the FPC region would indicate the development of
some critical phenomenon between those regions. However,
it is possible that the critical behavior along some of the
paths between the regions differ drastically. Figure 2 shows
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FIG. 1. Color map of fermion-pair and exciton condensation on the convex set of 2-RDMs. This scatter plot shows the resulting RDMs
from a random sampling of Hamiltonian, Eq. (5), configurations for N = 4 particles with a color map indicating the value of X and Ap for
(b) and (a), respectively. Additionally, both plots contain the convex hull of the projections of the three-dimensional plot into the (A)-(G) and
(W)-(G) planes. In (b), o and § are marked to distinguish two regions of exciton condensation character.

several dozen linear trajectories in the space of Hamiltonians
[see Eq. (10)]. These trajectories are between randomly cho-
sen Hamiltonian configurations in the Hamiltonian parameter
space outlined in Eq. (5), where one end point lies in the «
region and the other in the fermion-pair condensate region.
Turquoise lines are used to indicate paths between the 8 and
FPC regions and black lines for trajectories between the «
and FPC regions. For the four-particle system, the trajectories
in Fig. 2(a) show significant spread over the surface of the
convex set of RDMs, which is depicted as a gray volume
in the figure. Additionally, the trajectories appear to differ
in where they become sparse, or where their speed is the
highest. This difference in the speed domain can be seen in
Fig. 2(c), which plots the speed of each of the trajectories
with respect to the spherical coordinate altitude angle ¢. The
position of maximum speed differs significantly between the
trajectories. The shapes of the speed curves also seem to differ,
with a particularly large coefficient of variation, the standard
deviation divided by the mean, for the maximum speed of the
B curves.

However, as the particle number increases to ten there is
a decrease in the variability of the trajectories. The three-
dimensional scatter plot of the curves shows a coalescing
of the trajectories with the sparsity in the black o curves
occurring in the same region, which is supported by the speed
graph, Fig. 2(d), that displays that the maximum speed is
obtained at nearly the same point for all of the curves. The
B curves also seem to become discontinuous at roughly the
same point and their speed curves seem to be converging to a
similar shape. The coefficient of variation of the maximum
speed for the « curves, ¢, is lower, and has been seen to
decrease continually for higher particle numbers indicating
that properties like the critical exponents are converging as
well. The decrease in ¢?, while more significant, has slightly
less meaning as all of the curves become discontinuous. This
discontinuity reflects symmetry breaking in the system, and
demonstrates the observation of abstract phenomena in the
RDM formalism. Additionally, this data suggests that the crit-
ical behavior of the o and 8 sets of trajectories can be roughly

characterized by a single trajectory, and in the thermodynamic
limit properties such as the critical exponents of the transition
will converge to the same value. This convergence results
from the dampening of the effect of local fluctuations on
the expectation values of the ground-state RDMs away from
critical points as the particle number increases [16].

The speeds for a single « trajectory are plotted in Figs. 3(a)
and 3(b). In these figures, the hump showing the speed grows
with the particle number, which indicates that it will likely
become discontinuous in the thermodynamic limit. Therefore,
this is the finite-particle signature of a quantum phase transi-
tion along this trajectory. The exact order of the QPT lying
along the « trajectories cannot be determined from the speed
alone, but can be discovered through more a traditional anal-
ysis of the ground-state energy. The turquoise or 8 line shows
this same acceleration to a much larger degree. The RDMs
along the S line seem to “leap” from the region of exciton
condensation to fermion condensation almost instantaneously
in the eight-particle case. This leap, as discussed before, is
an indication of symmetry breaking, and that this transition is
first order.

This leap can also be seen in Fig. 4 which shows the
same trajectories, but now in the space of the signatures of
condensation for excitons and particle-particle pairs, i.e., a
plot of A vs Ap. This plot contains a light-gray scattering of a
random sample of RDMs to illustrate the extent of the acces-
sible A region. In the four- and eight-particle cases the black
line travels through the space of RDMs along an ellipse that
simultaneously maximizes both of the A values. However, the
turquoise line for the four-particle case shows a drastic drop
in the eigenvalues along the trajectory, while the eight-particle
case skips the FEC region entirely. This demonstrates that
the FEC only exists along the « trajectory, and that only one
type of FEC exists in the thermodynamic limit of the system.
These results for the g trajectory suggest that the large positive
energy contribution of the A term in the Hamiltonian directly
conflicts with the system’s ability to become a FPC. This is
a result of two separate functions of this scattering term. The
first can be observed in Fig. 1(b), where the FPC condensate
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FIG. 2. Coalescing trajectories from EC to FPC regions. (a) and (b) illustrate several dozen trajectories between randomly chosen
Hamiltonian configurations in the parameter space outlined in Eq. (5) from the «, in black, and B, in turquoise, regions to the FPC region
for N = 4 and 10 particles, respectively. A light-gray shape illustrates the extent of the convex hull of the set of 2-RDMs. (c) and (d) show the
normalized “speed” of the points along the convex set for both groups of trajectories with respect to the altitude angle ¢ in radians for N = 4
and 10 particles, respectively. The coefficient of variation, the ratio of the standard deviation to the mean or o /i, for the maximum speed

attained along the trajectories is listed in the bottom-left corner.

region seems to lie mostly above (A) =0 as seen in the
projection into the (A)-(G) plane. This preference for FPC
to lie above (A) = 0 is likely the result of the A scattering
working cooperatively with the G pair-force term to lower
the energy, by moving pairs of particles between the paired
orbitals in the same way as the pair-force term as illustrated
in the upper half of Fig. 5. The potentially more crucial
function of the A term, however, is the connection of states
with large contributions to the W term with the pair-force
states. In other words, the A scattering provides off-diagonal
entanglement between exciton states and fermion-pair states
as seen in the bottom half of Fig. 5. When this scattering is
energetically unfavorable, as is seen in the B trajectories in
Fig. 4, there is a dip or a leap in the eigenvalues as the system
is unable to entangle the states from the two regions of con-

densation, resulting in what appears to be the formation of a
first-order phase transition between the states which minimize
W and G.

Analysis of the ground-state energy of the system as it
travels along the trajectories outlined above can be seen in
Fig. 6. These results largely confirm those already gathered
from RDM techniques, but allow for a deeper analysis of the
order of the phase transitions postulated. Figure 6(a) shows
that the second derivative of the energy along the « trajectory
is rapidly growing as the particle number increases, likely
becoming discontinuous in the thermodynamic limit. This
indicates that a second-order or higher-order quantum phase
transition is occurring between the « and FPC regions of con-
densation. While along the 8 trajectories, the first derivative
of the energy is seemingly already discontinuous even with a
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FIG. 3. Speed of the « and B trajectories. (a) and (b) show the speed of a random trajectory from those plotted in Fig. 2 for the four- and
ten-particle systems, respectively. x is the parameter for the function describing the line between the starting and final Hamiltonians of the

trajectories.

finite number of particles, which is a result of the actual level
crossing that occurs in the system (lower order derivatives of
the energy can be found in the Supplemental Material [58]).
This means that a first-order phase transition exists between
the B and FPC regions, but this was already clear from the
discontinuity of the trajectories on the RDM set.

B. Thermodynamic limit

The first-order transition can be extrapolated to the ther-
modynamic limit through analysis of the structure of the
ground-state wave functions. The B region Hamiltonians are
dominated by contributions of A — W. By diagonalizing this
term in the finite-particle limit, a clear pattern emerges in the
ground-state subspace. The ground state is doubly degenerate,
and this subspace can be characterized by wave functions of
the form

o= e (S i)
Sz o
ot1= o5
. (E;w&fﬂ)} a3)

where |¢¥) is the ith Lipkin-like wave function (a state without
occupations of both p and p + N orbitals) with k occupied
orbitals in the “upper” energy level (or k occupied orbitals
numbered greater than N) and

cEey
ey

which are equivalent to counting the number of pairs of par-
ticles in the upper (p > N) energy level. It is apparent from
the structure of the wave function that it represents an exciton
condensate because of the large variability in both the number
and location of excitations throughout the lattice.

The proposed first-order transition occurs along the path
H = A —W — G. However, it can be shown (see the Ap-
pendix) that G|v) =0 where v € |‘l/f3) ® |‘l/f). This means
that |v) is an eigenvalue for any Hamiltonian along the path.
Therefore the ground state will only change at an actual en-
ergy level crossing, as the degenerate subspace is diagonal,
and thus uncoupled, to any other energy levels. Slight pertur-
bations to the Hamiltonian from the path outlined above, only
break the degeneracy of the ground-state subspace, but do not
change its diagonal and uncoupled nature.

Similar analysis of the ground states in the o and FPC
regions reveal wave functions of the form

911 = o)
AET]
911 = (2 )
(Ep)] -
"

[Wepc) = (Z 1¥) ) (18)

where |1;) is the ith BCS-like state, meaning that if orbital
2j is occupied, then orbital 2j — 1 must be occupied as well.
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FIG. 4. X values along trajectory. (a) and (b) contain an «, in
black, and a B, in turquoise, trajectory for the four- and eight-
particle systems, respectively (the same as those in Fig. 3). The
light-gray dots are the result of a random sampling of ground-state
2-RDMs.

The « wave functions are not eigenvectors of G due to their
internal parity relying on even or odd occupation of the dif-
ferent energy levels. However, G acting on « wave functions
generates non-Lipkin-like states (see the Appendix for the
action of G on Lipkin-like states), a subset of which are BCS-
like states. This coupling between the two different ground
states, is what allows for a smooth transition (or avoided
level crossing) between the regions of the RDM. This further
confirms that if a QPT exists in the thermodynamic limit
(which as discussed in earlier sections looks likely as the

Aor G

FIG. 5. A scattering. The uppermost arrow shows a form of scat-
tering that could be due to either the pair-force G term or the A term,
while the lower arrow demonstrates how the A scattering is able to
entangle states with large contributions to the maximal eigenstates of
W with states that have large contributions to the maximal eigenstates
of the pair-force term.

finite-particle signature of the transition seems to grow
sharper with increasing particle number), it will be a second-
order or higher transition.

IV. DISCUSSION AND CONCLUSIONS

The exploration of the critical behavior of this system
brings to light several interesting revelations. Through a com-
bination of RDM techniques, a mapping of the space of
Hamiltonians to the convex set of RDMs reveals multiple
excitonic phases in the system. This color map also highlights
the regions with FEC states. Increasing the particle number
increases the curvature of the set, or increases the speed of the
trajectories traveling through the regions containing the FEC
states, resulting in the discovery of a first-order quantum phase
transition between the “B” exciton and the fermion-fermion

(a)
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FIG. 6. Derivatives of the ground-state energy along trajectory.
(a) shows the second derivative of the ground-state energy with
respect to x, for an « to FPC trajectory for the 4-, 8-, and 12-particle
systems. (b) shows the first derivative of the ground-state energy
along a B to FPC trajectory for the 4-, 8-, and 12-particle systems.
These are the same trajectories as those shown in Fig. 3.
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condensate regions, and a second-order transition between the
“a” exciton and FPC regions. Using the RDM set as a guide, it
is possible to apply a more traditional wave function analysis
to the transitions. The characteristic ground-state wave func-
tions for each of the regions are then used to extrapolate the
behavior of the system at the thermodynamic limit confirming
the existence of the QPTs.

Several interesting questions still remain about the system.
The first concerns the behavior of the system at nonzero
temperature. How resilient are the condensates to temperature,
and do novel phases emerge? Additionally, would constrain-
ing the BCS and LMG terms to a limited spatial area, to make
the interactions more applicable to common crystal systems,
completely suppress condensation? This would require defin-
ing a specific lattice shape, and with the BCS term it might
be possible to generate zero-energy edge states in the system
much like the Kitaev chain. As two different symmetries, L
and even/odd parity, seem to dominate the system, perhaps
these could be used to generate symmetry-protected topologi-
cal states.

An experimental realization of this material may be able
to take advantage of the finding that the FEC region lies
between fermion-fermion pair and exciton condensate phases.
This suggests that one route to an FEC material is placing
an excitonic material, like a bilayered system or a gapped
system [59], on a bulk superconductor. Ideally, this bilayered
system would also be able to exhibit superconductivity in
some regimes (a possible candidate being twisted graphene).
The superconducting character of the heterogeneous system
could then be potentially controlled by varying the tempera-
ture of the system or by inducing a voltage along the junction
of the materials. By lowering the temperature or increasing
the voltage, the bulk superconductor will begin to donate a
greater number of Cooper pairs into the bilayer, and poten-
tially increase the superconducting character of the bilayer
until it exhibits FEC. Studying simple composite systems
computationally will increase our theoretical understanding of
this novel form of condensation and help build the framework
necessary for an experimental realization of fermion-exciton
condensation.
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APPENDIX: THERMODYNAMIC LIMIT

The proposed first-order QPT arises from the symmetry
of the degenerate ground state in the B exciton region. This
symmetry, L [Eq. (14)], which swaps the sign of states with
upper (orbital number > N) occupation values differing by 2,
preserves the degenerate subspace in the FPC region, domi-
nated by G. This can be proven by differentiating the basis
functions given in the paper, with new quantum numbers,
which allow for an easier analysis of the effect of G on the
wave functions.

With these new quantum numbers, |\If{3 ) can be defined as

N/2  N/2—j
|W>=c1( >y |i,j>L—|i+1,j>L>

j=0,2,...i=0,2,...
N/2 N/2—j

ro( X X i) @
j=1.3,...i=0,2,...

where |i, j); is a Lipkin-like wave function (i.e., orbitals p
and p + N cannot be occupied simultaneously), i is the num-
ber of occupied adjacent orbitals (2p, 2p — 1) where p > N,
and j is the number of Lipkin-like pairs where (2p,2p —
1+ N)or (2p+ N,2p — 1) are occupied. It should be noted
that the first and second terms contain wave functions with
even and odd occupations of the upper energy level, respec-
tively. For any i and j, there are (Nj/,z) (">~/) arrangements
of particles in the lattice which satisfy these conditions, and
li, j); is an equal and positive superposition of all of these
configurations.

Recall that G is only able to move pairs of particles occu-
pying (2k, 2k — 1) orbitals, therefore it cannot act on particles
forming Lipkin-like pairs. This means j is unaffected by the
BCS operator. Applying G to a |i, j), results in a new super-
position:

Gli, )y =Gr i, ), +Gfli+ 1, j), + Gy li—1, ),
+ Gy i, iy + G;L li+1, j)ne

+ Gy li =1 j)ne s (A2)

where |i, j)y; 1S a state with one set of occupied or-
bitals 2p,2p —1,2p+ N,2p — 1 4+ N), which is a state not
found in the traditional LMG model. These non-Lipkin-like
conditions result in (Nj/z) (AN (M) possible
arrangements of particles in the lattice which are also summed
in an equal superposition to generate the wave function
|7, j)yr- It can be rationalized that the G terms are determined
by the following relationship:

= _ DU NDET)

—_ N . . ’ (A3)
L/NL D(i = 1/1, j)n1)

where D(|i, j)) is the number of arrangements of particles
in the lattice which satisfy i and j (given above), and E is
the number of arrangements any specific configuration that
satisfies i and j can be excited/de-excited to. E must be the
same for every arrangement of the same i and j. It is easy
to rationalize this fact for Lipkin states going to Lipkin states
as the number of excitations/de-excitations is exactly equal
to the number of BCS pairs in the lower/upper energy levels
(changing the occupied orbital label by £N). This number, i
or N — i — j, must be the same for any of the arrangements of
particles in the lattice, which compose |, j); .
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Solving this equation for the various values of G reveals
Gli, jyp =N = DIi, j)y
+G@+DIi+1, ),
+WN—-j—i+1DI]i—1,j)
+210i, jine
+li+ 1 jne
+li—1 jne- (A4)

Finally applying these terms to G acting on |W):
GIW)=GC-— i+ 1, )+ )y —li—=1,j)p)
=+ {-IN—j—-G+D+1]
+WN =) =i}l )
+(=142=Dli, jlyp +--- =0 (AS)

demonstrates that |\IJ{3 ) is an eigenvalue of G. The exact same
arguments can be applied to |‘-I-ff ), and therefore G |v) = 0.
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