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Motivated by recent experimental observations of correlated metallic phases and superconductivity in rhombo-
hedral trilayer graphene (RTG), we perform an unbiased study of electronic ordering instabilities in hole-doped
RTG. Specifically, we focus on electronic states energetically proximate to Van Hove singularities (VHSs), where
a large density of states promotes different interaction-induced symmetry-breaking electronic orders. To resolve
the Fermi surface near VHSs, we construct a fermionic hot-spot model and demonstrate that a perpendicular
electric field can tune different nesting structures of the Fermi surface. Subsequently, we apply a renormalization
group analysis to describe the low-energy phase diagrams of our model under both short-range repulsive
interactions as well as realistic (long-range) Coulomb interactions. Our analysis shows instabilities towards
either intervalley coherent metallic phases or superconducting phases. The dominant pairing channel depends
crucially on the nature of Fermi surface nesting—repulsive Coulomb interaction favors spin-singlet d-wave
pairing for relatively small displacement field and spin-singlet i-wave pairing for larger displacement field. We
argue that the phase diagram of RTG can be well-understood by modeling the realistic Coulomb interaction
as the sum of repulsive density-density interaction and ferromagnetic spin-triplet intervalley coherence (IVC)
Hund’s coupling, while phonon-mediated electronic interactions have a negligible effect on this system, in sharp
contrast to twisted graphene multilayers.
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I. INTRODUCTION

The recent observations of superconductivity and spin-
valley symmetry broken phases in rhombohedral trilayer
graphene (RTG) [1–3] establish it as an interesting platform
for studying strong electronic correlations in graphene-
based materials [4,5]. Previous studies on twisted multilayer
graphene have found a rich phase diagram, including robust
superconductivity, arising from enhanced electronic interac-
tions due to the large density of states (DOS) in the flat bands
hosted by these materials [6–16]. Compared to such moiré
graphene systems, RTG samples are remarkably clean and
free from local strains; thus RTG is much more accessible and
reproducible experimentally [17], while still featuring a high
electronic DOS under a large vertical electric field (also called
a displacement field). More specifically, the band structure of
RTG contains Van Hove singularities (VHSs) with divergent
DOS in the vicinity of charge neutrality [18], near which sev-
eral isospin (spin/valley) polarized metallic phases have been
found via quantum oscillation measurements [1,2]. There are
two superconducting phases (SC) at the phase boundary of
two distinct isospin symmetry-broken phases. In particular,
the large region of the so-called SC1 phase appears to be
a spin-singlet SC closely proximate to a spin-unpolarized
symmetry-breaking metallic phase [2].

Among many theoretical proposals [19–28], one promis-
ing pairing mechanism of the superconductivity in multilayer

graphene systems is the Kohn-Luttinger mechanism that
drives the initial repulsive electron interaction to change sign
[29,30]. Using the renormalization group (RG) approach,
prior study in Ref. [24] identified spin-singlet and spin-triplet
superconductivity in RTG in different parameter regimes.
However, the pairing symmetry of the SC phase remains
unclear since the RG approach in Ref. [24] lacked further
resolution of the Fermi surface within each valley, e.g., s, d or
p, f wave pairing could not be distinguished. Moreover, the
consequences of two distinct forms of symmetry-allowed in-
tervalley Hund’s coupling, namely, the spin Hund’s coupling
[24] and the inter valley coherence (IVC) Hund’s coupling
[19] proposed in the previous works are different and yet to
be determined beyond perturbative considerations. In spite of
their similar appearance, they can have a drastically different
impact on the physical phase diagram, e.g., by favoring differ-
ent pairing symmetries.

In this work, we use the hot-spot renormalization group
developed in Ref. [31] as well as other subsequent works
[32,33] to study the infrared phases of hole-doped RTG at
doping close to the VHSs under different types of electron
interactions. While previous studies often assumed a hierar-
chy of interaction scales, our RG approach enables us to treat
all symmetry-allowed interaction vertices on an equal footing.
Within our hot-spot model, we find that the perpendicular
electric field can tune between three distinct nesting structures
of the Fermi surfaces. For each scenario, we develop a system-
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atic approach to generate RG equations that respect the space
group (lattice) and isospin (spin/valley) symmetries. We find
that ferromagnetic (antiferromagnetic) spin-Hund’s coupling
favors spin-triplet f -wave (spin-singlet s-wave) pairing, while
ferromagnetic spin-triplet IVC Hund’s coupling favors spin-
singlet d/i-wave pairing depending on the nesting structure.
The ferromagnetic spin-singlet IVC Hund’s coupling favors
either spin-singlet IVC ordering or spin-triplet p, f ′-wave
pairing depending on the nesting structure.

General understanding of electronic instabilities from RG
flows in hand, we consider the physically relevant interaction
vertices in RTG. To this end, we project the realistic Coulomb
interaction onto the interaction vertex basis. We find that it
is a combination of a repulsive density-density interaction
and a small ferromagnetic spin-triplet IVC Hund’s coupling,
which favors spin-singlet d/i-wave pairing for different nest-
ing structures. We also consider phonon-mediated electronic
interaction, which takes the form of an attractive density-
density term. However, in RTG it is parametrically quite
weak compared to the Coulomb interaction. Therefore, when
we take into account both Coulomb repulsion and phonon-
mediated attraction as bare interactions in the renormalization
group analysis, the weak phonon-mediated interaction gets
dominated by the repulsive density-density interaction part
of the strong Coulomb term, and the effect of the phonon-
mediated interaction is negligible. Consequently, the infrared
fate of RTG is always characterized by a spin-singlet d/i-wave
superconductor.

The remainder of this paper is organized as follows. In
Sec. II, we present the Hamiltonian that determines the band
structure of RTG and then projects the Hamiltonian to the
Fermi pockets in the vicinity of VHSs. We discuss the nesting
structures of these Fermi surfaces and the various resulting
instabilities in Sec. II B. In Sec. III, we present a systematic
way to represent the four fermion interactions with respect to
lattice symmetry and spin/valley symmetry by constructing
the interaction vertex basis in Sec. III A. We discuss different
types of local interactions, especially the spin Hund’s and
IVC Hund’s coupling in Sec. III B and realistic Coulomb
and phonon mediated electron interaction in Sec. III C. The
hot-spot RG is introduced in Sec. IV, and the procedure to
generate RG equations is presented in Sec. IV A. We present
the infrared phase diagrams under these interactions and dis-
cuss the effect of each interaction term in Sec. IV B. Finally,
we conclude in Sec. V with a summary of our main results
and an outlook for future experiments.

II. BAND STRUCTURE AND HOT-SPOT MODEL

Rhombohedral trilayer graphene (RTG) consists of three
layers of graphene with ABC-stacking. Its electronic band
structure is accurately modeled by six-band model per val-
ley and spin [18,34,35]. However, the low-energy electronic
states that are the most relevant to the various ordering
instabilities can be described well by a relatively sim-
pler two-band model. In the following calculations, we
focus on the two-band model, which captures essential low-
energy features of the more complicated six-band model.
The electronic states near Fermi level mainly reside on top
A1 and bottom B3 sites, the effective two-band model is,

FIG. 1. (a) Unit cell of RTG, where the B1/A2 and B2/A3 are
strongly hybridized such that the active sublattices A1/B3 form a
triangular lattice. (b) Fermi surfaces around K (red) and K ′ (blue)
valley, the momentum Kτα , Q are illustrated schematically. (c) Den-
sity of state (DOS) vs the chemical potential in the two band model
with displacement field ud = 30 meV. Insets show the K valley
Fermi surfaces at the corresponding doping level. The annular Fermi
surface transitions to Fermi pockets via the Van Hove singularity.
[(d)–(f)] Fermi surfaces with VHSs under different displacement
fields ud . The generic Fermi surface (e) at ud = 30 meV only has
Cooper pairing. The Fermi surface (d) at ud ≈ 26 meV has additional
particle-particle nesting as shown in (g), where the Fermi surfaces
near VHS 1, 6 in the K valley (or K1 and K ′6) overlap under the
translation. (f) at ud ≈ 34 meV has additional particle-hole nesting
as shown in (i), where the Fermi surfaces near K1, K6 (or K1, K ′6)
share the same edge. (h) Patches around the hot-spots which are used
to implement the renormalization group calculation, the momentum
relative to the hot-spot is p.

H0 = ∑
τ,k,s,σ c†

τksσ [hτ (k)]σ,σ ′cτksσ ′ , where c†, c are electron
creation and annihilation operators, respectively, τ = K/K ′
labels valley, s =↑ / ↓ labels spin and σ = A1/B3 is the sub-
lattice index and related to the top/bottom layer as shown
in Fig. 1(a). The full form of the two-band Hamiltonian
can be found in Appendix A. The Hamiltonian contains two
model parameters: the displacement field ud (the perpendicu-
lar electric field) and the total chemical potential μ, which are
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experimentally tunable by applying different gate voltages in
a dual gate setup.

At a fixed displacement field ud , upon hole doping, the
spin-degenerate Fermi surface in each valley transitions from
three (or six) pockets related by C3 rotation to an annular
Fermi surface through a Van Hove singularity (VHS) where
the density of states (DOS) diverges logarithmically, as shown
in Fig. 1(c). The most significant contributions to the diverg-
ing DOS come from the electronic states around the band
dispersion saddle points in the momentum space where the
Fermi pockets touch and merge together to form the annular
Fermi sea. These saddle points will also be referred to as
hot-spots or ordinary Van Hove singularity points (VHSs)
[36], where the adjective “ordinary” is to indicate that they
are not higher-order VHSs [36]. In RTG, there are typically
six hot-spots per valley.

Various low-energy instabilities, such as superconductivity
and spin-valley symmetry breaking order, can arise from the
almost-degenerate electronic states around these hot-spots.
Indeed, experiments found that the superconductivity occurs
proximate to the isospin breaking phase on the hole-doped
side, where the chemical potential rests in the regime between
the annular Fermi surface and the disjoint Fermi pockets, i.e.,
near the VHSs. To investigate the instabilities caused by these
hot-spots, for any given displacement field ud , we fine-tune
the chemical potential μ to the energy level of VHS, and
perform a hot-spot renormalization group (RG) analysis.

A. Hot-spot model

We denote the momentum space location of the αth VHS
in valley τ by Kτα (α = 1, 2, . . . , 6, τ = K, K ′). The Brillouin
zone momentum k can then be decomposed as k = Kτα + p,
where p is the momentum relative to the VHS. The low-
energy effective Hamiltonian can be obtained by projecting
the two-band Hamiltonian onto the valence band and expand-
ing around these VHSs,

H0 =
∑

τ,α,p,s

ψ†
ταpsε

τα
p ψταps, (2.1)

where ετα
p is the energy dispersion near the VHS labeled by

the valley index τ and the hot-spot index α, and ψταps are
the Bloch electron creation and annihilation operator such
that c†

τksσ = u∗
τks(σ )ψ†

τks, with u∗
τks(σ ) being the Bloch wave-

function of the valance band which is relevant to hole-doped
RTG. To the leading order of p, the energy dispersion ετα

p =
(tτα

+ · p)(tτα
− · p) takes the general form of a hyperbolic sur-

face, where tτα
± specifies the tangent directions of the two

crossing Fermi surfaces near the hot-spot.

B. Nesting structures of the Fermi surface

The Fermi surface nesting structure crucially affects the
type of leading instability. Here we investigate three repre-
sentative nesting structures of the Fermi surface at the VHS
in the valence band of the RTG system, which correspond
to ud ≈ 26, 30, and 34 meV, respectively. Since the contri-
bution to low-energy physics is dominated by electrons near
the VHSs, the nesting we considered here only concerns the

Fermi surfaces very close to the VHSs, where linearized dis-
persion is a good approximation for ordinary VHSs.

As shown in Fig. 1(e), the generic Fermi surface within
the experimental parameter regime can be represented by
ud ≈ 30 meV, which contains six hot-spots per valley. The
hot-spots in opposite valleys are related by time-reversal sym-
metry. The generic case does not have any nesting, therefore,
the only diverging channel is the Cooper pairing channel.

There are two special cases, when ud ≈ 26 meV, Figs. 1(d)
and 1(g) shows Fermi surfaces around hot-spots 1, 6 and other
symmetry related pairs overlap with each other, this causes
additional diverging susceptibility in the particle-particle
channel with momentum transfer that connects K1, K6 or
K1, K ′6. The effect of this particular nesting is different from
the Cooper pairing since this type of particle-particle nesting
connects more pairs of VHSs, therefore, it opens the possi-
bility to have superconductivity with less symmetry. We will
show in some parameter regimes of the fermion interactions,
that the infrared phases would be p-wave pairing and d-wave
pairing.

Additionally, Figs. 1(f) and 1(i) shows the six hot-spots
are related by an emergent C6 rotation symmetry when ud ≈
34 meV, the Fermi surface around 1, 6 in K valley and other
symmetry related pairs share the common edge, which causes
diverging susceptibility in the particle-hole channel and favors
charge ordering. Indeed, in some parameter regimes, the IR
phase appears to be the spin-singlet intervalley coherent state
(IVC), which microscopically corresponds to a charge density
wave.

III. INTERACTION VERTICES

The electrons in the system can interact with each other
via the Coulomb interaction or other interactions mediated by
fluctuating bosonic fields, such as phonons. Those interaction
terms can be generically written as four-fermion interac-
tion. As discussed in the previous section, only the electrons
near the VHS will contribute most to low-energy physics.
We assume the general interaction term is projected to the
closet hot-spots. Therefore the interaction vertices do not have
continuous momentum dependence. Due to momentum con-
servation, four fermion interaction vertex will be generally
labeled by three hot-spot momenta, as V (Kτ1α1 , Kτ2α2 , Kτ3α3 ),
where Kτα denotes the momentum of the hot-spot α in τ

valley.

A. Interaction vertex basis

The interaction vertices in the Hamiltonian should obey
the global symmetries of the system. Besides the momentum
conservation, the system also have reflection symmetry with
respect to x-axis Rx(kx, ky) = (kx,−ky), time reversal symme-
try T (kx, ky ) = (−kx,−ky ), and threefold rotation symmetry
C3 which can be enlarged to C6 in the special case of
ud ≈ 34 meV. These discrete symmetries relate to different
hot-spots. Then the interaction vertices should be identified
if they are related by symmetries, V (Kτ1α1 , Kτ2α2 , Kτ3α3 ) =
V (gKτ1α1 , gKτ2α2 , gKτ3α3 ), ∀g ∈ G, where G = T × Rx ×
C3/6. We omit the fourth momentum since it is fixed
by momentum conservation. Under this identification, the
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FIG. 2. Various interactions are projected onto interaction basis, the colored squares refer to the coefficients. The coefficients of each
interaction vertex are normalized such that the maximal absolute value is 1. There are five categories of the interaction vertices, the first and
second categories are intravalley processes, and the last three categories are intervalley processes. Intra-V Phonon stands for the phonon-
mediated intravalley electron interaction, which is 10−3 times the Coulomb interaction.

non-equivalent interaction vertices can be labeled by represen-
tatives among the momentum conserved interaction vertices,
and the group action of G on these representatives forms the
orbits of the representatives in the group theory sense.

The low-energy Hamiltonian also possesses valley U(1)
particle number conservation symmetry, and spin SU(2)
symmetry which can be broken down to spin U(1), for ex-
ample, in presence of easy-axis or easy-plane anisotropy.
When adding back the spin indices to interaction vertices,
the interaction vertices obeying the spin U(1) and valley
U(1) symmetry fall into 9 categories, as labeled by ηs, ηv =
{(1, 1), (1,−1), (−1, 1)},

(3.1)

where −τ,−s refer to the opposite valley or spin. We sys-
tematically enumerate all the interaction vertices obeying
the lattice symmetry G, spin U(1), and valley U(1) symme-
tries. For six hot-spots per valley, there are 99 inequivalent
interaction vertices, and they span the space of interaction
vertices. However, they are not linearly independent, for ex-
ample, ψ

†
4 ψ

†
3 ψ2ψ1 is equal to −ψ

†
3 ψ

†
4 ψ2ψ1. By Gaussian

elimination, we obtain 43 linearly independent basis elements,
the details can be found in Appendix B. These 43 linearly
independent basis elements span the space of momentum con-
served interaction vertices with respect to discrete symmetries
and at least spin U(1), valley U(1) symmetry. The set of
interaction vertices in presence of enhanced symmetry, e.g.,
spin SU(2) symmetry, then corresponds to a special subspace
in this space of interaction vertices. In the RG calculation,
we will keep track of the flow of these 43 interaction vertices
among the hot-spots.

The linearly independent interaction vertex basis can be
grouped into five categories as shown in Fig. 2. The first
two categories are intravalley processes, where the first one
also keeps the spin indices. Due to the anti-symmetry of the
interaction vertices and the fixed valley, spin indices, the only
possible process in the first category corresponds to a finite
momentum process among four different hot-spots. The sec-
ond category corresponds to local intravalley density-density
interactions. The last three categories are intervalley scattering
processes with and without spin-flips.

B. Hund’s coupling and other interactions

Among the four-fermion interactions, the intervalley
Hund’s coupling Eq. (3.3) is essential for determining the
isospin symmetry-breaking phase [1,2]. Moreover, a ferro-
magnetic Hund’s coupling is consistent with spin-polarized
phases found in the phase diagram of RTG. Short-range
density-density interactions, like an on-site Hubbard interac-
tion, can give rise to intervalley Hund’s coupling [19].

Before analyzing realistic Coulomb interaction and
phonon-mediated interaction, we first build intuition from the
local interaction whose strength is uniform in the momentum
space, namely the coupling constant does not depend on the
momentum transfer. The are two versions of Hund’s couplings
in the existing literature: the spin Hund’s coupling

HJ = −JH

∑
q

SK (q) · SK ′ (−q), (3.2)

where Si
τ (q) = ∑

k,ss′ ψ
†
τk+qsσ

i
ss′ψτks′ ; and the intervalley co-

herence (IVC) Hund’s coupling

HJ̃ = −J̃H

∑
q

I(q)† · I(q), (3.3)

where I i(q) = ∑
k,ss′ ψ

†
K ′k+qsσ

i
ss′ψKks′ . The IVC Hund’s cou-

pling can be derived from the short-range component of the
Coulomb interaction [19]. One can view this Hund’s coupling
as a projection of density-density interaction onto the valence
band. Both forms of Hund’s coupling break the independent
spin rotation symmetries in each valley SU(2)s

K × SU(2)s
K ′

down to physical spin SU(2)s symmetry.
Besides the Hund’s couplings, symmetry allowed interac-

tions also include the intravalley density-density interaction

HU = U
∑
τ,q

nτ (q)nτ (−q), (3.4)

where nτ (q) = ∑
ks ψ

†
τk+qsψτks; and two forms of intervalley

density-density interactions

HV = V
∑

q

nK (q)nK ′ (−q), (3.5)

HṼ = −Ṽ
∑

q

I0(q)†I0(q), (3.6)
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where I0(q) = ∑
ks ψ

†
Kk+qsψK ′ks. HṼ describes the ferromag-

netic spin-singlet IVC Hund’s coupling when Ṽ > 0.
The set of {U, JH ,V } and {U, J̃H , Ṽ } in the hot-spot model

are related by Fierz identity, and the interaction strengths are

related by (J̃H , Ṽ )ᵀ = (1/2 3/4
−1 1/2

)
(JH ,V )ᵀ. As shown in Fig. 2,

one can check that the linear combination of JH ,V gives rise
to J̃H , Ṽ . Based on these considerations, we can write down
the following model interaction:

HUṼJ̃
int = HU + HṼ + HJ̃ . (3.7)

Compared to realistic Coulomb interaction and phonon-
mediated interaction, the model interaction HUṼJ̃

int is short-
ranged and does not take the momentum-space form factor
into account. Nevertheless, as we will show in the rest of the
paper, this simple interaction still captures all the essential
physics of leading instabilities in the hot-spot model.

C. Coulomb and phonon mediated interaction

We will also consider the more realistic Coulomb inter-
action and phonon-mediated interaction between electrons in
RTG. The Coulomb interaction is a density-density interaction
with both intra and intervalley components,

HC = 1

2A

∑
τ,τ ′,q

V (q + (τ ′ − τ )Q) : ρττ ′ (q)ρτ ′τ (−q) :, (3.8)

where :: denotes normal ordering, Q is the momentum transfer
between two valleys (upto reciprocal lattice vectors), A is the
sample area, V (q) = e2 tanh(|q|D)/(2ε|q|) is the dual gate-
screened Coulomb interaction with gate-sample distance D,
and

ρττ ′ (q) =
∑
ksσ

c†
τksσ cτ ′k+qsσ =

∑
ksσ

λττ ′
qσ (k)ψ†

τksψτ ′k+qs (3.9)

is the Fourier component of the electron density operator,
with λτ,τ ′

qσ (k) = 〈uτ,k|Pσ |uτ ′,k+q〉 being the sublattice projected
form-factor.

In RTG, the most relevant phonon mode is the in-plane lon-
gitudinal acoustic (LA) mode. Since the primary effect of the
in-plane intervalley optical mode at low momenta is to couple
to electrons by distorting the AB bond in each graphene layer,
the lack of any spectral weight of the electrons in the valence
band on both A and B sites within a single layer implies that
the coupling to such a phonon mode is strongly suppressed
(see Appendix C 1 for details).1 Starting from the Fröhlich
Hamiltonian and neglecting retardation effects, we can obtain
the electron-electron interaction mediated by LA phonons as

HP = − 1

2A

∑
τ,τ ′,q

1

2ρω2
q

: η(q)η(−q) :, (3.10)

where ωq = c|q| is the phonon energy, and

η(q) =
∑
τksσ

Mk,q
(
λττ

qσ (k)
)∗

ψ
†
τk+qsψτks (3.11)

1A more general symmetry analysis can be found in Ref. [37].

with Mk,q = α|q| being the electron-phonon coupling matrix
element. Taking α = 3.25 eV, cLA = 21.2 × 103 m/s, and
ρ = 7.6 × 10−7 kg/m2 from ab initio calculations [38,39],
we find that the phonon mediated interaction is parametrically
much weaker than the Coulomb interaction.

If we consider projecting the realistic Coulomb interaction
and phonon-mediated interaction between electrons to the
interaction basis discussed earlier, the Coulomb interaction is
similar to the sum of a repulsive density-density interaction
(both intravalley and intervalley) and a small ferromagnetic
spin-triplet IVC Hund’s coupling, i.e., HC ∼ HU + HV + HJ̃ ,
while the phonon mediated interaction is similar to the sum
of an attractive intravalley and intervalley density-density
interaction, i.e., HP ∼ −HU − HV (Fig. 2). However, the
strength of the phonon-mediated interaction is relatively small
and it barely modifies the density-density interaction part of
the Coulomb interaction, therefore, we neglect the effect of
phonon-mediated interaction in the following analysis.

IV. RENORMALIZATION GROUP ANALYSIS

To explore the interaction effects, we follow the Wilsonian
renormalization group approach, starting with the Hamilto-
nian in Eq. (2.1) with bare four-fermion interactions at UV
cutoff �UV, and gradually integrating out the high energy
modes to get the effective action at the running energy scale
�. The bare interactions will be dressed by one-loop correc-
tions and their strengths depend on the running energy scale
�. At a certain critical energy scale �c, some interaction
may diverge and lead to corresponding instabilities, or if no
interaction diverges, then the system remains in Fermi liquid
phase. To implement the RG, we consider patches around
the hot-spots as shown in Fig. 1(h), assuming that the main
contribution of the low-energy physics comes from electronic
states inside the patches since the DOS near these hot-spots
diverges as ρ(�) ∼ ln(�UV/�).

We assume the Fermi surface is not changed under RG,
namely, the self-energy correction is neglected. To study dif-
ferent bare interactions at the UV cutoff �UV, we derive
the one-loop RG equation for the coefficients of the inter-
action vertex basis introduced in Sec. III A. Then the bare
interactions at the UV cutoff are represented in terms of the
interaction vertex basis, the coefficients are the initial condi-
tion of the RG equation.

A. Renormalization group equation

It is convenient to use Majorana fermion basis ψi = χi,1 +
iχi,2 in the calculation (i stands for the generic label of the
valley, hot-spot and spin), because the interaction vertices of
Majorana fermion are totally antisymmetric, it will reduce the
number of Feynman diagrams we need to evaluate in the one-
loop calculation. The general interaction term is expressed as
VABCDχAχBχCχD, where the capital letter index refers to the
combined index of the valley, hot-spot, spin and particle/hole
indices of Majorana fermion,

χA =
[

K
K ′

]
⊗ [α = 1 ∼ 6] ⊗

[↑
↓
]

⊗
[

Rec
Im c

]
. (4.1)
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FIG. 3. The interaction vertex in Majorana fermion basis is rank-
4 totally antisymmetric tensor denoted by the cross with a solid
black dot. The parallel two lines represent the susceptibility, which
can be viewed as a tensor product of two propagators. The single
one-loop diagram is equivalent to five one-loop diagrams in the
complex fermion basis, since particle/hole are on equal footing in
the Majorana basis and the projection matrices in the susceptibilities
enforce the contribution from correct channels.

As shown in Fig. 3, the one-loop correction for the interaction
vertex VABCD is simply,

dVABCD(�)

d�

= −VABC′D′ (�)
d[χMaj(�)]C′B′;D′A′

d�
VA′B′CD(�), (4.2)

where duplicate indices are contracted automatically, and the
energy scale dependent susceptibility in Majorana basis is the
summation of susceptibility in particle-particle channel and
particle-hole channel with projection matrices. More explic-
itly, the susceptibility in Majorana basis carries the indices
[χMaj(�)]CB;DA ≡ [χτα,τ ′α′

Maj (�)]cb;da where lower case letters
run over spin and particle/hole indices, the susceptibility
in Majorana basis is decomposed as, χMaj = χτα,τ ′α′

pp Ppp
cb;da +

χτα,τ ′α′
ph Pph

cb;da, with Ppp/ph
cb;da = [(σ 00

cb ⊗ σ 00
da ± σ 02

cb ⊗ σ 02
da )/2] and

σ i j is the Kronecker product of Pauli matrices σ i and σ j . We
note that the contraction of this single one-loop diagram is
equivalent to the usual five one-loop diagrams in the complex
fermion basis, because the projection matrices and totally
antisymmetry of the interaction vertex in Majorana fermion
basis automatically take care of the symmetry factors and
contributions from various channels. This enables us to use
a computer program to generate the RG equations for all the
43 linearly independent interactions more reliably.

The susceptibilities with momentum transfer relating to
two hot-spots are given by

χτα,τ ′α′
pp (�) =

∑
p

nF
(
ετα

p

) − nF
( − ετ ′α′

−p

)
−ετα

p − ετ ′α′
−p


(∣∣ετα

p + ετ ′α′
−p

∣∣ − �
)
, (4.3)

χτα,τ ′α′
ph (�) =

∑
k

nF
(
ετα

p

) − nF
(
ετ ′α′
−p

)
−ετα

p + ετ ′α′
−p


(∣∣ετα

p − ετ ′α′
−p

∣∣ − �
)
, (4.4)

where (x) is the step function, nF (ε) is the Fermi-Dirac dis-

tribution, in the zero-temperature limit, nF (ε)
T →0−−→ (−ε).

The second line of each term is used to impose the infrared
running cutoff �. More details of the derivation can be found
in Appendix D.

Without any nesting of the Fermi surface, the susceptibility
in particle-particle channel with two VHSs at opposite mo-

menta and different valleys always diverges as χKα,K ′α
pp (�) ∼

ρ(�) ln(�), which is the Cooper pair susceptibility. It is
convenient to define the RG scale y to be the Cooper pair

susceptibility, such that
dχKα,K ′α

pp (y)
dy = 1 by definition. If the

Fermi surface has other nesting, then the corresponding sus-
ceptibility χ satisfies dχ

dy is constant, otherwise, dχ

dy ∼ y−1/2.
Similar to using symmetry to relate interaction vertices, the

susceptibility among symmetry related pairs of VHSs should
be the same. The independent susceptibilities for different
displacement fields are shown in Appendix D 5.

As explained at the beginning of this section, we can ex-
press the RG equation Eq. (4.2) in terms of interaction vertex
basis in Sec. III A, by VABCD(y) = vi(y)ui

ABCD, where ui
ABCD

denote the fixed interaction vertex basis, and vi(y) are their
corresponding coefficients (coupling strengths) which flows
with the RG scale y. The RG equation for the coefficients
reads as

dvi(y)

dy
= −C jk

i v j (y)vk (y), (4.5)

C jk
i = u j

ABC′D′χ
Maj
C′B′;D′A′uk

A′B′CDgil u
l
DCBA, (4.6)

where repeated indices are contracted, and the metric gi j is the
inverse of gi j = ui

ABCDu j
DCBA. Equation (4.5) basically states

the one-loop correction of the interaction vertex is given by
the operator product expansion of two other interaction ver-
tices, the OPE coefficient is given by C jk

i in Eq. (4.6).
The bare interaction VABCD(yUV)χAχBχCχD at the UV cut-

off �UV sets the initial condition for the RG equation,

vi(yUV) = VABCD(yUV)gi ju
j
DCBA. (4.7)

Under the RG flow, if all the coupling vi(y) flow to zero,
then the interaction V is an irrelevant perturbation, the system
remains in the Fermi liquid phase. However, if some of the
couplings diverge at the critical RG scale yc, we can stop
the RG equation and obtain the infrared diverging interaction
vertex VABCD(yc) = ∑

i vi(yc)ui
ABCD. The infrared diverging

interaction vertex can be viewed as a matrix and each entry
corresponds to the fermion bilinear, then the eigenvector of
the leading eigenvalue of such matrix is precisely the order
parameter of the corresponding instability. Alternatively, the
corresponding instability is measured by the fermion bilin-
ear operator which on condensation results in the maximum
energy gain for the system, more details are presented in
Appendix D 6.

B. Phase diagram

The bare interactions discussed in Sec. III B will cause
different instabilities under the RG flow. To better under-
stand their behaviors, we first focus on the toy model with
local interaction terms {U, J̃H , Ṽ }. Since the real Coulomb
interaction can be modeled as the combination of intravalley,
intervalley density-density interaction, and ferromagnetic spin
triplet IVC Hund’s coupling, we consider the two-dimensional
phase diagram with U = J̃H = J̃ and Ṽ associated with the
following interaction,

Hint = HU + HJ̃ + HṼ (4.8)
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FIG. 4. [(a)–(c)] Phase diagrams in the J − Ṽ plane with displacement field ud ≈ 26, 30, 34 meV and U = J̃H = J . The spin configura-
tions of the superconducting order parameters are labeled by S = 0 for spin-singlet and S = 1 for spin triplet. There are only superconducting
phases when ud ≈ 26, 30, but positive J̃H and Ṽ in (a) favor d-wave or p-wave superconductivity when ud ≈ 26 meV due to the additional
particle-particle nesting as shown in Figs. 1(d) and 1(g). Positive J̃H and Ṽ favor spin singlet IVC order ψ†

K,1ψK ′,6 when ud ≈ 34 meV in (c) due
to the additional particle-hole nesting. (g)–(l) show various pairing symmetries appearing in the phase diagram, the pairing symmetry is with
respect to the � point. The red and blue dots refer to the VHSs in K and K ′ valleys respectively. i and f ′ pairing have relative π phase rotation
within the pair of VHSs. d-wave and p-wave pairing are two dimensions representations and the relative phases within the pair of VHSs are
2π

3 . (h) and (l) are calculated when ud = 30 meV, others are calculated when ud ≈ 26 meV. (d)–(f) show the phase diagrams with realistic
Coulomb interaction EC .

The system with bare interaction at the UV level will flow
to different stable IR phases under the renormalization group
flow. We find the bare interactions in the J̃-Ṽ plane will lead
to different IR phases as shown in Figs. 4(a)–4(c) with ud ≈
26, 30, 34 meV.

As shown in Figs. 4(a)–4(c), the different superconducting
phases and singlet IVC phase compete with each other. The
pairing symmetries are always defined by the winding of
the pairing order parameter with respect to the � point [see
Figs. 4(g)–4(l) for an illustration of different pairing sym-
metries]. All the phase diagrams contain spin-triplet f -wave
superconductivity and spin-singlet s-wave at the bottom and
top-left of the phase diagrams. These two phases are separated
by a line corresponding to the change from ferromagnetic
spin-Hund’s coupling JH to antiferromagnetic spin-Hund’s
coupling −JH . As discussed in Sec. III B, the phase diagram
tuning parameters J̃H and Ṽ are related to the intervalley
spin Hund’s coupling JH and the intervalley density-density
interaction V by a linear transformation, and J̃H − 3

2Ṽ > 0
corresponds to the ferromagnetic spin Hund’s coupling, which
covers the spin-triplet f -wave superconducting phase. On the
other hand, J̃H − 3

2Ṽ < 0 favors spin-singlet s-wave pairing
due to the antiferromagnetic spin Hund’s coupling.

For the phases to the right of the phase diagrams, it is rather
unusual that the positive J̃ with small Ṽ , corresponding to
the ferromagnetic IVC Hund’s coupling, favors spin-singlet
pairing i-wave or d-wave. As explained in Ref. [19], and
in analogy to the cases in cuprates and magic angle twisted
bilayer graphene [31,40,41], the ferromagnetic IVC Hund’s
coupling J̃H actually promotes spin antiferromagnetic pair-

ing H� ∼ −�
†
−k�k with �k = icK,k,↑cK ′,−k,↓ and a sign

changing form factor �k = −�−k, which in turn leads to
spin-singlet superconductivity with phase difference among
these points, such as i-wave pairing in Figs. 4(b) and 4(c)
and d-wave pairing in Fig. 4(a). If the singlet IVC coupling
Ṽ increases, it then favors spin-triplet pairing with phase
difference among the hot-spots as in Figs. 4(a) and 4(b) or
spin singlet IVC ordering as in Fig. 4(c). The order parameters
of these superconducting states indeed have different phase
structures among the VHSs, for example, the spin-triplet f ′-
wave pairing as illustrated in Fig. 4(l), to be distinguished
from f -wave pairing by the relative π phase rotation within
the pair of VHSs, say KK1, KK4. The order parameters are
summarized in Table I.

The phase diagram of ud ≈ 26 meV in Fig. 4(a) is different
from the generic case with ud = 30 meV in Fig. 4(b) due to
the additional particle-particle nesting as shown in Fig. 1(g).
The additional diverging susceptibility turns the f ′-wave and
i-wave pairing to the spin-triplet p-wave and spin-singlet d-
wave pairing as illustrated in Figs. 4(i) and 4(j). This type of
nesting is also akin to the case with an annular Fermi surface,
because the particle-particle nesting has a momentum transfer
different from the Cooper-pairing channel. From our hot-spot
model, we cannot determine whether the pairing symmetry is
nodal p-wave or the chiral px + ipy, since the hot-spot model
does not have the full information of the Fermi surface. We
find that px and py are degenerate, and thus the supercon-
ducting order parameter can be any linear combination of
these two. However, the chiral px + ipy would be the most
energetically favorable since it is fully gapped (non-nodal), a
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TABLE I. List of regions and dominated interactions in Fig. 5. The dominated interactions will develop different instabilities depending
on the displacement field ud as shown in Fig. 4. The phases and their order parameters are summarized in the 3rd to 5th column. The operators
of each order parameter should be combined with their hermitian conjugate and summed over k. Pauli matrices are acting on the spin indices
of the fermion operators. Q1−6 denotes the momentum that connects hot spots 1 and 6 as well as other symmetry-related momenta.

Region Interaction Phase Order parameter Form factor

A −∑
q I0†

q I0
q spin-triplet SC f (k)cK,kiσ 2σ 1,2,3cK′,−k p, f ′-wave

spin-singlet IVC c†
K′,k+qσ

0cK,k q = Q1−6

B +∑
q SKq · SK′−q spin-singlet SC f (k)cK,kiσ 2cK′,−k s-wave

C −∑
q SKq · SK′−q spin-triplet SC f (k)cK,kiσ 2σ 1,2,3cK′,−k f -wave

D −∑
q I†

q · Iq spin-singlet SC f (k)cK,kiσ 2cK′,−k d, i-wave

similar situation happens for d-wave pairing. The transition
between the spin-triplet p-wave and spin-singlet d-wave is
also driven by the competition between the ferromagnetic IVC
Hund’s coupling HJ̃ and singlet IVC coupling HṼ .

When ud ≈ 34 meV, the Fermi surface has additional
particle-hole nesting as in Fig. 1(i). This additional diverging
susceptibility in the particle-hole channel will cause charge
ordering, and indeed the IR phase has spin-singlet IVC order
that physically corresponds to a charge-density wave [19]
instead of spin-triplet pairing as shown in the blue region of
Fig. 4(c). The spin-singlet IVC order parameter is ψ

†
K1σ

0ψK ′6
and other symmetry related fermion bilinears, where σ 0 is the
2 × 2 identity matrix acting on spin indices.

The competition between spin Hund’s and IVC Hund’s
coupling almost entirely determines the phase diagram in
Figs. 4(a)–4(c). All possible pairing symmetries in RTG
are shown in Figs. 4(g)–4(l), among which the p-wave and
d-wave can be either chiral or nodal [42]. Which pairing
symmetry shows up in the system is dominated by differ-
ent Hund’s terms decomposed from the bare interactions in
different parameter regimes. We summarize the dominating
interaction and possible resultant phases in different parame-
ter regimes in Fig. 5 and Table I.

In Fig. 5, the horizontal and vertical axes in blue are
ferromagnetic spin-triplet J̃ and spin-singlet Ṽ IVC Hund’s
coupling, while the red ones are intervalley density-density
interaction V and antiferromagnetic spin Hund’s coupling JH .
These two sets of axes are related by the linear transformation
discussed in Sec. III B. Region B (see Fig. 5) is dominated
by the antiferromagnetic spin Hund’s coupling, which favors
spin-singlet pairing with a sign-preserving form factor. Then
the only possible pairing symmetry once the system enters
the superconducting phase is s-wave. A similar argument can
be applied to Region C, which is dominated by ferromag-
netic spin Hund’s coupling and favors the spin-triplet f -wave
pairing.

On the right side of the diagram, the phases are separated
by the positive V axis (JH = 0). Region A is dominated by
ferromagnetic spin-singlet IVC Hund’s coupling, which in-
terestingly favors spin-triplet pairing superconductivity with
sign-changing form factors (or spin-singlet IVC ordering).
In this case, p-wave and f ′-wave pairing are both possible
from a symmetry perspective and their relative susceptibil-
ities determine the dominant instability. We identified both
of them in different nesting structures as shown in Figs. 4(a)
and 4(b). Finally, the most experimentally relevant region D

is dominated by the ferromagnetic spin-triplet IVC Hund’s
coupling and favors spin-singlet pairing superconductivity
with sign-changing form factors (or spin-triplet IVC order-
ing). d-wave and i-wave pairing are both consistent with the
symmetry and we identified both of them in Figs. 4(a)–4(c).
Those tendencies to different orderings are further enhanced
by fermion susceptibilities under the renormalization group
flow and therefore yield the IR phase diagrams in Fig. 4.

Figures 4(d)–4(f) shows the phase diagram with realis-
tic Coulomb interaction. The realistic Coulomb interaction
is roughly the combination of intravalley and intervalley
density-density interactions, and a relatively small ferro-
magnetic spin-triplet IVC Hund’s coupling. The repulsive
Coulomb interaction schematically resides at the green point
in Fig. 5 which is below the V axis and in the ferromagnetic
spin-triplet IVC Hund’s coupling dominated region (the yel-
low region). We note that the small portion of ferromagnetic
spin-triplet IVC Hund’s coupling in the Coulomb interaction
is crucial for the system to reside in the yellow region. Then
the repulsive Coulomb interaction would favor spin-singlet
d-wave pairing for ud ≈ 26 meV and spin-singlet i-wave

FIG. 5. The different regions are dominated by the interaction
terms shown in the figure, and the interaction strengths are normal-
ized to 1. The red (purple) region is dominated by antiferromagnetic
(ferromagnetic) spin Hund’s coupling. The blue region is dominated
by spin-singlet IVC Hund’s coupling and the orange region is dom-
inated by spin-triplet IVC Hund’s coupling. The realistic Coulomb
interaction (the green dot) resides below the V axis in the ferromag-
netic spin-triplet IVC Hund’s coupling dominated region.

155115-8



CORRELATED METALS AND UNCONVENTIONAL … PHYSICAL REVIEW B 106, 155115 (2022)

pairing for ud > 30 meV. If the density-density interaction is
rendered attractive, then it favors spin-singlet s-wave pairing
for all three cases. More details are summarized in Table I.

V. CONCLUSION

In this paper, we have used hot-spot RG to study the corre-
lated electronic behavior of hole-doped RTG in the presence
of VHSs on the Fermi surface. The DOS diverges near the
VHSs and the large DOS will renormalize the interactions and
cause various instabilities to symmetry-broken phases at low
temperatures. The resulting phases depend on the initial in-
teractions and the nesting structures of the Fermi surfaces. In
the experiment parameter regime, we study different nesting
structures of the Fermi surface with six VHSs (hot-spots) in
each valley. As discussed in Sec. II B, generic Fermi surfaces
(e.g., when the displacement field ud = 30 meV) feature di-
vergence only in the Cooper pairing channel, and the resultant
instability is towards various superconducting phases. When
the displacement field is tuned to ud ≈ 26 meV, the Fermi
surface has additional particle-particle nesting which will
enhance the superconducting order and affect the dominant
pairing channel. Additionally, when tuning the displacement
field ud ≈ 34 meV, the six VHSs in each valley have addi-
tional C6 symmetry, and there is an additional particle-hole
nesting which favors charge ordering.

We investigated the low temperature electronic phases
under different types of local interactions, especially the
spin-Hund’s coupling and the spin-singlet or spin-triplet
IVC Hund’s coupling. We find the ferromagnetic (antifer-
romagnetic) spin-Hund’s coupling favors spin-triplet f -wave
(spin-singlet s-wave) pairing. The ferromagnetic spin-triplet
IVC Hund’s coupling favors spin-singlet d-wave pairing for
ud ≈ 26 meV and i-wave pairing for the other two nest-
ing structures. As discussed in Sec. IV B, the ferromagnetic
spin-triplet IVC Hund’s coupling promotes antiferromagnetic
fluctuations among the antipodal points on the Fermi sur-
face, and leads to the spin-singlet superconductivity with
phase difference among the hot-spots [19,31,40,41]. The fer-
romagnetic spin-singlet IVC Hund’s coupling favors either
spin-singlet IVC ordering if the interaction is enhanced by
the particle-hole nesting as when ud ≈ 34 meV, or spin-triplet
p-wave pairing for ud ≈ 26 meV and f ′-wave pairing for
ud = 30 meV.

Armed with a thorough understanding of ordering insta-
bilities caused by local interactions, we considered realistic
Coulomb interaction and phonon-mediated electronic inter-
action in RTG. The realistic Coulomb interaction is like the
combination of repulsive density-density interaction (both in-
travalley and intervalley) and ferromagnetic spin-triplet IVC
Hund’s coupling, and it favors spin-singlet superconductiv-
ity with different phases of the order parameters among the
VHSs, such as d-wave for ud ≈ 26 meV and i-wave for the
other two nesting structures with ud � 30 meV. The phonon-
mediated electron interaction in RTG is driven mainly by
acoustic phonons and is roughly the sum of attractive intra
and intervalley density-density interaction, but its strength
is significantly smaller than the Coulomb interaction (by an
approximate factor of 10−3). Therefore it barely modifies the
density-density interaction vertex that is almost solely deter-

mined by the Coulomb interaction, and we can safely neglect
its minuscule effect on the phase diagram.

The results of our analysis are in good agreement with
the experimental phenomenology of the dominant super-
conducting phase (SC1) of RTG, which appears to be a
spin-singlet. Our calculations further identify two distinct
spin-singlet superconducting phases (d-wave and i-wave) as
relevant candidates for SC1. The d-wave superconducting
phase is expected to be fully gapped and chiral, and should
therefore exhibit spontaneous orbital magnetization and edge
currents that can be detected by scanning nano-SQUIDs [43].
The i-wave superconductor is nodal with gapless quasiparticle
excitations and might be diagnosed using low-temperature
thermal transport [44]. In addition, single spin-qubit based
current noise spectroscopy [45,46] may also be used to distin-
guish these different superconducting phases in experiments.

It is worthwhile to critically analyze our approach to
correlated physics in RTG, by comparing with related few-
layered graphene-based heterostructures such as twisted
bilayer graphene (TBG) [6,7]. While both materials show
strong electronic correlations due to enhanced density of
states, such as isospin polarized phases and superconductiv-
ity, there are significant differences that should be kept in
mind. First, unlike moiré graphene which features interac-
tion induced insulators at certain integer fillings of moiré
minibands, RTG always has Fermi pockets away from the
single-particle gap at charge neutrality. Second, resistivity
measurements point to the presence of a strange metal phase
above superconducting Tc in TBG [47–49], whereas quantum
oscillations in RTG indicate that the parent state of the su-
perconductor is a simple Fermi liquid [1–3]. Taken together,
these considerations imply that superconductivity is likely a
weak-coupling instability in RTG, and justify our focus on
low-energy electrons at the Fermi surface. In addition, su-
perconductivity in RTG requires a strong displacement field,
that results in sublattice polarization of the electronic wave
functions in the low-energy bands. As we showed earlier, this
causes the intervalley scattering by phonon modes to be highly
suppressed in RTG, in contrast to TBG where these modes
mediate an attractive interaction between electrons and may
play an important role in pairing [50–52]. This observation
bolsters the case for an all-electronic mechanism of supercon-
ductivity in RTG, as we studied in this work.

Beyond the relevance of our computation to the physics of
RTG, from a purely theoretical standpoint we have simulta-
neously devised a systematic way to represent the interaction
vertices and perform the one-loop renormalization group anal-
ysis for the interactions by using the interaction vertex basis.
This method essentially transforms a highly technical RG
calculation to relatively simple tensor contractions which
can be efficiently implemented on a computer. The use of
the Majorana fermion basis enables us to represent the four
fermion interactions by rank-4 totally antisymmetric tensors.
The one-loop renormalization group equations are obtained
by evaluating 1 diagram in the Majorana basis, instead of
five diagrams in the complex fermion basis. This automated
procedure eliminates the chance of over counting symmetry
factors. It is straightforward to apply to other systems that
feature Van Hove singularities or can be described by hot-spot
models [31–33,53].
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Notes added. While completing this manuscript, related
work appeared [26], which studied superconductivity in
RTG using the functional renormalization group method.
They identified spin-singlet d-wave superconductivity under
Coulomb interaction at the doping level that features annu-
lar Fermi surfaces. Our work focus on a slightly different
doping level that features VHSs. We find spin-singlet su-
perconductivity with possible d/i-wave depending on the
displacement field. In particular, d-wave superconductivity
occurs when ud ≈ 26 meV which consists of additional nest-
ing in a particle-particle channel similar to that in the annular
Fermi surface.
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APPENDIX A: FULL HAMILTONIAN
OF THE TWO-BAND MODEL

The RTG consists of three layers of honeycomb lattices
in ABC stacking. Its electronic states near charge neutrality
mainly reside on A1 and B3 sites, whose low-energy band
structure can be described by an effective two-band model
[18,34,35]

H0 =
∑
τ,k,s

c†
τkshτ (k)cτks, (A1)

where cτks = (cτksA1 , cτksB3 )ᵀ denotes the electron annihila-
tion operator. τ = K, K ′ labels the valley, s = ↑/↓ labels the
spin, and k labels the momentum deviation from the corre-
sponding valley center. The band Hamiltonian takes the form
of hτ (k) = (εs

k − μ)σ 0 + (ταch
k + εtr

k )σ 1 + βch
k σ 2 + ε

gap
k σ 3,

with αch
k + iβch

k = v3
0

γ 2
1

(kx + iky)3, εs
k = (δ + ua

3 ) − ( 2v0v4
γ1

+
ua

v2
0

γ 2
1

)k2, εtr
k = γ2

2 − 2v0v3
γ1

k2, and ε
gap
k = ud (1 − v2

0

γ 2
1

k2). τ =
+/− for K/K ′ valley. We adopt the parameters pro-
posed in Ref. [1], namely, γ0 = 3.1 eV, γ1 = 380 meV,
γ2 = −15 meV, γ3 = −290 meV, γ4 = −141 meV, δ =
−10.5 meV, ua = −6.9 meV, and vi = √

3aγi/2 (for i =
0, 3, 4 with a = 0.246 nm being the lattice constant). Their
physical meanings are well documented in Ref. [18]. In par-
ticular, the parameters ud and μ are experimentally tunable
by a dual-gate device [1,2], where ud = (u1 − u3)/2 is the
potential difference between the outer layers (which is ap-
proximately proportional to the applied displacement field)
and μ = −(u1 + u2 + u3)/3 is the (overall) chemical poten-
tial (assuming ul to be the electronic potential in the lth layer).

APPENDIX B: DETAILS OF INTERACTION
VERTEX BASIS

The momentum conserved interaction vertices can be
greatly reduced by utilizing the symmetries of the system.
In our case, we consider the lattice rotation and reflection
symmetry as well as the time-reversal symmetry. Since we
are focusing on the Van Hove singularities in the Brillouin
zone (BZ), those symmetry actions can be represented as
permutations of the VHSs. If we label the VHSs in the K
valley by numbers from 1 to 6 and VHSs in the K ′ valley by 7
to 12, then the symmetries are generated by

C3 : (1, 3, 2)(4, 6, 5)(7, 9, 8)(10, 12, 11), (B1)

Mx : (1, 4)(2, 6)(3, 5)(7, 10)(8, 12)(9, 11), (B2)

T : (1, 7)(2, 8)(3, 9)(4, 10)(5, 11)(6, 12), (B3)

where Mx is the reflection with respect to the kx axis, Mx :
(kx, ky) → (kx,−ky), T is the time-reversal symmetry T :
(kx, ky) → (−kx,−ky).

The momentum conserved interaction vertices can be di-
vided into several sets where the elements are related by
symmetry actions. Those sets of interaction vertices can be
further grouped into 3 categories, with different valley struc-
tures,

ψ
†
(ηv

1τ )α4
ψ

†
(ηv

2τ )α3
ψτα2ψ(ηv

1ηv
2τ )α1 = (B4)

,

where ηv = (1, 1), (1,−1), (−1, 1). We can further add spin
indices back to the interaction vertices with U(1)s symmetry,
then there are 9 categories of interaction vertices as shown in
Eq. (3.1).

In the calculation, we turn to the Majorana fermion basis,
in the momentum space,

ψτ,α,p,s = χτ,α,p,s,1 + iχτ,α,p,s,2, (B5)

ψ
†
τ,α,−p,s = χτ,α,p,s,1 − iχτ,α,p,s,2. (B6)

and the Majorana fermions satisfy

{χi, χ j} = 2δi, j . (B7)

In the Majorana fermion basis, the four fermion interaction
vertices are totally antisymmetric due to the anticommutation
relation of the Majorana fermions. And χAχBχCχD is denoted
by the cross with black dot,

χAχBχCχD = (B8)

The general interaction vertices is given by rank-4 totally
antisymmetric tensor with the Majorana fermion operators
VABCDχAχBχCχD. The general rank-4 totally antisymmetric
tensor can be represented by the linear combination of rank-4
totally antisymmetric tensor basis or the interaction vertex
basis ui

ABCD, where i is the ith interaction vertex basis.
The metric of the interaction vertex basis is defined by

gi j = Trui
ABCDu j

DCBA, (B9)
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where repeated indices mean contraction. Then the general
rank-4 tensor of the four-fermion interaction can be expressed
in terms of the interaction basis by

VABCD = viu
i
ABCD, vi = TrVABCDgi ju

j
DCBA, (B10)

where gi j is the inverse of the metric.
Note that the interaction vertex basis may not be lin-

early independent, one can find the linearly independent basis
by Gaussian eliminating the metric gi j and obtaining the
projection matrix Proj with fewer rows. Then the linearly
independent basis is given by

ũi
ABCD = Proji ju j

ABCD. (B11)

And the inverse of the metric is g̃i j = (Projgi jProjᵀ)−1. In the
following, we will always use a linearly independent interac-
tion vertex basis.

In the preceding analysis, we essentially view the inter-
action vertex as a vector, and ui

ABCD is the basis vector for
representing the general interaction vertex. These interaction
vertex basis ui

ABCD span the space of momentum conserved
interaction vertices with respect to the discrete symmetries
and at least spin U(1) and valley U(1) symmetries. It is easy
to check that the addition of two interaction vertex basis and
multiplication of scalar won’t make the “vector” outside the
space. Certain combinations of the interaction vertex basis
may have larger symmetry, say, spin SU(2) symmetry, then
they span a subspace. We also note that interaction vertex
basis are also closed under the contraction in the form of
tr(ui

ABC′D′u
j
D′C′CD).

1. More on symmetry actions

In this subsection, we will discuss the interplay between
symmetry and momentum conservation in the interaction ver-
tices. As discussed previously, the VHSs are related by C3

rotation symmetry, mirror reflection symmetry with respect to
kx axis and time-reversal symmetry. Because of the translation
symmetry, we can arrange the VHSs around the � point in the
first Brillouin zone. The distance of the VHSs to the � point
are all the same, then the symmetry actions form the discrete
subgroup G of O(2) symmetry. If we denote a VHS as Kτα ,
then the other VHSs are obtained by giKτα , where gi is the
element in the discrete group G. The momentum conservation
is given by

g1Kτα + g2Kτα − g3Kτα − g4Kτα = 0, ∀Kτα . (B12)

In other word, g1g2g−1
3 g−1

4 = 1. We conclude here that mo-
mentum conservation is equivalent to the above identity of
symmetry actions.

The states of the Hamiltonian at the VHSs are transformed
under these symmetry actions. For our two-band model, the
states are in general |τα〉 = (z, a)ᵀ under gauge fixing, where
a is a fixed real number for all the states with the same energy
and z is a complex number depending on the valley and VHS.
Then the symmetry actions on the states are,

C3 : |τα〉 → |τα′〉 = |τα〉 , (B13)

Mx : |τα〉 → |τα′〉 = |τα〉∗ , (B14)

T : |τα〉 → |τ ′α〉 = |τα〉∗ . (B15)

The symmetry actions effectively only act on the first compo-
nent of the states

C3 : z → z, Mx : z → z∗, T : z → z∗. (B16)

One can further check that the form factors λτα,τ ′α′
a =

〈τα| Pa |τ ′α′〉 in the four-fermion interactions are real as the
consequence of momentum conservation,

λ
τ4α4,τ1α1
1 λ

τ3α3,τ2α2
1 = (g4z)∗(g1z)(g3z)∗(g2z)

= g−1
4 z∗g1zg−1

3 z∗g2z (B17)

for elements that add phase to z, gi can be pulled out and by
the identity g1g2g−1

3 g−1
4 = 1 from momentum conservation,

g−1
4 g1g−1

3 g2z∗zz∗z = z∗zz∗z ∈ R. For elements correspond to
mirror or time reversal symmetry that make z complex
conjugate, the identity g1g2g−1

3 g−1
4 = 1 implies gi with i =

(1, 4), (2, 3), (1, 3), (2, 4), (1, 2, 3, 4) can be nontrivial ele-
ments, however, they come in pairs and act on z, z∗, therefore,
the expression has the same reality as z∗zz∗z.

APPENDIX C: DETAILS OF THE PHONON MEDIATED
INTERACTION

To obtain the phonon-mediated interaction, we start with
the Fröhlich Hamiltonian,

H =
∑
τks

ψ
†
τksε

τ
k ψτks +

∑
λq

h̄ωλq̃

(
b†

λq̃bλq̃ + 1

2

)
+ Hep,

Hep =
∑

λττ ′kqσσ ′s

c†
τ ′k+qsσ ′gλττ ′σσ ′

k,q cτksσ (bλq̃ + b†
λ,−q̃), (C1)

where q̃ = q + (τ ′ − τ )K is the physical momentum transfer,
h̄ωλq is the phonon energy, and gλττ ′σσ ′

k,q is the electron-
phonon coupling coefficient. Unlike in monolayer graphene,
the valance band of RTG has spectral weight concentrated on
the B3 site, thus the electron-phonon coupling term can be
approximated by

Hep =
∑

λττ ′kqs

(
λττ ′

qB3
(k)

)∗
g̃λττ ′

k,q ψ
†
τ ′k+qsψτks(bλq̃ + b†

λ,−q̃), (C2)

where g̃λττ ′
k,q = gλττ ′B3,B3

k,q , which suggests that only intrasublat-
tice phonon scattering is relevant to the low energy physics
of RTG. After integrating out phonons, we get the familiar
phonon-mediated interaction,

HP =
∑

λττ ′kqs

∣∣λττ ′
qB3

(k)
∣∣2

g̃λττ ′
k,q g̃λτ ′τ

k′,−q

h̄ωλq̃(
ετ ′

k′ − ετ
k′−q

)2 − h̄2ω2
λq̃

: ψ
†
τ ′k+qsψτksψ

†
τk′−qs′ψτ ′k′s′ : . (C3)

Restricting k and k + q to VHSs, we always have ετ ′
k′ = ετ

k′−q,
then the interaction simplifies to

HP = −
∑

λττ ′kqs

1

h̄ωλq̃

∣∣λττ ′
qB3

(k)
∣∣2

g̃λττ ′
k,q g̃λτ ′τ

k′,−q

: ψ
†
τ ′k+qsψτksψ

†
τk′−qs′ψτ ′k′s′ : . (C4)
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Within the hot-spot model, the phonon-mediated interaction
is always attractive in the Bloch electron basis.

We can further write g̃λττ ′
k,q in terms of the phonon scattering

matrix element Mλττ ′
k,q ,

g̃λττ ′
k,q =

√
h̄

4Aρωλq
Mλττ ′

k,q , (C5)

where ρ is the density of graphene and equals to 7.6 ×
10−7 kg/m2. Rewriting Eq. (C4) in terms of Mλττ ′

k,q , we recover
the phonon mediated interaction presented in the main text
[Eq. (3.10)].

1. Phonon scattering matrix element in RTG

The momentum structure of the scattering matrix element
Mλττ ′

k,q to the leading order in k and q can be obtained by the
symmetry analysis [37]. In this section, we will present a more
restricted approach using the tight-binding model [54,55].
Since only the intrasublattice phonon scattering is relevant in
RTG, we can proceed with a simplified tight-binding model
that only involves the second nearest hopping between B3 site,

HTB = −t2
∑
nnn

|R〉 〈R′| , (C6)

where |R〉 = |R, B3〉. Then the perturbative Hamiltonian due
to atomic displacements is given by

dHTB

deλ
q̃

=
∑
nnn

∑
m

dt2
db

dm · eλ
q̃ (R)√

3b
(1 − eiq̃·(R′−R) ) |R〉 〈R′| ,

(C7)
where eλ

q̃ (R) = ẽλ
q̃eiq̃·R is the atomic displacement of momen-

tum q̃, b is the graphene bond length, and dm are six position
vectors pointing from atom B3 to six nearest B3 atoms. The
matrix element Mλττ ′

k,q can be obtained from the perturbative
Hamiltonian,

Mλττ ′
k,q = 〈τ ′k + q | dHTB

deλ
q̃

| τk〉

=
∑

m

dt2
db

dm · ẽλ
q̃√

3b
(1 − eiq̃·dm )ei(τK+k)·dm . (C8)

Since both k and q are very small compared to the Brillouin
zone scale, we can expand Mλττ ′

k,q in k and q,

Mλττ ′
k,q ≈ −i

dt2
db

∑
m

q · dm

dm · ẽλ
q̃√

3b
eiτ ′K·dm . (C9)

The next step is to write down ẽλ
q̃ for relevant phonon

modes. The relevant phonon modes at small k and q are the
intravalley (τ ′ = τ ) LA and TA acoustic phonon modes and
the intervalley (τ ′ = −τ ) A′

1, E ′ and A′
2 optical phonon modes.

Intravalley optical phonon modes are strongly suppressed by
the optical gap compared to the acoustic modes.

ẽLA
q̃ = 1

|q|
(

qx

qy

)
, ẽTA

q̃ = 1

|q|
(−qy

qx

)
, ẽA′

1
q̃ = 1√

2

(−1
i

)
,

ẽE ′
q̃ = ± 1√

2

(
1
i

)
, ẽA′

2
q̃ = 1√

2

(
1
−i

)
. (C10)

Plugging in dm = Cm
6 d0, d0 = (a, 0), and K = (4π/3a, 0),

we find

∣∣Mλττ ′
k,q

∣∣ = 3
√

3b

2

dt2
db

|q| (C11)

for λ = LA, A′
1, E ′, and A′

2 and otherwise zero.
The deformation potential α of the LA mode has been

studies extensively using ab initio methods [38],

α = 3
√

3b

2

dt2
db

= 3.25 eV. (C12)

Within the tight binding approximation, it is the same for λ =
LA, A′

1, E ′, and A′
2. Then the phonon-mediated interaction can

be written as

HP = − 1

4Aρ

∑
λττ ′kqs

α2|q|2
ω2

λq̃

∣∣λττ ′
qB3

(k)
∣∣2

: ψ
†
τ ′k+qsψτksψ

†
τk′−qs′ψτ ′k′s′ : . (C13)

For acoustic phonon modes, we approximate the phonon
energy by ωλq̃ ≈ cλ|q|, and for optical modes, ωλq̃ ≈ ωλ with
cLA = 21.2 × 103 m/s, ωA′

1
= 160 meV, ωE ′ = 151 meV, and

ωA′
2
= 124 meV from ab initio methods [39].

APPENDIX D: DETAILS OF THE RENORMALIZATION
GROUP APPROACH

1. Free fermion propagator

One complication in the renormalization group analysis
is to enumerate all the diagrams in particle-particle channel
and particle-hole channel with correct symmetry factors. This
is due to the discrepancy in complex fermion creation and
annihilation operators and the complication can be overcome
by using the Majorana fermion basis. Moreover, the n-fermion
operator can be expressed as a totally antisymmetric rank n
tensor in Majorana fermion basis, this property largely re-
duces the number of diagrams that we need to sum over.
For the one-loop correction of four-fermion interaction terms,
there are five diagrams in complex fermiom basis correspond
to only one diagram when using the Majorana fermiom basis.

We define the Majorana fermion at each Van Hove singu-
larity as in Eq. (B5). Note that the Majorana fermion may
not correspond to the real fermions in the system, one may
view this as rewriting that facilitates us to derive the renor-
malization group equations. The Hamiltonian in the Majorana
fermion basis is thus

H =
∑

τ,α,p,s

∑
i,i′

χτ,α,−p,s,i
[
ετα

p σ 2
i,i′

]
χτ,α,p,s,i′ , (D1)

where σ 2 is the Pauli y-matrix acting on the real/imaginary
part of the Majorana fermion operators. The free fermion
propagator is readily defined as[

Gτ,α
0

]
s,s′;i,i′ (p) = − 〈

χpχ
ᵀ
−p

〉
=

∑
j=±1

P j

iω − jετα
p

, P j = σ 0 ⊗ σ 0 + jσ 2

2
.

(D2)
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2. Interaction vertices

In the following, we group the valley and hot-spot indices
into τα and group the spin and Majorana real/imaginary
part indices into lower case Latin letters, like a, χτ,α,p,s,i →
χτα,p,a. The general four-fermion interaction can be written as

Hint = Vabcd (τ1α1, τ2α2, τ3α3, τ4α4),

χτ1α1,k1,aχτ2α2,k2,bχτ3α3,k3,cχτ4α4,k4,d . (D3)

The valley and hot-spot indices cannot take all values since the
momentum needs to be conserved. If we denote the momen-
tum at valley τ and hot-spot α as Kτα and recall that ki are
the momentum relative to the hot-spots, then the interaction
vertices requires

Kτ1α1 + Kτ2α2 − Kτ3α3 − Kτ4α4 = 0. (D4)

Similar to the momentum conservation, the interaction ver-
tices also obey spin conservation and valley conservation, for
example, the process which has two spin-↑ incoming states
and two spin-↓ outgoing states is prohibited.

Under these constraints, the valid interaction vertices are
physical, but they are still redundant and can be related under
symmetry actions on the valleys and hot-spots. If there exists
a symmetry G such that the hot-spots are invariant under the
corresponding group transformation g, then the interaction
vertices can be related to the representative ones,

Vabcd (g(τ1α1), ..., g(τ4α4))

= Vabcd (τ1α1, ..., τ4α4),∀g ∈ G. (D5)

All the representatives and their orbits under the group action
form the basis for the general four-fermion interactions, we
call these interaction vertices fundamental interaction ver-
tices. The real world four-fermion interactions are like general
vectors and can be decomposed into these fundamental inter-
action vertices. Therefore the behaviour of these fundamental
interaction vertices under the renormalization group can de-
termine the behaviour of other arbitrary interaction vertices.

3. Renormalization group equation

For presentation clarity, we further group the indices into
capital letters, χτα,p,a → χA. We consider the one loop cor-
rection to the general interaction vertices at energy cutoff �,

Hint = VABCD(�)χAχBχCχD. (D6)

Because the different Majorana fermions are anticommuting,
the interaction tensors are totally antisymmetric,

VABCD = −VBACD = −VACBD = VBCAD = ... (D7)

The one-loop correction to the system is obtained by integrat-
ing out the high energy modes. Due to the antisymmetrization,
the one-loop correction for the interaction vertex is obtained
by the contraction of two vertices,

VABCD(�)χAχBχCχD

← −〈VABC′D′ (�)χAχBχC′χD′VA′B′CD(�)χA′χB′χCχD〉
= −VABC′D′ (�)〈χC′χB′ 〉〈χD′χA′ 〉VA′B′CD(�)χAχBχCχD,

(D8)

therefore, the increment of the interaction tensors is

dVABCD(�)

d�
= −VABC′D′

d[χMaj(�)]C′B′;D′A′

d�
VA′B′CD, (D9)

where the indices appeared twice mean contraction. The bare
susceptibility in Majorana basis is actually the summation of
the particle-particle and particle-hole channels with projection
matrices,

[χMaj(�)]C′B′;D′A′ = [
χτα,τ ′α′

Maj (�)
]

c′b′;d ′a′

= [
χτα,τ ′α′

pp (�)
] + [

χτα,τ ′α′
ph (�)

]
, (D10)

[
χτα,τ ′α′

pp (�)
] =

∫
p


( − ετα

p

) − 
(
ετ ′α′
−p

)
−ετα

p − ετ ′α′
−p


(∣∣ετα

p + ετ ′α′
−p

∣∣ − �
)
Ppp, (D11)

[
χτα,τ ′α′

ph (�)
] =

∫
p


( − ετα

p

) − 
( − ετ ′α′

−p

)
−ετα

p + ετ ′α′
−p


(∣∣ετα

p − ετ ′α′
−p

∣∣ − �
)
Pph, (D12)

where the valley and hot-spot indices in the C, B = τα and
D, A = τ ′α′ entries are the same respectively, (x) is the
Heaviside Theta function. Note that the integration of the
momentum p is relative to the hot-spot and inside a small disk
region.

It is relative easy to obtain the renormalization group equa-
tions for the fundamental interaction vertices from Eq. (D9),
compared to summing over five one-loop diagrams when us-
ing complex fermion basis. The symmetry factor and other
counting factors are automatically dealt with during the tensor
contraction. Despite it is convenience in implementation, the
computational cost is higher than the complex fermion basis.
Since we are writing the 4-fermion interaction vertices in the
Majorana basis, the dimension of each entry of the interaction
tensor is doubled, therefore the interaction vertices are 24

larger than those in complex fermion basis. Nevertheless, it
can be fast implemented and calculated for 12 hot-spots model
with spin indices on PC (Intel(R) Core(TM) i7-9700 K CPU
@ 3.60 GHz).

4. Derivation of the RG equation

The one-loop correction of the interaction vertices
Vabcd (τ1α1, τ2α2, τ3α3, τ4α4) is

−
∫

k,ω

Vabc′d ′ (τ1α1, τ2α2,�(k),

�(−k + τ1α1 + τ2α2))[G0(k)]c′b′

× [G0(−k + τ1α1 + τ2α2)]d ′a′

× Va′b′cd (�(−k + τ1α1 + τ2α2),�(k), τ3α3, τ4α4),
(D13)

where �(k) is the projection operator which projects the mo-
mentum to its nearest hot-spot. Therefore the integration of k
is the summation of possible hot-spots with integration over
the relative momentum near the hot-spots. Let k = Kτα +
p, such that �(Kτα + p) = τα and �(−Kτα − p + τ1α1 +
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τ2α2) = τ ′α′, then

−
∑
τα

∫
p,ω

Vabc′d ′ (τ1α1, τ2α2, τα, τ ′α′)
[
Gτα

0 (p)
]

c′b′

[
Gτ ′α′

0 (−p)
]

d ′a′Va′b′cd (τ ′α′, τα, τ3α3, τ4α4), (D14)

where τ ′α′ depends on τ1α1, τ2α2, τα due to the momen-
tum conservation. The integration over continuous momentum
only occurs inside the bubble, we define

[
χτα,τ ′α′

Maj

]
c′b′;d ′a′

=
∫

d2 pdω
[
Gτα

0 (p)
]

c′b′
[
Gτ ′α′

0 (−p)
]

d ′a′

=
∫

d2 pdω
∑
j, j′

1

iω − jετα
p

1

iω − j′ετ ′α′
−p

[P j]c′b′ ⊗ [P j′ ]d ′a′

=
∫

d2 p
∑
j, j′

nF
(− j′ετ ′α′

−p

) − nF
(

jετα
p

)
j′ετ ′α′

−p + jετα
p

[P j]c′b′ ⊗ [P j′ ]d ′a′

T →0=
∫

d2 p
∑
j, j′


(

j′ετ ′α′
−p

) + 
(

jετα
p

) − 1

j′ετ ′α′
−p + jετα

p

[P j]c′b′

⊗ [P j′ ]d ′a′ , (D15)

where nF is the Fermi-Dirac distribution function, when
temperature goes to 0, nF (x) = (−x), where (x) is the
Heaviside Theta function. The projection matrices come from
the propagator in Eq. (D2). In the renormalization group anal-
ysis, we introduce the infrared cutoff for the energy by,

[
χτα,τ ′α′

Maj (�)
]

c′b′;d ′a′ =
∫

d2 p
∑
j, j′


(

j′ετ ′α′
−p

) + 
(

jετα
p

) − 1

j′ετ ′α′
−p + jετα

p


(∣∣ j′ετ ′α′

−p + jετα
p

∣∣ − �
)

× [P j]c′b′ ⊗ [P j′ ]d ′a′ . (D16)

Let j′ = k j, then the summation over j, j′ becomes j, k, for
k = +1 (or k = −1), the expressions besides the projection
matrices stay the same. Then the χMaj can be further simpli-
fied to a summation of particle-particle and particle-hole bare
susceptibilities with projection matrices,

[
χτα,τ ′α′

Maj (�)
] = [

χτα,τ ′α′
pp (�)

] + [
χτα,τ ′α′

ph (�)
]
, (D17)

[
χτα,τ ′α′

pp (�)
]= ∫

p


( − ετα

p

) − 
(
ετ ′α′
−p

)
−ετα

p − ετ ′α′
−p


(∣∣ετα

p +ετ ′α′
−p

∣∣−�
)
Ppp, (D18)

[
χτα,τ ′α′

ph (�)
] =

∫
p


( − ετα

p

) − 
( − ετ ′α′

−p

)
−ετα

p + ετ ′α′
−p


(∣∣ετα

p − ετ ′α′
−p

∣∣ − �
)
Pph, (D19)

where Ppp/ph
cb;da = [(σ 0000 ± σ 0202)/2]cb;da. The renormalization

group equation is

dV (τ1α1, τ2α2, τ3α3, τ4α4)

d�

= −Vabc′d ′ (τ1α1, τ2α2, τα, τ ′α′)
d
[
χτα,τ ′α′

Maj (�)
]

c′b′;d ′a′

d�

× Va′b′cd (τ ′α′, τα, τ3α3, τ4α4). (D20)

Note that the renormalization group equation only involves
tensor contraction at each step given the bare susceptibilities
calculated in Eq. (D16), the tensor contraction automatically
generates the momentum conserved and symmetry allowed
interaction vertices since the interaction vertex basis are mo-
mentum conserved and symmetry allowed.

5. Calculation of the bare susceptibilities

The dispersion around the Van Hove singularities is mod-
eled by line crossing,

ετα
(p cos θ,p sin θ ) = e0 p2(cos 2(θ − φτα ) sec(ψ ) − 1), (D21)

where φτα is the orientation of the crossing and ψ is the open
angle of the crossing. The change of bare susceptibilities can
be calculated in the polar coordinates via the general formula,

d

d�

(∫ θ1(�)

θ0(�)
f (�, θ ) dθ

)

= f (�, θ1(�))
dθ1(�)

d�
− f (�, θ0(�))

dθ0(�)

d�

+
∫ θ1(�)

θ0(�)

df (�, θ )

d�
dθ. (D22)

For the Fermi surface without nesting, the most diverging
susceptibility is the Cooper channel, which is χpp,0 ∼ ln(�)2

due to the nesting and large density of states at the Van
Hove singularities, other channel diverges as ln(�), therefore,
the system would possibly flow to superconducting phase.
For Fermi surface with nesting, the other channels can also
diverge as ∼ ln(�)2 but slower than the Cooper channel, in
those cases, instabilities other than superconductivity are ex-
pected.

Since the band structures around the VHSs are modeled
by quadratic polynomials of px, py which is the momentum
relative to the VHSs, the Fermi surface around the VHS α in K
valley is the same as that around the VHS α in K ′ valley. The
susceptibilities are then labeled by χα,α′

in Fig. 6. Due to the
high symmetry, there are only two different processes in each
channel when ud ≈ 26 meV, while there are five different
processes in each channel when ud ≈ 30, 34 meV.

6. Instabilities

The interaction vertices will diverge or go to zero under
the renormalization group flow, these correspond to relevant
or irrelevant operators respectively. If no diverging interaction
vertices, this means all the interactions are irrelevant, the IR
phase is the Fermi liquid phase.

The instabilities of the system are characterized by the
diverging interaction vertices. Once the interaction vertices
diverge, we can analyze which order will form to minimize the
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FIG. 6. [(a)–(c)] Susceptibilities of particle-particle channels and particle-hole channels with displacement field ud ≈ 26, 30, and 34 meV.

energy. The diverged interaction vertices ṼABCD can be written
as

Hint = ṼABCDχAχBχCχD ∼ −OABṼABCDOCD, (D23)

where OAB = iχAχB. The diverged interaction vertices can be
decomposed as ṼABCD = U I†

ABλIU I
CD, where λI are the eigen-

values of the matrix Ṽ(AB)(CD) where we combined the first two
and last two indices. Therefore

Hint = −OABU I†
ABλIU I

CDOCD. (D24)

Hence, when condensing the fermion bilinear U max
CD OCD with

the largest eigenvalue, the diverged interaction vertex will
gain the most energy, and the order parameter of the leading
instability is then,

O = iU max
C,D χCχD. (D25)

It is often the case that several fermion bilinears have the same
largest eigenvalue, they are in the subspace with remaining
unbroken symmetries.

7. Scaling dimension of order parameters

The asymptotic behavior of the renormalization group
equations around y → yc is

vi = γi

yc − y
. (D26)

When plugging Eq. (D26) into the renormalization group
equation Eq. (4.5), we have

γi = C jk
i γ jγk. (D27)

Upon iteratively solving the equation, we find several solu-
tions corresponding to different phases, γ

(ξ )
i , where ξ labels

the different solutions. The coefficients of the interaction ver-
tex basis on each fixed ray behave as

v
(ξ )
i = γ

(ξ )
i

yc − y
. (D28)

The IR behavior of the system is governed by these fixed
rays, since the arbitrary initial bare interactions will eventually

flow to one of these fixed rays and induce corresponding
instabilities.

We can further extract the scaling dimensions of the order
parameters on these fixed rays. We introduce the fermion
bilinear as the order parameter, O = XABχAχB, the vertex
correction is given by

XAB(�)χAχB

← −〈VABC′D′ (�)χAχBχC′χD′XA′B′ (�)χA′χB′ 〉
= −VABC′D′ (�)〈χC′χB′ 〉〈χD′χA′ 〉XA′B′ (�)χAχB, (D29)

then the RG equation is given by

dXAB

dy
= −VABC′D′

d[χMaj]C′D′;A′B′

dy
XA′B′ . (D30)

Along these fixed rays of the RG flow, the asymptotic behavior
of the corresponding fermion bilinear O(ξ ) near y → yc is

dO(ξ )

dy
= γ (ξ )

yc − y
O(ξ ), (D31)

whose solution is O(ξ )(y) ∝ (yc − y)−γ (ξ )
. In the following

Table II, we show the scaling dimension γ (ξ ) of the order
parameters in different phases. The order parameter is rep-
resented by,

O(ξ ) = χᵀMα,α′ ⊗ σ
μνλ

(τ,s,a),(τ ′,s′,a′ )χ, (D32)

where M is 6 × 6 matrix acting on the indices of
VHSs, σμνλ = σμ ⊗ σ ν ⊗ σλ acting on valley, spin and
particle/hole indices of the Majorana fermion.

8. Projected renormalization group equation

It is hard to analyze the whole set of RG equations for
interaction vertex basis (40+ first order nonlinear differential
equations), we can derive the RG equations for the instabilities
that we are interested in. To reproduce the phase diagram in
the previous section, we only need to keep interaction vertices
that correspond to the present instabilities in the Table II. Each
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TABLE II. The first two columns show the order parameters and their matrix forms. The last three columns show the scaling dimensions of
the order parameters in each phase. For different displacement fields, the phase may not exist, then there is not corresponding scaling dimension
of the order parameter.

Name Matrix form (M ⊗ σμνλ acts on (α, τ, s, a)) Scaling dimension (at 34 meV) (30 meV) (26 meV)

s-wave SC diag(1, 1, 1, 1, 1, 1) ⊗ σ 123,121 0.706 0.577 0.577
i-wave SC diag(1, 1, 1, −1, −1, −1) ⊗ σ 123,121 0.706 0.577 –
p-wave SC diag(−1, 1, 0, 1, 0, −1) ⊗ σ 233,231,203,201,213,211 – – 0.289
d-wave SC diag(1, 0, −1, 0, −1, 1) ⊗ σ 123,121 – – 0.408
f -wave SC diag(1, 1, 1, 1, 1, 1) ⊗ σ 233,231,203,201,213,211 0.497 0.408 0.408
f ′-wave SC diag(1, 1, 1, −1, −1, −1) ⊗ σ 233,231,203,201,213,211 – 0.408 –
IVCs

1−6 [M|M1,6 = M2,4 = M3,5 = 1, sym] ⊗ σ 200,102 0.349 – –
IVCt

1−6 [M|M1,6 = M2,4 = M3,5 = 1, sym] ⊗ σ 210,222,230,112,120,132 – – –

order parameter corresponds to a four-fermion interaction that
can be expressed as the linear combination of interaction
vertex basis,

(Oi )†Oi = Mi
ju

j
ABCDχAχBχCχD, (D33)

where the superscript i labels the different order parameters.
The general interaction vertex in the renormalization group
equation Eq. (D9) is then VABCD(y) = ṽi(y)Mi

ju
j
ABCD, vi(y) in

Eq. (4.5) is related to ṽi(y) by vi = (Mᵀṽ)i,

d (Mᵀṽ(y))i

dy
= −C jk

i (Mᵀṽ(y)) j (M
ᵀṽ(y))k, (D34)

and equations for ṽi are obtained by left-multiplying (M ·
Mᵀ)−1M on both sides, the initial condition is (M ·
Mᵀ)−1Mv(yUV ) where v(yUV ) is obtained in Eq. (4.7). The
RG equations for ṽi can reproduce the phase diagram in the
previous section, but there are still too many terms. We further
truncate the RG equations by ignoring the terms with coeffi-
cients much less than the leading one. For the displacement
field ud ≈ 34 meV with additional particle-hole nesting, we
obtain the projected renormalization group equation as

dIt

dy
= 6d1I2

t + 2d1iIt − 2d1It s − d1 f It + d1 f ′It − d1 f f ′

7
− 2d1 f i

7
+ 2d1 f s

7
+ 2d1 f ′i

7

− 2d1 f ′s
7

+ 2d1i2

7
− 4d1is

7
+ 2d1s2

7
,

dIs

dy
= 12d1I2

s + 3d1 f ′Is − 3d1 f Is + 2d1Iss − 2d1iIs + 9d1 f 2

28
− 9d1 f f ′

14
+ 3d1 f i

7
− 3d1 f s

7

+ 9d1 f ′2

28
− 3d1 f ′i

7
+ 3d1 f ′s

7
− 2d1is

7
,

ds

dy
= 12d0s2 + 2d0Iss − 3d0It s − 3d0IsIt

8
+ 9d0I2

t

32
,

di

dy
= 12d0i2 − 2d0iIs + 3d0iIt − 3d0IsIt

8
+ 9d0I2

t

32
,

df

dy
= 6d0 f 2 − 2d0 f Is − d0 f It + d0I2

s

4
+ d0IsIt

4
− 5d1 f f ′

28
− d1is

7
,

df ′

dy
= 6d0 f ′2 + 2d0 f ′Is + d0 f ′It + d0I2

s

4
+ d0IsIt

4
+ 5d1 f f ′

28
+ d1is

7
,

where It , Is refer to spin-triplet IVC and spin-singlet IVC, d0 = dχK1,K ′1
pp /dy, d1 = dχK1,K6

ph /dy = dχK1,K ′6
ph /dy are the nesting

parameters and other susceptibilities decay as fast as 1/y1/2 which can be ignored.
We can see that both the IVC orders interplay with the different superconducting orders, in particular, the singlet IVC will

enhance s-wave and f ′-wave via the terms like +2d0Iss and +2d0 f ′Is, and the triplet IVC will enhance i by the term 3d0It i.
This enhancement indeed happens in i-wave superconducting phase with ud ≈ 34 meV. As shown in Fig. 7 (d), the spin-triplet
IVC ordering is the leading one at the high energy scale, under the RG flow, the energy scale gradually decreases and the i-wave
superconductivity starts to dominate.
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FIG. 7. [(a)–(d)] RG flow of interaction vertices projected to the instability directions. (a)–(c) show the leading divergences are s-wave
superconductivity, spin-singlet IVC and f -wave superconductivity respectively. (d) shows the competition between the spin-triplet IVC and
i-wave superconductivity, the i-wave superconductivity finally diverges faster than any other instabilities.

9. Example of generating the RG equations

We demonstrate the way to generate the RG equations for the model with three VHSs in each valley, this model is relevant to
the twisted bilayer graphene [31]. There are six hot-spots in the first BZ, we label them as in Fig. 8. We first generate the tuples
corresponding to the momentum conserved four fermion interaction vertices,

IntAll = {(τ1α1, τ2α2, τ3α3, τ4α4)|Kτ1α1 + Kτ2α2 − Kτ3α3 − Kτ4α4 = 0}. (D35)

FIG. 8. This figure shows nine different four fermion interactions that satisfy momentum conservation. These are the representatives in
each equivalence class. The naming is referring to [31].
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The VHSs are related to each other via group actions. If we denote the VHSs in the K valley by α and those in the K ′ valley by
α + 3, the generators of the group actions can be represented as cycles,

C3 : (132)(465), Mx : (23)(56), T : (14)(25)(36). (D36)

These generators generate the permutation group with 12 elements, the elements in IntAll should relate to each other under these
group actions. If two elements in IntAll are related to each other by(

τx1αx1 , τx2αx2 , τx3αx3 , τx4αx4

) = (
g · τy1αy1 , g · τy2αy2 , g · τy3αy3 , g · τy4αy4

)
, ∃g ∈ G, (D37)

then they fall in the same equivalence class, the set IntAll then splits into several equivalence classes and we label the equivalence
classes by their representatives (τ1α1, τ2α2, τ3α3, τ4α4)i, where i is the index for the equivalence class. On the contrary, all the
interaction vertices can be organized as

IntSymi = {(g · τ1α1, g · τ2α2, g · τ3α3, g · τ4α4)i,∀g ∈ G}. (D38)

As shown in Fig. 8, it is interesting to draw the process of these representatives.
The IntSym gives all the momentum indices for the interaction vertices and organized by symmetry of the VHSs. Next, we

need to add the flavor indices for the interaction vertices. For the sake of demonstration, we only consider additional spin degrees
of freedom, and consider the four fermion interaction term as

Hint = gi

∑
(τ1α1,τ2α2,τ3α3,τ4α4 )

∈IntSymi

∑
σσ ′

ψ†
τ4α4σ

ψ
†
τ3α3σ ′ψτ2α2σ ′ψτ1α1σ . (D39)

The four fermion interactions related under symmetry and fall in the same equivalence class i will have the same strength gi.
Upon rewriting the complex fermions in terms of Majorana fermions via Eq. (B5), the interaction vertex can be converted to
totally antisymmetric rank-4 tensor, VABCDχAχBχCχD → V[ABCD], where the bracket means antisymmetrization of the indices. It
is convenient to define interaction vertex basis ui

ABCD as in the main text, therefore, the interaction term is

Hint = giu
i
ABCDχAχBχCχD. (D40)

Then the one-loop correction for the interaction is given by Appendix D 3. The susceptibilities also have different equivalence
classes under the symmetry of VHSs, for example, the susceptibility of fermion near VHSs K1 and K ′1 are the same as K2
and K ′2, and so on. As derived in Appendix D 3, the susceptibility can also be written as the rank-4 tensor. Therefore the RG
equation is obtained by contraction of the interaction tensor and the susceptibility tensor as shown in Fig. 3. All the tensors and
the RG equations can be automatically generated by a computer and it is straightforward to generalize to the system with more
VHSs.

The RG equations for the time reversal symmetric system with three VHSs in each valley are,

ġ44 = −g2
44 + d2−

(
2g2

11 + 4g22g11 + 2g2
14 − 4g2

22 − 4g2
24 + g2

41 − 2g2
42 + g2

44 + 4g14g24 + 2g41g42
)
,

ġ14 = d1−
(−2g2

14 + 2g24g14 − 2g2
32 + 2g31g32

) − 2d3−g14g24 + d2−
(
g2

11 + 2g41g11 + g2
14 + 2g14g44

)
,

ġ24 = d1−
(
g2

24 + g2
31

) + d3−
(−g2

14 − g2
24

)
+ d2−

(−2g2
22 + 2g11g22 + 2g41g22 − 4g42g22 − 2g2

24 + 2g14g24 + 2g11g42 + 2g14g44 − 2g24g44
)
,

ġ41 = −4g31g32 − 2g41g42 + d2−
(−2g2

41 + 2g42g41 + 2g44g41 + 4g11g14
)
,

ġ31 = −2g31g32 − 2g41g32 − 2g31g42 + d1−(−4g11g31 + 2g22g31 + 2g24g31 + 2g11g32),

ġ42 = −2g2
31 − 2g2

32 − g2
41 − g2

42 + d2−
(
g2

42 − 2g44g42 + 4g14g22 + 4g11g24 − 8g22g24 + 2g41g44
)
,

ġ32 = −g2
31 − 2g41g31 − g2

32 − 2g32g42 + d1−(2g14g31 − 4g14g32 + 2g22g32 + 2g24g32),

ġ11 = d1−
(−2g2

11 + 2g22g11 − 2g2
31 + 2g31g32

) − 2d3−g11g22 + d2−(2g11g14 + 2g41g14 + 2g11g44),

ġ22 = d1−
(
g2

22 + g2
32

) + d3−
(−g2

11 − g2
22

)
+ d2−(2g14g22 − 4g24g22 − 2g44g22 + 2g11g24 + 2g24g41 + 2g14g42 − 4g24g42 + 2g11g44),

where ġi = dgi

dy , where y is the susceptibility of Cooper pair channel. Then the nesting parameter for the Cooper pair channel is

dχKα,K ′α
pp /dy = 1. d1− = dχK1,K ′2

pp /dy is the nesting parameter of the particle-hole channel between the VHS K1 and K ′2 and
other symmetry related pairs, d3− is the nesting parameter of the particle-particle channel between the VHS K1 and K2, and d2−
is the nesting parameter of the particle-hole channel between the VHS K1 and K ′1.
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