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Competing ferromagnetic superconducting states in europium-based iron pnictides
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In europium-based iron pnictides, superconducting Fe planes can be influenced by a Zeeman field originated
from the neighboring Eu planes. The field tends to induce spin-density waves with a ferromagnetic average
which coexists with the superconducting order by forming complementary patterns of the superconducting
and magnetic order parameters in a Fulde-Ferrell-Larkin-Ovchinnikov phase and a two-dimensional textured-
superconducting phase. The hard gap around the Fermi energy disappears in these fragile inhomogeneous
superconducting states, which features, instead, a V-shaped spin-resolved local density of states. The inhomoge-
neous states are also competing with either a homogeneous superconducting or a homogeneous ferromagnetic
state, manifesting the intertwining influences of the magnetic orders in Fe and Eu planes, the spin-density wave
band structure, and the superconducting pairing order.
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I. INTRODUCTION

In rare-earth compounds, such as REMo6Se8 (RE stands
for rare-earth element), long-range ferromagnetic (FM) or-
der tends to suppress superconducting (SC) order drastically
[1]. However, the coexistence of superconductivity (Fe plane)
and ferromagnetism (Eu plane) has been observed in several
EuFe2As2 systems [2–9], in which superconductivity may be
induced by mechanical pressure, isovalent substitution, and
electron or hole doping. Depending on pressure, doping, and
temperature [10–14], the parent compound EuFe2As2 exhibits
spin-density-wave (SDW) on Fe ions with different mag-
netic order on the Eu lattice. Measurements of the neutron
spin-resonance mode and optical conductivity [8] indicate
that s±-wave pairing symmetry is mostly favorable in Eu-
based iron pnictides. The generic phase diagram of doped
europium-based iron pnictides exhibits complex electronic
phases, including a re-entrant spin-glass phase [7,15] and a
resistivity re-entrant [16–21] state associated with the long-
range magnetic order of Eu2+.

The interplay of the FM and SC order on the same plane
may result in the Fulde-Ferrell-Larkin-Ovchinnikov (FFLO)
state [22], which is a spatially varying SC state and can be
stabilized by a Zeeman splitting due to either an external
parallel magnetic field or an internal exchange field [23–30].
Although there is no undisputed experimental verification of
its existence, iron-based superconductors have been suggested
[5,31,32] to support the FFLO state.

The newly synthesized RbEuFe4As4, which is hole doped
as a whole, opens possibilities to tune the interaction between
neighboring Eu layers. Intriguingly, each Eu plane is ferro-
magnetically ordered below the SC critical temperature [5,6].
To model the electronic properties on a Fe plane, we assume
the coupling between the Eu and Fe planes is weak and replace
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the FM-ordered Eu planes by a Zeeman field B without con-
sidering the feedback from the Fe planes. We also neglect the
complex magnetic interaction of the stacked Eu planes along
the c axis. The compound has asymmetric arsenic ions above
and below the Fe planes [8], so we adopt a realistic model
containing two inequivalent Fe ions to investigate the effect
of the FM order of the Eu planes on the superconductivity in
the Fe planes.

With fixed average hole concentration, we calculate the
zero-temperature phase diagram and demonstrate a subtle
competition among the SC order, the magnetic response, and
the kinetic energy. As the Zeeman field is increased, the ho-
mogeneous SC (H-SC) phase gives way to the FFLO phase,
then the so-called two-dimensional (2D) textured-SC (TT-SC)
phase [33], followed by the striped-FM phase, demonstrating
the intricate interplay between superconductivity and mag-
netism. For a large range of parameters, inhomogeneous
phases win energetically over homogeneous superconducting
and/or ferromagnetic phases. In addition to the patterns of
the order parameters and the local density of states (LDOS),
the competing phases can be distinguished by the electron
occupation.

The rest of this paper is organized as follows. In Sec. II,
we introduce the theoretical model and the methods in our
study. We show the results for order parameters and the zero-
temperature phase diagram in Sec. III. We discuss the LDOS
and the electron occupation in Sec IV, before we summarize
in Sec. V.

II. MODEL AND METHOD

We start from a two-orbital four-band tight-banding Hamil-
tonian [34–37] with an applied Zeeman field B:

Ht = −
∑

iμ jνσ

tiμ, jνc†
iμσ c jνσ + H. c.

−
∑
iμσ

(μ0 + σB)c†
iμσ ciμσ , (1)
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where c†
iμσ creates an electron with spin σ in orbital μ at

site i. μ0 is the chemical potential, from which all energies
are measured. The average electron concentration is chosen
to be 〈ni〉 = 1.8 in all our calculations, such that the sys-
tem is deep in the SC state in the absence of B. We set
the distance between nearest-neighbor (nn) Fe ions as the
unit length and the nn hopping integral between the same
orbitals to be t1 = 1. The next nn (nnn) hopping integrals
between the same orbitals mediated by the above and below
As ions are t2 and t3, respectively, while the nnn hopping
strength between different orbitals is t4. The hopping parame-
ters are chosen to be (t2, t3, t4) = (0.4,−2, 0.04) such that the
resulting band structure is in good agreement with the angle-
resolved photoemission spectroscopy (ARPES) and inelastic
neutron-scattering experiments [34,35].

In the mean-field framework, the SC Hamiltonian Hsc and
the interaction term Hint can be written as [35–40]

Hsc =
∑
iμ jν

�iμ jνc†
iμ↑c†

jν↓ + H.c., (2)

Hint = U
∑
iμσ

〈niμσ̄ 〉niμσ + (U − 2JH )
∑
iμσ

〈niμ̄σ̄ 〉niμσ

+ (U − 3JH )
∑
iμσ

〈niμσ 〉niμ̄σ , (3)

where the singlet pairing parameter is defined as �iμ jν =
V
2 〈ciμ↑c jν↓ − ciμ↓c jν↑〉 with V = 2. In our model pairings
only exist among the same orbitals and only along nnn links,
leading to the S± pairing order in the absence of B. In
this study we select U = 3.4 and Jh = 1.3 to systematically
investigate the inhomogeneous states of Fe-based high TC .
With these parameters, theoretical results on 122 systems
are qualitatively consistent with experimental measurements
[36–47], and the properties of the system are stable within
a large range of U, Jh [37]. We note that the Hubbard U
of significant strength, as well as the exchange interaction,
also plays a crucial role in the formation of the Cooper pair
and charge modulations [48,49] in the models appropriate for
copper-based high-TC superconductors [50].

The total Hamiltonian Htot = Ht + Hint + Hsc can be
solved via the following Bogoliubov–de Gennes (BdG) equa-
tions [25,29,37,51]

∑
jν

(
Hiμ jνσ �iμ jν

�∗
iμ jν −H∗

iμ jνσ̄

)(
un

jνσ

vn
jνσ̄

)
= En

(
un

iμσ

vn
iμσ̄

)
, (4)

where Hiμ jνσ contains the matrix elements of Ht + Hint . The
mean-field order parameters are obtained self-consistently by

�iμ jν = V

2

∑
n

{
un

iμ↑vn∗
jν↓[1 − f (En)] − un

jν↑vn∗
iμ↓ f (En)

}
,

(5)

Mi = 1

2

∑
μ

(〈niμ↑〉 − 〈niμ↓〉), (6)

in which

niμ =
∑

n

{|un
iμ↑|2 f (En) + |vn

iμ↓|2[1 − f (En)]
}
. (7)

FIG. 1. (a) The Fermi-surface topology at B = 0.11 in the ab-
sence of pairing. (b) Pairing susceptibility in the momentum space in
the absence of B. The six high-susceptibility points are highlighted
by blue dots. The corresponding Fermi-surface topology is shown in
the inset of panel (a) for comparison.

Here, f (En) is the Fermi distribution function. The kinetic
energy of the system can be expressed by the sum Ekin =
�σ iμ jν (ξσ

iμ jν + ξσ∗
iμ jν ), where ξσ

iμ jν = −tiμ, jν〈c†
iμσ c jνσ 〉. To

take into account the directional differences, we also define
�i ≡ 1

8

∑
τμ �iμ,i+τμ, ξσ

id ≡ 1
16

∑
τμν ξσ

iμ,i+τν with τ = ±x̂ ±
ŷ, and ξσ

ixy ≡ 1
8

∑
τμ ξσ

iμ,i+τμ with τ = ±x̂,±ŷ.
We perform numerical calculations on a Nx × Ny = 24 ×

48 lattice with periodic boundary conditions, which yields
24 × 48 × 2 × 2 = 4608 eigenenergies En with band and spin
indices taken into account. We choose Mx × My = 20 × 20
supercells to calculate the LDOS ρi(ω) = ρi↑(ω) + ρi↓(ω) =

1
MxMy

∑
nμk |un

iμ↑k|2δ(En,k − ω) + |vn
iμ↓k|2δ(En,k + ω) for

each spin species and their sum, where the wave vector is
taken as kα = −π/Nα + 2π i/(NαMα ), α = x, y, i = 1 · · · Mα

in the supercell techniques with En,k being eigenenergies for
a fixed wave vector. In the calculation we regulate δ(x) by
/[π (2 + x2)] with  = 0.01. Fe-based superconductors
have been argued to exhibit all the properties allowing the
formation of the FFLO state [31]. After suppressing the SC
order, we plot the Fermi-surface topology in Fig. 1(a) for
B = 0.11. Compared with the B = 0 case [Fig. 1(a) inset],
we find that the disconnected sheets of the Fermi surface split
due to the lift of spin degeneracy. Around the  point, the
spin-up electrons form the two inner loops (magenta), and the
spin-down ones form the two outer loops (red). Meanwhile,
the spin-up (down) electrons form the two outer (inner)
pockets at the corners of the first Brillouin zone. Electrons
of different spins from different sheets may be paired with
nonzero total momentum, leading to the formation of the
FFLO and other exotic states.

The retarded Green’s function of Cooper pairs is defined
as G�i�

†
j
(t ) = −i�(t )〈[�i(t ),�†

j (0)]〉 and its real-frequency

Fourier transform reads χ�
i j (ω) = ∫

dtG�i�
†
j
(t ) exp(iωt ) with

�(t ) being the step function. To investigate the propagation
of the net momentum in the density of Cooper pairs, we
calculate the static Cooper pairs susceptibility in the absence
of the Zeeman field χ�(q) = limω→0

−1
N

∑
i j exp[iq · (Ri −

R j )]χ�
i j (ω), where Ri is the coordinate of site i and q is the

momentum. By using the equation of motion of the imaginary
time correlation function in the Matsubara formalism, we
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FIG. 2. (a) Spatial profiles of order parameters Mi and �i for
the H-FM-SC state at B = 0.16. Competing spatial profiles of Mi

and ni − 1 for (b) the striped-FM state and (c) the H-FM state are
compared at B = 0.18. Mi of the striped-FM state is also projected
to the bottom plane for clarity.

obtain

χ�(q) =
∑

m1m2,ω=0

ξm1m2 (q)ξm2m1 (q)[ f (Em1 ) − f (Em2 )]

iω + (Em1 − Em2 )
. (8)

The coefficient ξm1m2 (q) = ∑
i Di,m1m2 exp(iq · Ri ), where

Di,m1m2 is given by the pairing order in the quasipar-
ticle basis �i = ∑

m1,m2
γm1γ

†
m2

Di,m1m2 . Figure 1(b) plots
χ�(qx, qy) in momentum space. In addition to χ�(0, 0) =
0.15, one finds more high-susceptibility points, e.g.,
with χ�(±0.262,±0.262) ≈ χ�(±0.262, 0) ≈ 0.14, indi-
cating that the system tends to form a FFLO state with a
nonzero net momentum of Cooper pairs.

III. ORDER PARAMETERS AND PHASE DIAGRAM

The model exhibits a variety of phases as the Zeeman field
strength increases. If we only allow homogeneous solutions
at zero temperature (T = 10−4 in numerical calculations), we
find that the constant values of �i = 0.105 and Mi = 0 persist
as B increases, indicating a H-SC phase. Beyond B = 0.13,
a homogeneous ferromagnetic superconducting (H-FM-SC)
phase emerges where �i has relatively high values in contrast
with a small positive Mi. As shown in Fig. 2(a), the SC
order �i = 0.099 is about ten times larger than that of the
FM order Mi = 0.01 for B = 0.16. The SC order disappears
at B � 0.18, and the system enters a trivial homogeneous
ferromagnetic (H-FM) phase.

When we include inhomogeneous solutions, we find that
the system can form a FFLO state, which is energetically more
favorable than a H-SC state. Here, we restrict ourselves to
the one-dimensional (1D) possibilities. In Fig. 3(a), we show
that the self-consistently determined �i at B = 0.08 oscillates
along the x direction with a nonzero mean, somewhat like a
sine function. Figures 3(b) and 3(c) show that the electron
concentration ni oscillates in phase with |�i|, while Mi com-
petes with the SC order and oscillates out of phase with |�i|.
In particular, Mi maximizes when �i = 0. The sign of Mi does
not change, indicating a FM order.

To obtain the net momenta of the Cooper pairs we cal-
culate the pairing order in the momentum space [51] by
�k = 1

NxNy

∑
i �ie−ik·Ri . The real part of the Fourier transform

has a sharp peak �k = 0.039 at k = 0, which is associ-
ated with the nonzero average of �i, and two weak peaks
Re{�k} = 0.015 at kx = ±0.26, as shown in Fig. 4(a). The
imaginary part of �k , on the other hand, has two dom-

FIG. 3. Spatial profiles of the order parameters for the FFLO
state at B = 0.08. The contour plot of these order parameters are
shown at the bottom.

inant components Im{�k} = ±0.044 at kx = ±0.13 as in
Fig. 4(b). By taking these dominant contributions, we can fit
the SC order parameter by �i = 0.039 − 0.088 sin(0.13x) +
0.03 cos(0.26x) along the x direction. If the Hamiltonian only
contains the hopping term and the phenomenologically intro-

FIG. 4. (a) Real part and (b) imaginary part of the SC order �k

in the momentum space at B = 0.08.
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FIG. 5. Patterns of the order parameters (a) Mi, (b) �i, and (c) ni

for the 2D TT-SC state at B = 0.15.

duced SC pairing, the SC order of the FFLO state is generally
a single sinusoidal function in the whole system. When a
FFLO state is caused by complex band structure and/or com-
plex interaction, the SC order can contain several harmonic
terms as demonstrated in our study. Here, the oscillations of
the sine and cosine terms nearly cancel each other for x > 24,
leading to an apparent suppression of the spatial variation of
�i, as shown in Fig. 3(a).

At larger Zeeman field, the homogeneous H-FM-SC phase
is replaced by a 2D TT-SC phase that features a compli-
cated pattern of magnetic order with small average 〈Mi〉 but
large 〈|Mi|〉, as shown in Fig. 5(a). For B = 0.15, we obtain
〈|Mi|〉 = 0.0748 and 〈Mi〉 = 0.0074. This antiferromagnetic-
type of local spin arrangement leads to a revival of the SC
order with a somewhat complementary pattern for �i shown
in Fig. 5(b). Although �i varies spatially, the net momentum
of the Cooper pairs is zero. Figure 5(c) confirms that the
electron concentration ni also has a texture pattern. We note
that in both the FFLO and the 2D TT-SC states the amplitude
fluctuation of ni is rather small (less than 0.015).

As electron concentration niσ oscillates, the contribution to
the kinetic energy varies as well. Figure 6 plots the variation
of niσ and ξσ along y = 12 for the FFLO and the 2D TT-SC
states. In both cases ξ↑ and ξ↓ are out of phase, as shown
in Figs. 6(c) and 6(d). We obtain the kinetic energy per site
to be Ekin = −2.842 for the FFLO state and Ekin = −2.834
for the TT-SC state. The latter is almost identical to that of
the H-SC state, while the energetically less favorable H-FM-
SC state has an intermediate Ekin = −2.838. Therefore, the
competition among the FFLO, TT-SC, and H-FM-SC phases

FIG. 6. Variations of spin-resolved ni along y = 12 for (a) the
FFLO state at B = 0.08 and (b) the 2D TT-SC state at B = 0.15. For
comparison, spin-resolved ξixy and ξid along the same cut are shown
in panel (c) at B = 0.08 and in panel (d) at B = 0.15.

FIG. 7. (a) Evolution of the order parameters Mi and �i for
homogeneous solutions at T = 0 for increasing B. The dotted lines
are for the H-SC states and the H-FM state, while the solid lines for
the H-FM-SC state. (b) The averaged order-parameter evolution for
the energetically more favorable states, which include the inhomoge-
neous FFLO, 2D TT-SC, and striped-FM states.

manifests an intricate interplay among the kinetic energy and
the magnetic and SC interactions.

When the Zeeman field is further increased, a striped-FM
state, which has more favorable energy than the corresponding
H-FM state, appears. As shown in Fig. 2(b) for B = 0.18, Mi

and ni oscillate in phase, unlike in the FFLO and the 2D TT-
SC phases. The striped-FM state retains the 2 × 1 pattern as
in the parent compound with its magnetic order Mi varies in
the range [−0.01, 0.22]. The order parameters for the H-FM
state at B = 0.18 is plotted in Fig. 2(c) for comparison. We
point out that the striped-FM state cannot survive at B > 0.21,
where the trivial H-FM states are recovered.

We summarize the zero-T phase diagram by plotting the
average SC and magnetic order parameters in Fig. 7. Fig-
ure 7(a) is only for the homogeneous states, while Fig. 7(b)
includes energetically more favorable inhomogeneous states.
If we only allow homogeneous solutions, the SC order drops
abruptly from �i = 0.105 to zero at B = 0.13, at which point
Mi jumps from zero to a finite positive value, and the system
goes into a H-FM state, as indicated by the dashed lines. But
homogeneous �i can revive at B = 0.14 at the expense of
a much-suppressed Mi, giving rise to a H-FM-SC phase. At
B � 0.18 the SC order fails to survive, and the H-FM phase
rules with 〈Mi〉 = 0.114 for B = 0.18. The phase diagram
including inhomogeneous solutions is shown in Fig. 7(b). The
FFLO phase is energetically favorable in the range 0.04 �
B � 0.12. For example, at B = 0.04 the inhomogeneous state
has an energy E ≈ −2.76, narrowly beating E ≈ −2.74 for
the H-SC state. The 2D TT-SC phase with revived SC order,
which beats the H-FM-SC phase in energy, appears in the
range 0.12 < B < 0.18. At B = 0.16, for example, the 2D
TT-SC state has E ≈ −2.80 as opposed to E ≈ −2.78 for
the H-FM-SC state. The SC order vanishes at B = 0.18, be-
yond which the system enters, first, the striped-FM phase and,
finally, the H-FM phase.

IV. LOCAL DENSITY OF STATES AND ENERGY
DISTRIBUTION FUNCTION

Figure 8 plots the LDOS ρ as well as the spin-resolved
contributions ρσ in homogeneous phases and in the striped-
FM phase. The up- and down-spin LDOS are degenerate in
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FIG. 8. The total (red), up-spin (purple), and down-spin (green)
LDOS for (a) the H-SC state at B = 0, (b) the H-SC state at B = 0.03,
and (c) the H-FM-SC state at B = 0.16. The inset of panel (a) shows
ρ of the H-FM state at B = 0.18. The black arrows in panel (b) indi-
cate the locations of the double coherent peaks. (d) The total LDOS
for the inhomogeneous striped-FM state at B = 0.18 is shown for
sites of the maximum Mi = 0.22 (red solid line) and for sites of the
minimum Mi = −0.01 (brown solid line). The purple empty circle
indicates the location of the SDW coherence peak. For comparison,
the gray dashed line shows the total LDOS of the parent compound.

the absence of a Zeeman field, as shown in Fig. 8(a). In the
H-SC state at B = 0.03 the U-shaped ρ↑ and ρ↓ are shifted by
B along opposite directions. Their sum ρ remains U shaped,
as shown in Fig. 8(b). As a result, two SC coherence peaks,
indicated by black arrows, appear on either sides of the gap.
The LDOS for the H-FM-SC state, on the other hand, have
in-gap resonance peaks due to the large shift of the two spin
species ρσ shown in Fig. 8(c) at B = 0.16, even though each
spin-resolved ρσ retains its U shape.

In contrast, the SC coherent peaks vanishes in the striped-
FM state, in which a SDW gap opens and asymmetric SDW
coherence peaks appear. The picture is similar to that of
the undoped antiferromagnetic parent compound at B = 0,
depicted by the gray dashed line in Fig. 8(d). We note that
ρ of the striped-FM state differs significantly from that of
the H-FM state in the inset of Fig. 8(a), which exhibits no
coherence peaks.

In inhomogeneous SC states, the LDOS differs from site
to site. For illustration, we plot ρ on two different sites
for the FFLO state and the 2D TT-SC states. We find that
the spin-resolved ρ↑ and ρ↓ are no longer U-shaped in ei-
ther phase. The FFLO state features a V-shaped total ρ as
shown in Figs. 9(a) and 9(b) at B = 0.08. Still, there are
two coherence SC peaks on either side of the Fermi en-
ergy, especially the two low-energy peaks merge into one
in Fig. 9(a). On the other hand, the 2D TT-SC state at B =
0.15 features in-gap resonance peaks due to the large shift
between ρ↑ and ρ↓, as illustrated in Figs. 9(c) and 9(d).
Our investigation show that europium-based iron pnictides
can, possibly, have several homogeneous and inhomoge-
neous FM-SC states, thus the scanning tunneling microscopy
(STM) measurements can render quite different results, which
need to be understood by both the total LDOS and the
spin-resolved LDOS.

To further understand the SC phases, we plot the energy
distribution function nσ (Ek ) for various phases in Fig. 10.
Here, each point represents a single state. For the H-SC phase
in the absence of B, the existence of partially occupied points

FIG. 9. LDOS of the inhomogeneous SC states (a) at site (12,12)
and (b) at site (20,12) for the FFLO state at B = 0.08, as well as
(c) at site (12,12) and (d) at site (40, 12) for the 2D TT-SC state at
B = 0.15. The black arrows indicate the locations of the coherent
peaks. Note that the two left peaks merge into one in panel (a).

demonstrates the formation of Cooper pairs by electron near
the Fermi surface. The trend of nσ (Ek ) resembles the result in
the standard BCS theory. The result appears to be similar for
the H-FM-SC phase at B = 0.16, which is not the most ener-
getically favorable state as we discussed in Fig. 7. However,
we point out that the Fermi energy has different distances to
the up- and down-spin branches, and the total LDOS behaves
very differently, as the spin-resolved LDOS shift far away
from each other.

As B increases above 0.04, the distribution of the par-
tially occupied levels scatters well beyond the vicinity of
the Fermi energy, as a result of the intricate interplay of the
magnetic and SC energies of the interacting system in the
FFLO phase. As B further increases, more states appear in
the vicinity of the Fermi energy, while the energy spread of
the electron participating in the pairing decreases, as shown
for the TT-SC state at B = 0.15. To some extent, we can think
that the increasing magnetic interaction has been balanced by
electron-electron interaction, thus absorbed into the nontrivial
change of the mean-field band structure. The large spread of

FIG. 10. Electron occupation nσ (Ek ) for various phases, as the
SC and FM orders compete with each other with increasing B.
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FIG. 11. The evolution of the highest and lowest occupied en-
ergies EHO and ELO for the ground states in Fig. 7(b). Up- and
down-spin levels are denoted in black and red, respectively.

the distribution in the FFLO state suggests that the momentum
spread of the pairing states is also large, implying a relatively
short coherence length according to the uncertainty principle.
Therefore, the results indicate that the FFLO state is the
most fragile SC state and will be destroyed first by thermal
fluctuations.

When Zeeman energy is even stronger, the SC order is
completely suppressed, and nσ (Ek ) becomes a step function,
as in the H-FM state at B = 0.18. When inhomogeneous states
are allowed, the SDW order emerges. There are degenerate
states with intermediate occupation at Ek = −0.304, which
corresponds to the SDW coherence peak in Fig. 8 (d), indi-
cated by the purple circle.

An alternative way to understand the rich SC phases is
to investigate the highest-occupied (EHO) and the lowest-
occupied (ELO) energy levels for each spin species, which
can be extracted from Fig. 10. We plot their evolution with
B in Fig. 11 for the stable states in Fig. 7(b). For the H-
SC states, the separation between up- and down-spin EHO is
exactly 2B as expected in a paramagnetic SC phase, as is
the same for ELO. In the FFLO phase, the hard gap near the
Fermi energy disappears while the magnetic order appears,
as indicated in Fig. 7. As a result, the up-spin energy lev-
els gets further pushed down by the internal magnetic field
and the gain in kinetic energy, as reflected in ELO. In the
2D TT-SC states, EHO behave similar to that of the FFLO
states, but the separation of up- and down-spin ELO returns to
approximately 2B.

V. SUMMARY

We explore the zero-temperature phase diagram of
europium-based iron pnictides in the presence of a Zeeman
field. In our mean-field study the field drives a transition
in Fe planes from a H-SC phase to inhomogeneous states
with competing FM and SC orders. As the field increases,
the FFLO phase first emerges, followed by the TT-SC phase,
which features 2D patterns of order-parameter oscillations on
shorter length scales. In both inhomogeneous phases, spin-
up and spin-down electrons fill up to the Fermi energy, and
the hard SC gap give way to V-shaped spin-resolved LDOS.
The distribution of electron occupation for the FFLO and 2D
TT-SC states shows that electrons deep beneath the Fermi
energy participate in the formation of Cooper pairs with short
coherence length, unlike in the conventional BCS theory.

In our calculations the system can have more than one
mean-field solutions due to the complex interplay among the
Zeeman field, the SDW band structure of the parent com-
pound, and the SC order. In particular, homogeneous but
energetically less favorable H-SC and H-FM-SC states com-
pete with the FFLO phase and TT-SC phase, respectively. The
Zeeman field in the Fe planes, which can arise from the FM
ordering of the neighboring Eu planes, is the crucial ingre-
dient in our theory. Although there is no direct experimental
evidence that the FM order is strictly homogeneous, our model
should also work for weak inhomogeneity, as the effective
Zeeman field in the Fe plane averages the contributions from
many spins in the spatially separated Eu planes. Such in-
teraction between drastically different but both dynamically
nontrivial 2D layers may hold the key to understanding the
complex phase diagram of europium-based iron pnictides ob-
served in experiments.
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