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Ferroaxial moment induced by vortex spin texture
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The nature of an electric ferroaxial moment characterizing a time-reversal-even axial-vector quantity is
theoretically investigated under magnetic orderings. We clarify that a vortex spin texture results in the emergence
of the ferroaxial moment depending on the helicity. By introducing a multipole description, we show that the
ferroaxial nature appears when two types of odd-parity magnetic multipoles become active under the vortex
spin texture: One is the magnetic monopole and the other is the magnetic toroidal dipole. We present all the
magnetic point groups to possess the ferroaxial moment in the presence of the magnetic orderings with the
magnetic monopole and magnetic toroidal dipole. Moreover, we specifically consider a multiorbital model in a
four-sublattice tetragonal system to demonstrate the ferroaxial moment induced by the vortex spin texture. We
show that the ferroaxial moment is microscopically characterized by both the cluster-scale and atomic-scale
axial-vector quantities: The former is described by the vortex of the local electric dipole and the latter is
represented by the outer product of the local orbital and spin angular momenta. Moreover, we find that the
atomic spin-orbit coupling and the hybridization between orbitals with different parity are key ingredients to
induce the ferroaxial moment. We also apply the result to a magnetic skyrmion with a topologically nontrivial
spin texture and discuss candidate materials.
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I. INTRODUCTION

One of the central issues in condensed matter physics is
to explore intriguing functional properties in materials. The
spontaneous symmetry breaking owing to electron correla-
tion often gives rise to new quantum states of matter, which
become the sources of various physical phenomena. In partic-
ular, antiferromagnetic ordering has been extensively studied
in both experiments and theory over the years. It exhibits
a variety of physical phenomena depending on its spatial
distribution of spin moments. For example, a collinear anti-
ferromagnetic ordering can be the origin of the anomalous
Hall effect, which is termed the crystal Hall effect [1–12].
Similarly, a noncoplanar antiferromagnetic ordering with a
uniform distribution of the spin scalar chirality causes the
anomalous Hall effect through the spin Berry phase mecha-
nism [13–19]. In both cases, the emergence of the anomalous
Hall effect is understood from symmetry; it occurs when the
magnetic point group symmetry of the antiferromagnetic or-
dering is the same as that of the ferromagnetic one to have
the same symmetry as the axial-vector with time-reversal odd.
In other words, antiferromagnetic orderings can acquire a
ferromagnetic nature even without uniform magnetization.

Furthermore, antiferromagnetic orderings can exhibit a po-
lar nature when they break the spatial inversion symmetry. A
typical example is a spontaneous electric polarization induced
by a noncollinear antiferromagnetic ordering with the vector
spin chirality degree of freedom [20–29]; the ferroelectric
(time-reversal-even polar) property appears below the criti-
cal temperature. Another example is found in a noncoplanar
antiferromagnetic ordering, where nonlinear nonreciprocal

transport is caused by the asymmetric band modulation un-
der the spatial distribution of the local spin scalar chirality
[29–35]. In this case, the antiferromagnetic state accompanies
the nature of ferroic time-reversal-odd polar-tensor quantities,
which is referred to as ferromagnetic toroidicity. These ex-
amples show that antiferromagnetic spin configurations bring
about various physical phenomena depending on their spin
alignments, which will be utilized for an active research field
in terms of antiferromagnetic spintronics [36–39].

In the present study, we focus on a ferroaxial (ferro-
rotational) nature in magnets. The ferroaxial moment is
characterized by the axial vector with time-reversal even,
which is qualitatively different from the ferromagnetic mo-
ment (axial vector with time-reversal odd) and ferroelectric
moment (polar vector with time-reversal even) [40,41]. Ac-
cordingly, the spatial inversion and time-reversal properties
are different from each other: the former ferroaxial moment
keeps both spatial inversion and time-reversal symmetries,
while the latter ferromagnetic and ferroelectric moments
break the time-reversal and spatial inversion symmetries, re-
spectively. In this sense, the ferroaxial moment is not directly
coupled to the electromagnetic fields. Meanwhile, such a fer-
roaxial property has recently attracted much attention, since
it leads to unconventional off-diagonal responses, such as
the spin-current generation [42,43] and antisymmetric ther-
mopolarization [44], in the context of the electric toroidal
moment. As the ferroaxial moment can be present in the 13
crystallographic point groups without vertical mirror symme-
try, C6h, C6, C3h, C4h, C4, S4, C3i, C3, C2h, C2, Cs, Ci, and C1,
a variety of materials are expected to exhibit the ferroaxial
physics. Indeed, the ferroaxial nature has been experimentally
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observed in materials, such as Co3Nb2O8 [45], CaMn7O12

[46], RbFe(MoO4)2 [47,48], NiTiO3 [48,49], Ca5Ir3O12 [50],
and BaCoSiO4 [51].

Motivated by these studies, we study the possibility of
inducing and controlling such a ferroaxial nature through
magnetic phase transitions. By introducing an odd-parity mul-
tipole notation [52–56], we reveal that the coexistence of the
magnetic monopole and the magnetic toroidal dipole under
the vortex spin texture is the key essence to inducing the
ferroaxial nature in antiferromagnets. We summarize possible
magnetic point groups to possess the ferroaxial moment under
antiferromagnetic orderings with the above two multipoles.
Furthermore, we identify the electronic degrees of freedom
corresponding to the ferroaxial moment, which is defined in
a cluster and atomic site, and show when a nonzero expec-
tation value is obtained based on the microscopic model. We
show that the atomic spin-orbit coupling and the hybridization
between orbitals with different parity are key ingredients in
addition to the vortex spin configuration. We also discuss a
magnetic skyrmion as a canonical magnetic state to have the
vortex spin configuration, which becomes the candidate to
exhibit the ferroaxial physics.

The rest of this paper is organized as follows. In Sec. II,
we introduce the ferroaxial moment based on the multipole
description. We show that the ferroaxial moment corresponds
to the electric toroidal dipole. In addition, we discuss two
key multipoles, i.e., magnetic monopole and magnetic toroidal
dipole, to induce the ferroaxial moment under antiferromag-
netic orderings. We also present the reduction table from the
gray point group to the subgroups once the ferroaxial moment
becomes active in the presence of the magnetic monopole
and the magnetic toroidal dipole. Then, after introducing a
minimum multiorbital model in Sec. III, we demonstrate that
the ferroaxial moment is induced by the vortex spin textures in
Sec. IV. We show that the interplay between the atomic spin-
orbit coupling and the hybridization between orbitals with
different parity plays an important role in inducing the fer-
roaxial nature under the vortex spin configuration. In Sec. V,
we show that the magnetic skyrmion is one of the candidates
to exhibit the ferroaxial nature. Section VI concludes this pa-
per. We list the candidate materials. In Appendix A, we show
that a superposition of the anti-vortices with the magnetic
quadrupole degrees of freedom also leads to the emergence of
the ferroaxial moment. In Appendix B, we discuss the filling
dependence of the ferroaxial moment in the model in Sec. III.

II. FERROAXIAL MOMENT UNDER
VORTEX SPIN TEXTURES

We discuss an essence to induce the ferroaxial moment
under antiferromagnetic orderings based on the microscopic
multipole description. First, we introduce four types of
multipoles with different spatial inversion and time-reversal
properties in Sec. II A. We show that the ferroaxial moment
corresponds to the electric toroidal dipole degree of freedom
in electrons. Then, we show that the ferroaxial nature appears
under the vortex spin texture accompanying both the magnetic
monopole and magnetic toroidal dipole degrees of freedom in
Sec. II B. Last, we list the comprehensive table to represent

TABLE I. Parities for eight multipoles
(Q0, Gz, M0, Tz, G0, Qz, T0, Mz ) in terms of the symmetry operations
under the ∞/mm1′ (D′

∞h) group with the irreducible representation
(Irrep.); the upper subscript corresponds to the time-reversal parity.
E , 1̄, m‖, and 2⊥ represent the symmetries in terms of identity,
spatial inversion, mirror parallel to the principal axis, and twofold
rotation around the principal axis, respectively. The prime symbol
for E , 1̄, m‖, and 2⊥ stands for the operations combined with time
reversal. In the rightmost column, symmetry equivalent expressions
by using the position vector r and the dipoles for X = Q, M, G, and
T are shown.

Multipole E 1̄ m‖ 2⊥ 1′ 1̄′ m′
‖ 2′

⊥ Irrep. Remark

Q0 +1 +1 +1 +1 +1 +1 +1 +1 A+
1g r · Q

Gz +1 +1 −1 −1 +1 +1 −1 −1 A+
2g (r × Q)z

M0 +1 −1 −1 +1 −1 +1 +1 −1 A−
2u r · M

Tz +1 −1 +1 −1 −1 +1 −1 +1 A−
1u (r × M)z

G0 +1 −1 −1 +1 +1 −1 −1 +1 A+
2u r · G

Qz +1 −1 +1 −1 +1 −1 +1 −1 A+
1u (r × G)z

T0 +1 +1 +1 +1 −1 −1 −1 −1 A−
1g r · T

Mz +1 +1 −1 −1 −1 −1 +1 +1 A−
2g (r × T )z

the reduction from the gray point group to the subgroups with
a nonzero ferroaxial moment in Sec. II C.

A. Ferroaxial moment based on multipole description

According to the spatial inversion (P or 1̄) and time-
reversal (T or 1′) properties, there are four fundamental
multipole degrees of freedom: electric, magnetic, electric
toroidal, and magnetic toroidal multipoles [52–55,57–59]. For
example, the monopole component of electric (Q0), magnetic
(M0), electric toroidal (G0), and magnetic toroidal (T0) is
characterized by (P, T ) = (+1,+1), (−1,−1), (−1,+1),
and (+1,−1), respectively, while the dipole component of
electric [Q = (Qx, Qy, Qz )], magnetic [M = (Mx, My, Mz )],
electric toroidal [G = (Gx, Gy, Gz )], and magnetic toroidal
[T = (Tx, Ty, Tz )] is characterized by (P, T ) = (−1,+1),
(+1,−1), (+1,+1), and (−1,−1), respectively. Although
the parities of Q0, M0, G0, and T0 in terms of P and T are
the same as G, T , Q, and M, respectively, their transformation
in terms of the point-group symmetry operations are different
from each other. To demonstrate that, we show parities for
these eight multipoles in terms of the symmetry operations
under the ∞/mm1′ (D′

∞h) group in Table I [60]. We also
denote the irreducible representation under ∞/mm1′ where
the superscript stands for the time-reversal parity. The eight
multipoles belong to the different irreducible representations,
which means that they are independent under the ∞/mm1′
group. Such a classification of multipoles can be performed
for an arbitrary point group [53,55].

Among the eight multipoles, the electric (Q0 and Q) and
magnetic toroidal (T0 and T ) multipoles are characterized
by the polar-tensor quantity, while the magnetic (M0 and
M) and electric toroidal (G0 and G) multipoles are char-
acterized by the axial-tensor quantity. These multipoles are
transformed from each other by taking the inner (outer) prod-
uct of any dipoles X = (Q, M, G, T ) and the position vector
(time-reversal-even polar vector) r; r · X is symmetrically

144402-2



FERROAXIAL MOMENT INDUCED BY VORTEX SPIN TEXTURE PHYSICAL REVIEW B 106, 144402 (2022)

equivalent to X0 and r × X results in the change of the spatial
inversion parity while keeping its rank. For example, r · Q
corresponds to Q0 and r × Q corresponds to G [59,61,62]. In
other words, nonzero ∇ · Q‖ but ∇ · Q⊥ = 0 corresponds to
Q0, while nonzero ∇ × Q⊥ but ∇ × Q‖ = 0 correspond to G
when we decompose Q into the perpendicular component Q⊥
and parallel one Q‖ [59]. We present such correspondence in
Table I.

Since only four types of dipole degrees of freedom are
present according to the spatial inversion and time-reversal
properties, any vector physical quantities are represented by
(Q, M, G, T ). For example, the electric polarization (ferro-
electric moment), the magnetization (ferromagnetic moment),
and the electric current (ferromagnetic-toroidal moment) have
a correspondence to Q, M, and T , respectively, from the sym-
metry viewpoint. In addition, the ferroaxial moment, which
is a time-reversal-even axial-vector quantity, corresponds to
the electric toroidal dipole (G), where the symmetries in
terms of mirror parallel to the principal axis and twofold
rotation around the principal axis are broken while keeping
both the spatial inversion and time-reversal symmetries. Thus,
to induce the ferroaxial nature in the electronic systems, it
is important to activate the electric toroidal dipole G. It is
noted that G is distinguished from M with respect to the
time-reversal parity, although both dipoles are characterized
by the axial vector.

B. Vortex spin configuration

As the electric toroidal dipole G is related to the elec-
tric dipole Q like G ↔ r × Q in Table I, one finds that the
vortex-type alignment of the electric dipole Q can induce the
ferroaxial moment. We show the example of the vortex to
have nonzero (r × Q)z in the left panel of Fig. 1(a), where
the center of the vortex is taken at the origin of the position
vector, i.e., r = 0. In such a situation, a nonzero expectation
value of Gz is expected in the electron system. Meanwhile,
when the direction of Q is locally rotated so as to have the
component of r · Q shown in the right panel of Fig. 1(a), the
electric monopole Q0 is activated instead of Gz. These vortices
with Gz and Q0 in Fig. 1(a) show the same symmetry property
shown in Table I; Gz belongs to A+

2g and Q0 belongs to A+
1g

under the ∞/mm1′ group.
In a similar manner, the vortex-type alignment of the

magnetic dipole (spin) M leads to different multipoles. The
magnetic toroidal dipole Tz is activated for the vortex spin
configuration with the component of r × M, while the mag-
netic monopole M0 is activated for that with the component of
r · M, as shown in Fig. 1(b). The irreducible representations of
Tz and M0 are represented by A−

1u and A−
2u under the ∞/mm1′

group, respectively. Tz and M0 correspond to the odd-parity
magnetic multipoles [41,63–65], which are the sources of the
linear magnetoelectric effect [66–75], nonlinear (spin) current
generation [76–84], and nonreciprocal magnon excitations
[85–91]. Similarly, one expects that G0 and Qz (T0 and Mz) are
related to the vortices of G (T ), as shown in Table I, although
we here do not consider them, since we focus on the ferroaxial
nature induced by the vortex spin textures in Fig. 1(b).

The individual vortex spin configuration in Fig. 1(b) does
not induce the ferroaxial nature because Gz belongs to the

FIG. 1. Vortex configurations of (a) the electric dipole Q =
(Qx, Qy, 0) and (b) the magnetic dipole M = (Mx, My, 0). In (a) [(b)],
the left panel shows the electric (magnetic) toroidal dipole Gz (Tz)
and the right panel shows the electric (magnetic) monopole Q0 (M0);
Gz corresponds to the ferroaxial moment.

different irreducible representation of Tz and M0. Meanwhile,
when considering a superposition of the vortices with Tz and
M0, one can realize the activation of Gz owing to a further
symmetry lowering, as shown in Fig. 2. In this situation, an
effective coupling of M0Tz occurs by the secondary effect
of two order-parameter components M0 and Tz. Since the
transformation property of M0Tz with respect to the symmetry
operations is the same as that of Gz as presented in Table I,
the vortex spin configurations with both Tz and M0 exhibit a
ferroaxial nature. In this way, the ferroaxial moment can be
driven by magnetic orderings with Tz and M0; the onset of Gz

is caused by the magnetic phase transitions.

C. Magnetic point group

The above argument of the symmetry correspondence be-
tween Gz and M0Tz holds for any point group [55]. We show
the symmetry reduction from the gray point group except for
the cubic point group to the subgroups with nonzero M0, Tz,

FIG. 2. The ferroaxial moment (Gz) induced by the superposition
of the spin vortices with Tz and M0.
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TABLE II. Reduction from the gray point group (GPG) to the
subgroups when nonzero M0, Tz, and Gz appear. The other active
multipoles, Mz, G0, Qz, and T0, are also presented by �. It is noted
that Q0 is always active, since it belongs to the totally symmetry
representation.

GPG M0, Tz, Gz Mz G0 Qz T0

6/mmm1′, 6/m1′ 6/m′ – – – –
6221′, 6mm1′, 61′ 6 � � � �
6̄m21′, 6̄1′ 6̄′ – – – –
3̄m1′, 3̄1′ 3̄′ – – – –
321′, 3m1′, 31′ 3 � � � �
4/mmm1′, 4/m1′ 4/m′ – – – –
4221′, 4mm1′, 41′ 4 � � � �
4̄2m1′, 4̄1′ 4̄′ – – – –
mmm1′, 2/m1′ 2/m′ – – – –
2221′, mm21′, 21′ 2 � � � �
m1′ m′ –a – –b –
1̄1′ 1̄′ – – – –
11′ 1 �a � �b �
aNonzero (Mx, My ).
bNonzero (Qx, Qy ).

and Gz in Table II. As shown in Table II, 13 of 122 magnetic
point groups satisfy the condition to possess M0, Tz, and
Gz, which are reduced from 32 gray point groups with the
time-reversal symmetry [92]. It is noted that there are several
magnetic point groups to activate Gz under the antivortex
spin configurations with the magnetic quadrupole degrees of
freedom instead of M0 and Gz, as discussed in Appendix A.
In the following section, we demonstrate that Gz is induced in
the vortex spin configuration with M0 and Tz by considering a
specific lattice system so that the symmetry reduction occurs
from 4/mmm1′ to 4/m′.

III. MODEL

Let us consider a two-dimensional tetragonal system con-
sisting of four sublattices A–D under the magnetic point group
4/mmm1′ in Fig. 3(a). We also take into account the four
orbital degrees of freedom, s, px, py, and pz, at each site
to activate the local electric dipole degree of freedom, as
discussed below. Then, the model Hamiltonian is given by

H =
∑

k

∑
γ ,γ ′

∑
α,α′

∑
σ,σ ′

c†
kγασ

Hγ γ ′
αα′σσ ′ckγ ′α′σ ′, (1)

where c†
kγασ

(ckγασ ) is the creation (annihilation) operator of
electrons at wave vector k, sublattice γ = A–D, orbital α = s,
px, py, and pz, and spin σ . The Hamiltonian matrix is divided
into three parts as follows:

Hγ γ ′
αα′σσ ′ = δσσ ′Hhop + δσσ ′δγ γ ′HSOC + δαα′HMF. (2)

The first term Hhop in Eq. (2) represents the nearest-neighbor
hopping term for the intra- and interplaquette. By using the
Slater-Koster parameter, we consider the four intraplaquette
hopping parameters to satisfy the tetragonal symmetry: t for
the amplitude between s orbitals (α, α′ = s), tp for that be-
tween (px, py) orbitals (α, α′ = px, py), tz for that between
pz orbitals (α, α′ = pz), and tsp for that between different

FIG. 3. (a) Two-dimensional tetragonal lattice structure consist-
ing of four sublattices A–D. The blue arrows represent the local
electric field. (b) The four-sublattice spin configurations of the mag-
netic monopole M0 (upper panel) and the magnetic toroidal dipole Tz

(lower panel).

s-(px, py) orbitals (α, α′ = s, px, py and α �= α′). Similarly,
we set the interplaquette hoppings as t ′, t ′

p, t ′
z, and t ′

sp. For the
lattice constant, we take a = a′ = 1/2 in Fig. 3(a); the dif-
ference between a and a′ is expressed as the different hopping
amplitudes. We also set t = −1 as the energy unit of the model
in Eq. (1) and (t ′, t ′

p, t ′
z, t ′

sp) = �(t, tp, tz, tsp) for simplicity.
The second term HSOC in Eq. (2) represents the atomic spin-
orbit coupling for the p orbital with the amplitude λ, which
divides the six p-orbital levels into a doublet and a quartet.
The third term HMF in Eq. (2) represents the mean-field term
corresponding to the magnetic order. We here suppose the
same coupling constant for all the orbitals for simplicity. In the
following, we only consider two types of magnetic textures
with M0 and Tz, as shown in Fig. 3(b), which correspond to the
vortex spin textures in the right and left panels of Fig. 1(b),
respectively. The expression of the mean-field Hamiltonian
matrix is represented by

HMF = − hM

∑
γ ′′

δγ γ ′′δγ ′γ ′′ (eγ ′′ · σσσ ′ )

− hMT

∑
γ ′′

δγ γ ′′δγ ′γ ′′ (eγ ′′ × σσσ ′ ), (3)

where σ is the vector of the Pauli matrices and eA =
(−1,−1), eB = (1, 1), eC = (1,−1), and eD = (−1, 1). The
first term represents the mean field for the magnetic-monopole
moment and the second term represents that for the magnetic-
toroidal-dipole moment in Fig. 3(b).

The model in Eq. (1) corresponds to a minimum lattice
model to induce the ferroaxial moment under the vortex spin
texture. In other words, the model has a degree of freedom to
describe the vortex configurations of both the electric dipole
Q and the magnetic dipole M in Figs. 1(a) and 1(b). The local
electric dipole degree of freedom is expressed as the local s-p
hybridization; the local electric polarization Qγ is defined by

Qγ = 1

N

∑
kσ

c†
kγ sσ ckγ pσ + H.c., (4)
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FIG. 4. Contour plots of (a), (e) 〈G(c)
z 〉, (b), (f) 〈Q(c)

0 〉, (c), (g) 〈M (c)
0 〉, and (d), (h) 〈T (c)

z 〉 in the plane of hM and hMT at (a)–(d) λ = 0.5
and (e)–(h) λ = 5 in the four-sublattice system. The other model parameters are chosen as t = −1, tp = 0.7, tz = 0.2, tsp = 0.3, � = 0.8, and
μ = 0.

where N is the number of supercells in the system. The local
spin moment is given as

Mγ = 1

N

∑
kασσ ′

c†
kγασ

σσσ ′ckγασ ′ . (5)

By using Qγ and Mγ , one evaluates the expectation values
of Q0, Gz, M0, and Tz induced by Qγ and Mγ , which are given
in the cluster form as

〈
Q(c)

0

〉 = 1

4

∑
γ

eγ · 〈Qγ 〉, (6)

〈
G(c)

z

〉 = 1

4

∑
γ

eγ × 〈Qγ 〉, (7)

〈
M (c)

0

〉 = 1

4

∑
γ

eγ · 〈Mγ 〉, (8)

〈
T (c)

z

〉 = 1

4

∑
γ

eγ × 〈Mγ 〉, (9)

where 〈· · · 〉 represents the statistical average and we denote
the superscript (c) to explicitly represent the quantity defined
by the four-sublattice cluster, which is referred to as the cluster
multipole [93–96]. Although there is ambiguity in terms of
the choice of the origin of the position vectors in Eqs. (6)–
(9), the following qualitative feature holds for the different
choice of the origin [97,98]. The definition of G(c)

z consisting
of the vortex in terms of 〈Qγ 〉 corresponds to that discussed in
ferroelectric systems [61,62].

From the symmetry viewpoint, Q(c)
0 , G(c)

z , M (c)
0 , and T (c)

z
belong to the irreducible representation of A+

1g, A+
2g, A−

1u, and
A−

2u under the 4/mmm1′ group, respectively. When the vortex
spin configuration with 〈M (c)

0 〉 (〈T (c)
z 〉) occurs, the 4/mmm1′

group reduces to the 4/m′m′m′ (4/m′mm) group, where 〈G(c)
z 〉

does not belong to the totally symmetric representation. By
considering a further symmetry reduction to have both 〈M (c)

0 〉

and 〈T (c)
z 〉, the system reduces to the 4/m′ group, which results

in the activation of 〈G(c)
z 〉 as shown in Table II. In the follow-

ing section, we examine the model in Eq. (1) to understand
the microscopic origin of the ferroaxial moment beyond the
symmetry argument.

IV. RESULT

We discuss the behavior of the ferroaxial moment against
the model parameters. We present the results in the four-
sublattice tetragonal system in Sec. IV A and those in the
single-site system in Sec. IV B.

A. Four-sublattice tetragonal system

Figure 4 shows the contour plot of quantities in Eqs. (6)–
(9) while changing hM and hMT. The behaviors of 〈G(c)

z 〉,
〈Q(c)

0 〉, 〈M (c)
0 〉, and 〈T (c)

z 〉 are shown in Figs. 4(a), 4(e), 4(b),
4(f), 4(c), 4(g), 4(d), and 4(h), respectively. The data in
Figs. 4(a)–4(d) are calculated for the weak spin-orbit coupling
λ = 0.5 and those in Figs. 4(e)–4(h) are calculated for the
large spin-orbit coupling λ = 5. The other hopping param-
eters are taken at t = −1, tp = 0.7, tz = 0.2, tsp = 0.3, and
� = 0.8 and the chemical potential is set to be μ = 0. We
take N = 16002 here and hereafter. We also present the result
while changing μ in Appendix B.

The results in Figs. 4(a) and 4(e) show that the ferroax-
ial moment corresponding to 〈G(c)

z 〉 becomes nonzero under
nonzero hM and hMT; it vanishes for hM = 0 or hMT = 0.

The sign change of 〈G(c)
z 〉 around

√
h2

M + h2
MT ∼ 0.75 for

λ = 0.5 and
√

h2
M + h2

MT ∼ 1.8 for λ = 5 is owing to the
band crossing at μ = 0; the electron filling per site ne =
(1/4N )〈∑kγασ c†

kγασ
ckγασ 〉 roughly changes from 3 to 4,

where ne = 8 represents the full filling. In addition, one finds
that |〈G(c)

z 〉| tends to be larger when hM is close to hMT, which
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FIG. 5. The behavior of 〈G(c)
z 〉 while changing (a) θ , (b) h, (c) λ,

and (d) tsp at ne = 0.2. In (a), h = 2, tsp = 0.3, and λ = 0.5. In
(b), θ = π/4, tsp = 0.3, and λ = 0.5. In (c), h = √

2, θ = π/4, and
tsp = 0.3. In (d), h = √

2, θ = π/4, and λ = 0.5. The other hopping
parameters are common to those in Fig. 4.

indicates that both vortex spin configurations with M0 and Tz

are important in inducing 〈G(c)
z 〉, as discussed above.

The data of 〈Q(c)
0 〉, 〈M (c)

0 〉, and 〈T (c)
z 〉 are presented for

reference in Figs. 4(b)–4(d) and 4(f)–4(h). 〈Q(c)
0 〉 in Figs. 4(b)

and 4(f) shows nonzero values for any hM and hMT; 〈Q(c)
0 〉

exists in the paramagnetic state for hM = hMT = 0, since
the electric monopole Q(c)

0 belongs to the totally symmetric
representation under the 4/mmm1′ group. The emergence of
〈Q(c)

0 〉 is owing to the local crystalline electric field that arises
from the local inversion symmetry breaking at each sublattice,
as shown in Fig. 3(a). Meanwhile, 〈M (c)

0 〉 (〈T (c)
z 〉) becomes

nonzero unless hM = 0 (hMT = 0), which tends to be devel-
oped when increasing hM (hMT).

To extract the essential model parameters to induce 〈G(c)
z 〉

under the vortex spin textures, we investigate the several
model parameter dependencies of 〈G(c)

z 〉 by considering the
low-filling ne = 0.2 so that the Fermi surface is relatively sim-
ple. Figure 5(a) shows the θ dependence of 〈G(c)

z 〉 at t = −1,
tp = 0.7, tz = 0.2, tsp = 0.3, � = 0.8, λ = 0.5, and h = 2,
where we introduce θ and h instead of hM and hMT related
as hM = h cos θ and hMT = h sin θ . The data shows that 〈G(c)

z 〉
takes nonzero values except for θ = 0 or θ = π/2 and it
seems to be almost symmetric against θ , which is consistent
with the result in Figs. 4(a) and 4(e). Moreover, one finds that
〈G(c)

z 〉 is developed while increasing h, as shown in the case of
θ = π/4 in Fig. 5(b). These results clearly indicate that 〈G(c)

z 〉
is induced by the vortex spin configuration with 〈M (c)

0 〉 �= 0
and 〈T (c)

z 〉 �= 0.
In addition to hM and hMT, we find that the spin-orbit

coupling λ and the hopping between s and p orbitals tsp are
important for nonzero 〈G(c)

z 〉, as shown in Figs. 5(c) and 5(d),
where 〈G(c)

z 〉 vanishes for λ = 0 or tsp = 0. The mean-field

FIG. 6. Contour plots of (a), (b) 〈Q⊥〉 and (c), (d) 〈G(a)
z 〉 in the

plane of hM and hMT at (a), (c) λ = 0.5 and (b), (d) λ = 5 in the
single-site system. The other model parameters are chosen at Vsp = 1
and μ = 0.

parameters are taken at h = √
2 and θ = π/4 (hM = hMT =

2). The necessity of tsp is reasonable since the local electric
dipole degree of freedom is described by the s-p hybridization
as found in Eq. (4); the s-orbital Hilbert space is completely
decoupled from the p-orbital one when tsp = 0. Indeed, 〈Q(c)

0 〉
also vanishes for tsp = 0. On the other hand, the necessity
of λ seems to be rather nontrivial, since the local electric
polarization Qγ does not have a spin dependence. In contrast

to tsp, 〈Q(c)
0 〉 becomes nonzero for λ = 0. In other words, the

result implies that tsp plays a role in inducing the local electric
polarization Qη and λ plays a role in tilting Qη so that 〈G(c)

z 〉
becomes nonzero.

B. Single-site system

To further discuss the minimum essence to induce 〈G(c)
z 〉

under the vortex spin configuration, we consider the single-
site system by setting t = tp = tz = tsp = 0; we focus on the
sublattice A. In addition, to take into account the effect of
the s-p hybridization that is necessary for obtaining nonzero
〈G(c)

z 〉, we introduce the local s-p hybridization, whose Hamil-
tonian is given by

Hs−p = Vsp

∑
σ

(c†
Asσ cApxσ

+ c†
Asσ cApyσ

) + H.c., (10)

where we drop off the irrelevant subscript k. In the end, the
independent model parameters in the single-site system are λ,
Vsp, hM, and hMT.

Figures 6(a) and 6(b) show the results at λ = 0.5 and λ =
5, respectively, for Vsp = 1 and μ = 0. We present the contour
plot of 〈Q⊥〉 = (eA × 〈QA〉)z in the plane of hM and hMT,
which corresponds to the A sublattice component of 〈G(c)

z 〉 in
Eq. (7); 〈Q⊥〉 means the electric polarization perpendicular
to the position vector. The overall qualitative behaviors in
Figs. 6(a) and 6(b) are similar to those in Figs. 4(a) and
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4(e), respectively; 〈Q⊥〉 becomes nonzero for hM �= 0 and
hMT �= 0. In other words, the single-site system rather than the
multisublattice one is enough to describe the emergence of the
ferroaxial moment under the magnetic ordering. This result
indicates that there are four important parameters to induce
nonzero 〈Q⊥〉; λ, Vsp, hM, and hMT. When setting any of λ,
Vsp, hM, and hMT to be zero, 〈Q⊥〉 vanishes.

To further confirm the necessity of four model parame-
ters to obtain 〈Q⊥〉, we expand it as a polynomial form of
products of the Hamiltonian matrix based on the procedure in
Refs. [31,99]. As a result, we obtain the lowest contribution to
〈Q⊥〉 as the 5th order, which is proportional to hMhMTVspλ

2.
Moreover, we find that the expansion includes the same factor
hMhMTVspλ

2 in the higher-order contribution, at least, up to
the 10th order. Thus, the essential model parameters to cause
nonzero 〈Q⊥〉 are given by hMhMTVspλ

2 ∼ h2Vspλ
2 sin 2θ . In-

deed, such model-parameter dependencies are consistent with
the behavior of 〈G(c)

z 〉 in the region where the Fermi surface
geometry is not important in Figs. 5(a)–5(d).

Notably, we also find that another atomic-scale quantity
〈G(a)

z 〉, which is different from the electric polarization 〈Q⊥〉,
is induced when the ferroaxial moment appears. This quantity
is defined as

G(a)
z = (l × σ )z, (11)

where l is the orbital angular momentum operator for the p
orbital [42]. The expression of G(a)

z in Eq. (11) is derived based
on a complete multipole basis set for the atomic-scale wave
function [54]. As both l and σ correspond to the axial-vector
quantities with time-reversal odd, their cross product results
in the axial-vector quantity with time-reversal even like the
electric toroidal dipole, which is similar to G(c)

z . On the other
hand, in contrast to 〈G(c)

z 〉 in Eq. (7), G(a)
z does not depend

on the choice of the origin in the unit cell, as it is an atomic-
scale quantity. Although it is difficult to directly observe G(a)

z
because it is not a conjugate quantity to the electromagnetic
field, it becomes a source of off-diagonal responses including
the spin-current generation [42,43] and antisymmetric ther-
mopolarization [44]. Figures 6(c) and 6(d) show the result of
〈G(a)

z 〉, whose behavior is similar to that of 〈Q⊥〉 in Figs. 6(a)
and 6(b).

It is noted that such an atomic-scale G(a)
z is the only

electronic degree of freedom in the s-p hybridized orbital
system with the spin degree of freedom. In the single-site
model, as a physical Hilbert space is spanned by the eight
basis wave functions with four orbital and two spin de-
grees of freedom, there are 8 × 8 = 64 electronic degrees
of freedom in the model Hamiltonian. We show the multi-
pole degrees of freedom corresponding to these 64 electronic
ones in Table III, where X0, X1m, X2m, and X3m for X = Q,
M, T , and G stand for the monopole, dipole, quadrupole,
and octupole, respectively. In the table, the Hilbert space
where the multipoles become active is presented. For ex-
ample, in the Hilbert space spanned by the s orbital with
j = 1/2 and the p orbital with j = 1/2, the electric toroidal
monopole G0, electric dipole Q1m, magnetic monopole M0,
and magnetic toroidal dipole T1m become active. Among the
active multipoles, only the electric toroidal dipole G1m (or G)
corresponds to the time-reversal-even axial-vector degree of

TABLE III. Active multipoles in the s-p hybridized orbital sys-
tem with the spin degree of freedom; j represents the total orbital
angular momentum. X0, X1m, X2m, and X3m for X = Q, M, T ,
and G stand for the monopole, dipole, quadrupole, and octupole,
respectively.

j = 1
2 (s) j = 1

2 (p) j = 3
2 (p)

j = 1
2 (s) Q0 ⊕ M1m G0 ⊕ Q1m Q1m ⊕ G2m

j = 1
2 (p) M0 ⊕ T1m Q0 ⊕ M1m G1m ⊕ Q2m

j = 3
2 (p) T1m ⊕ M2m M1m ⊕ T2m Q0 ⊕ Q2m ⊕ M1m ⊕ M3m

freedom in the single-site system. We also present the clas-
sification of the active multipoles in Table III under the D4h

group in Table IV, where (Xx, Xy, Xz ), (Xu, Xv, Xyz, Xzx, Xxy),
and (Xxyz, X α

x , X α
y , X α

z , X β
x , X β

y , X β
z ) stands for the dipole,

quadrupole, and octupole components, respectively; Gz be-
longing to the irreducible representation A+

2g is independent
of the other multipoles. It is noted that the atomic quantity Q⊥
belongs to the irreducible representation E+

u rather than A+
2g

under the D4h group, although the cluster structure of Q⊥, i.e.,
G(c)

z , belongs to the irreducible representation A+
2g.

By performing a similar procedure to extracting the model-
parameter dependencies of 〈Q⊥〉, we obtain the essential
model parameters for G(a)

z , which are given in the form of
hMhMTV 2

spλ in the lowest order. By comparing the model-
parameter dependencies between 〈Q⊥〉 and G(a)

z , one obtains
the relation as follows:

〈Q⊥〉〈
G(a)

z
〉 = − λ

2Vsp
. (12)

The relation holds, at least, up to the 10th order in the ex-
pansion, and is satisfied in the numerical results as shown in
Fig. 6. Thus, the atomic-scale electric toroidal dipole (ferroax-
ial moment) is closely related to the perpendicular component
of the electric polarization, the latter of which corresponds

TABLE IV. Classification of the active multipoles in Table III
under the tetragonal point group D4h. The superscript + in terms of
the time-reversal parity is supposed in the irreducible representation
for electric (E) and electric toroidal (ET) multipoles, while − is
supposed for magnetic (M) and magnetic toroidal (MT) multipoles.

D4h E ET M MT

A1g Q0, Qu – – Tu

A2g – Gz Mz, Mα
z –

B1g Qv – Mxyz Tv

B2g Qxy – Mβ
z Txy

Eg Qyz Gx Mx , Mα
x , Mβ

x Tyz

Qzx Gy My, Mα
y , Mβ

y Tzx

A1u – G0, Gu M0, Mu –
A2u Qz – – Tz

B1u – Gv Mv –
B2u – Gxy Mxy –
Eu Qx Gyz Myz Tx

Qy Gzx Mzx Ty
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FIG. 7. The ferroaxial nature (Gz) under the superposition (lower
panel) of the Bloch skyrmion with Tz (upper-left panel) and Néel
skyrmion with M0 (upper-right panel). The arrow represents the
spins, where the blue, green, and red colors stand for down, zero,
and up spins, respectively.

to the conventional expression of the electric toroidal dipole
defined by the vortex texture of the electric polarization.

In addition, let us remark on the minimum orbital degree of
freedom to induce the ferroaxial moment. As we consider the
vortex texture of Qη in the xy plane, the s, px, and py orbitals
are the necessary ingredients. Meanwhile, we find that the pz

orbital degree of freedom is also important for nonzero 〈Q⊥〉
and G(a)

z . This is because the in-plane components of l in-
cluded in G(a)

z [Eq. (11)] are characterized by the off-diagonal
matrix elements in Hilbert space between (px, py) and pz

orbitals. Thus, G(a)
z is no longer activated once the pz orbital

degree of freedom is neglected. As 〈Q⊥〉 is proportional to
G(a)

z in Eq. (12), 〈Q⊥〉 also vanishes in such a situation.

V. RELEVANCE WITH SKYRMION

So far, we have focused on the ferroaxial moment under
the vortex with the coplanar spin configuration, as shown in
Fig. 1(b). In this section, we argue that a magnetic skyrmion
with a topologically nontrivial noncoplanar spin texture is
another candidate to exhibit the ferroaxial nature. We show
the schematic pictures of two types of skyrmions in Fig. 7:
One is the Bloch skyrmion in the upper-left panel and the
other is the Néel skyrmion in the upper-right panel. They
are distinguished by the helicity around the skyrmion core
located at the centering down spin in blue. From the multipole
description, the Bloch skyrmion accompanies with Tz, while
the Néel skyrmion accompanies with M0 [100–102]. Thus, by
considering a superposition of the Bloch skyrmion and Néel

skyrmion, one can induce the ferroaxial moment under the
magnetic ordering, as shown in Fig. 7.

Depending on the presence/absence of the spatial in-
version symmetry, we present two scenarios to realize the
skyrmion with the ferroaxial moment. One is based on
the Dzyaloshinskii-Moriya (DM) interaction in the noncen-
trosymmetric system. For example, one can consider the
competition between the chiral-type DM interaction and the
polar-type DM interaction. As the former (latter) tends to
stabilize the Bloch (Néel) skyrmion, the noncentrosymmet-
ric system with chiral- and polar-type DM interactions, such
as the point groups C6 and C4, is a prototypical system
[103–107]. Moreover, even in the purely polar (or chiral) sys-
tem, the skyrmion spin texture with the ferroaxial moment can
be realized when additionally considering other anisotropic
exchange interactions that are allowed from the lattice sym-
metry, e.g., the bond-dependent exchange interaction [108].
The van der Waals magnets, such as Fe3GeTe2, are the candi-
dates belonging to this category [107].

The other is based on the competing exchange interac-
tion in the centrosymmetric system where the DM interaction
does not play an important role. The typical mechanisms are
represented by the short-range exchange interactions in the
localized spin system [109–113] and the long-range exchange
interaction that arises from the itinerant nature of electrons
in the itinerant electron system [114–121]. In this case, the
helicity of the skyrmion is determined by magnetic anisotropy
[122–127] and the dipolar interaction [128,129]. Especially,
it was revealed that the skyrmion corresponding to the lower
panel of Fig. 7 can be realized by considering a frustration
arising from the momentum-resolved interaction under the
D4h point group [130,131] and the C4h point group [101], or
by taking into account the staggered DM interaction under the
D6h point group [132]. The SkX-hosting centrosymmetric ma-
terials, such as Gd2PdSi3 [133–135], Gd3Ru4Al12 [136,137],
GdRu2Si2 [138–140], and EuAl4 [141–144], are candidates in
this category.

VI. SUMMARY

To summarize, we have investigated an essence to induce
the ferroaxial nature under magnetic orderings. We show that
the superposition of the vortices with different helicities so
as to have magnetic monopole M0 and magnetic toroidal
dipole Tz naturally leads to the ferroaxial moment Gz. We
also present all the magnetic point groups to possess M0, Tz,
and Gz from the symmetry viewpoint. Then, by considering
a minimum tetragonal model, we demonstrate that the vortex
spin textures exhibit Gz in a four-sublattice cluster. We clarify
that the interplay among the magnetic order parameters, the
atomic spin-orbit coupling, and the hybridization between
orbitals with different parity is an essence to induce Gz.
Furthermore, we show that the ferroaxial moment becomes
nonzero even in the single-site system, where it is described
by the vector product of the orbital and spin angular momen-
tum operators. Finally, we discuss a possible realization of the
magnetic-order-driven ferroaxial moment by exemplifying the
skyrmion.

We list the candidate materials to exhibit the ferroax-
ial moment under the magnetic orderings in Table V in
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TABLE V. Candidate materials to possess the ferroaxial moment under the magnetic orderings.

MPG materials

6/m′ U14Au51 [145]
6 ScMnO3 [146], Yb0.42Sc0.58FeO3 [147], BaCoSiO4 [148]
6̄′ Cu0.82Mn1.18As [149], Tb14Ag51 [150]
3̄′ MgMnO3 [151], Yb3Pt4 [152]
3 Cu2OSeO3 [153], Mn2FeMoO6 [154]
4/m′ (K,Rb)yFe2−xSe2 [155], TlFe1.6Se2 [156], K0.8Fe1.8Se2 [157], NdB4 [158]
4 Ce5TeO8 [159]
4̄′ CsCoF4 [160]
2/m′ LiFePO4 [161], (Co, Fe)4Nb2O9 [162–167], ErGe3 [168], CaMnGe [169], KFeSe2 [170], Fe2Co2Nb2O9 [171]
2 LiFeP2O7 [172], SrMn(VO4)(OH) [173], DyCrWO6 [174], Ba3MnSb2O9 [175], HoNiO3 [176]
m′ MnTiO3 [177], ScFeO3 [178], GaFeO3 [179], Ce2PdGe3 [180], Mn3O4 [181]
1̄′ CaMnGe2O6 [182], MnPSe3 [183,184], BaNi2P2O8 [185], YbMn2Sb2 [186], NaCrSi2O6 [187], CaMn2Sb2 [188]
1 CuB2O4 [189]

accordance with MAGNDATA, the magnetic structures
database [190,191]. The materials hosting the vortex spin con-
figurations in the hexagonal crystal structures, U14Au51 [145],
ScMnO3 [146], BaCoSiO4 [148], Cu0.82Mn1.18As [149], and
Tb14Ag51 [150], the trigonal crystal structure, Yb3Pt4 [152],
and the tetragonal crystal structure, NdB4 [158], might be
prototypes to possess the ferroaxial moment. In addition, the
ferroaxial moment can be induced even in the collinear spin
configurations once the magnetic monopole and magnetic
toroidal dipole degrees of freedom are activated under the
magnetic orderings. Table V includes such magnetic materials
for future exploration. In these materials, one can expect phys-
ical phenomena characteristic of ferroaxial moment, such as
the spin-current generation [42] and antisymmetric thermopo-
larization [44], which will stimulate further exploration of the
ferroaxial-related physical phenomena.
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FIG. 8. Antivortex configurations of the magnetic dipoles M =
(Mx, My, 0). The left and right panels show the different components
of the magnetic quadrupoles, Mv and Mxy, respectively.

APPENDIX A: FERROAXIAL MOMENT UNDER
ANTIVORTEX SPIN TEXTURES

In this Appendix, we show that a superposition of the
antivortex with two types of magnetic quadrupoles Mv and
Mxy also leads to the ferroaxial moment. Figure 8 shows
the schematic vortex spin configurations with Mv and Mxy,
whose vorticity is opposite to that with M0 and Tz. By using
r = (x, y, z), the expressions of Mv and Mxy are represented
in the rank-2 symmetric form as xMx − yMy and xMy + yMx,
respectively [192]. Similar to the situation in Fig. 2(a), the
spin configuration characterized by a superposition of two an-
tivortices induces the ferroaxial moment. Such a superposition
is especially expected in the tetragonal system or its sub-
groups, where the irreducible representations of Mv and Mxy

are one-dimensional. We summarize the symmetry reduction
from the tetragonal point group to the subgroups with nonzero
Mv , Mxy, and Gz in Table VI. One of the candidate materials
belonging to the magnetic point groups in Table VI is KXO4

(X = Os, Ru) [193–196].

APPENDIX B: FILLING DEPENDENCE OF FERROAXIAL
MOMENT

We show the contour plot of 〈G(c)
z 〉, 〈Q(c)

0 〉, 〈M (c)
0 〉, and

〈T (c)
z 〉 for λ = 0.5 and 5 in Fig. 9 while changing the chem-

ical potential μ (electron filling) and h. The other model
parameters are taken at t = −1, tp = 0.7, tz = 0.2, tsp = 0.3,
� = 0.8, and θ = π/4. As shown in Figs. 9(a), 9(b), 9(e), and
9(f), 〈G(c)

z 〉 and 〈Q(c)
0 〉 shows a nonmonotonic behavior against

μ. Meanwhile, 〈M (c)
0 〉 and 〈T (c)

z 〉 in Figs. 9(c), 9(d), 9(g), and
9(h) tends to be larger close to the half-filling region, as often
found in the itinerant electron model.

TABLE VI. Reduction from the tetragonal gray point group
(GPG) to the subgroups when nonzero Mv , Txy, and Gz appear. The
other active multipoles, Mz, G0, Qz, and T0, are also presented by �.

GPG Mv, Mxy, Gz Mz G0 Qz T0

4/mmm1′, 4/m1′ 4′/m′ – – – –
4221′, 4mm1′, 41′ 4′ – � � –
4̄2m1′, 4̄1′ 4̄ � – – �
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FIG. 9. Contour plots of (a), (e) 〈G(c)
z 〉, (b), (f) 〈Q(c)

0 〉, (c), (g) 〈M (c)
0 〉, and (d), (h) 〈T (c)

z 〉 in the plane of μ and h at (a)–(d) λ = 0.5 and
(e)–(h) λ = 5. The other model parameters are chosen as t = −1, tp = 0.7, tz = 0.2, tsp = 0.3, � = 0.8, and θ = π/4.
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