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The atomistic resolution recently achieved by ultrafast spectroscopies demands corresponding theoretical
advances. Real-time time-dependent density-functional theory (RT-TDDFT) with Ehrenfest dynamics offers an
optimal trade-off between accuracy and computational costs to study electronic and vibrational dynamics of
laser-excited materials in the subpicosecond regime. However, this approach is unable to account for thermal ef-
fects or zero-point energies, which are crucial in the physics involved. Herein, we adopt a quantum-semiclassical
method based on RT-TDDFT + Ehrenfest to simulate laser-induced electronic and vibrational coherences in
condensed matter. With the example of carbon-conjugated molecules, we show that ensemble averaging with
initial configurations from a nuclear quantum distribution remedies many shortcomings of single-trajectory
RT-TDDFT + Ehrenfest, damping electronic coherence and introducing ultrafast nonadiabatic coupling between
excited states. As the number of sampled configurations decreases with size and rigidity of the compounds,
computational costs remain moderate for large systems for which mean-field approaches shine. The explicit
inclusion of a time-dependent pulse in the simulations makes this method a prime advance for first-principles

studies of coherent nonlinear spectroscopy as an independent counterpart to experimental results.
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I. INTRODUCTION

State-of-the-art nonlinear spectroscopy techniques finally
enable tracking ultrafast coupled electronic-vibrational mo-
tion on its natural timescale, granting unprecedented in-
sight into the quantum-mechanical effects ruling nanoscale
physical phenomena [1-5]. These advances demand time-
resolved first-principles simulations complementary to mea-
surements [6]. Within the variety of available approaches
to nonadiabatic ab initio molecular dynamics [7], mean-
field techniques [8] are appealing thanks to their ex-
cellent numerical scalability. Among them, the Ehrenfest
scheme—the classical-nuclei limit of the time-dependent
self-consistent field approximation [9]—is particularly at-
tractive, as it can be straightforwardly coupled to real-
time time-dependent density-functional theory (RT-TDDFT),
whereby the quantum-mechanical electronic subsystem ex-
plicitly evolves in time. In the last decade, RT-TDDFT +
Ehrenfest has successfully complemented experiments to
rationalize charge-transfer dynamics in realistic complexes
[10-14].

The direct time propagation of the electronic subsystem in
RT-TDDFT enables the explicit inclusion in the simulation of
a laser field elevating the system to a nonstationary excited
state (ES), in close similarity with the experimental scenario
[15]. All electronically coherent features arising from the sys-
tem not being in an eigenstate of its Hamiltonian are naturally
captured, including linear-response polarization, as well as
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quantum interferences between different ES. However, in this
context there are some problems associated with the complete
lack of electron-nuclei correlation in the single-trajectory RT-
TDDFT + Ehrenfest (STE) scheme. Laser-initiated electron
dynamics remain overly coherent when the nuclei have always
well-defined positions and momenta. Moreover, neglecting
zero-point energy (ZPE) is hardly justifiable in organic sys-
tems, where it is much higher than thermal energy due to the
low atomic masses.

Here, we analyze to what extent a multitrajectory RT-
TDDFT + Ehrenfest (MTE) approach with random initial
configurations from quantum distributions can overcome the
shortcomings of single-trajectory calculations. The formal-
ism retrieves some of the electron-nuclear correlation that
is lost in making the time-dependent self-consistent field
approximation, the quantum-mechanical parent of single-
trajectory Ehrenfest molecular dynamics [16]. We account
for coherent electron-vibrational couplings in systems excited
by a laser pulse of defined shape, polarization, intensity,
and duration. Results obtained for prototypical carbon-
conjugated molecules, namely, benzene and coronene, are
contrasted against corresponding single-trajectory simulations
and ensemble-averaged calculations with fixed nuclei. This
comparison highlights the role of nuclear motion, which re-
distributes the oscillator strength in optical spectra through
nonadiabatic couplings between ES. These processes are par-
ticularly evident when considering nonlinear response. The
population dynamics are mainly encoded in the second or-
der; results of corresponding simulations resemble established
methods for accessing nonadiabatic dynamics, but naturally
feature also transient contributions related to coherences be-
tween ES. Finally, we consider the nuclear motion triggered

©2022 American Physical Society


https://orcid.org/0000-0003-4886-7386
https://orcid.org/0000-0002-9243-9461
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevB.106.144304&domain=pdf&date_stamp=2022-10-07
https://doi.org/10.1103/PhysRevB.106.144304

KRUMLAND, JACOBS, AND COCCHI

PHYSICAL REVIEW B 106, 144304 (2022)

by electronic excitations, demonstrating the ability of the
proposed approach to simulate wave-packet motion, which
follows an almost classical time evolution for fully symmet-
ric modes, while becoming nontrivial for the less symmetric
ones.

II. METHODOLOGY

MTE simulations are initialized by generating a set of nu-
clear coordinates and velocities. The coordinates Q, and the
momenta P, in the normal-mode basis are randomly sampled
from a Wigner distribution, which for harmonic oscillators
reads [17]
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and , is the frequency of the vibrational mode «. Normal

coordinates and momenta sampled from this distribution are

transformed into Cartesian initial conditions,
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where R and My are position and mass of the Kth nucleus,
respectively, and 7, g, is the matrix transforming mass-
weighted Cartesian coordinates into normal ones. The normal
frequencies €2, and the transformation matrix 7, g, required
for the generation of these starting configurations are obtained
from density-functional perturbation theory. Subsequently, the
nuclear subsystem evolves based on the classical forces acting
on them [18]:
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where R = {Rg} is the set of the positions of all nuclei, V,, is
the electrostatic repulsion between them, and p is the electron
density,
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which is calculated from the occupied time-dependent Kohn-
Sham orbitals, 1,,. The time evolution of these orbitals is
performed using RT-TDDFT [19], starting from a ground-
state density obtained from density-functional theory [20,21].
The electronic equation of motion is the time-dependent

Kohn-Sham equation,

a .
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The Kohn-Sham Hamiltonian in Eq. (6),
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contains the kinetic energy, the electrostatic potential gener-
ated by the nuclei V;,, and the interaction with the external po-
tential Ve, arising from the coupling to a Gaussian-enveloped,
dynamical electric field in the dipole approximation,

Vext(r,t) = er - E(t)
=er-fEgexp [ — (t —1,)°/2t2] cos(wpt),  (8)

which is characterized by the polarization direction i, the field
strength E, the pulse center #,,, the width #,, and the carrier
frequency w,,. Finally, the last two terms in Eq. (7), carrying
a functional dependence on p, describe interactions among
electrons, including the Hartree potential, Vy[p(#)], and the
exchange-correlation one, Vi.[p]. Much of the complexity of
the dynamical many-electron problem is contained in Vi.[p],
the exact form of which is unknown and requires approxi-
mations. Two layers of approximation are usually made: (i)
the neglect of memory, i.e., the dependence on p(¢' < t), the
electron density at earlier times [22], and (ii) the approxima-
tion of the instantaneous Vi.[po(#)] by a ground-state density
functional, inserting p(¢) instead of the ground-state density.
The adiabatic approximation (i) is most accurate when the
electronic system remains close to the ground state [23,24],
such that it is advisable to choose a small laser amplitude, Ej,
generating only little excited-state population.

All simulations are carried out with version 9.2 of the Oc-
TOPUS code [25,26]. Wave functions are represented on a real-
space grid generated by sampling with a spacing of 0.24 A
the union of spheres of radius 5 A centered at each atomic
site. Using the FIRE algorithm [27], geometries are optimized
until forces are below 10~3 eV /A before determining the nor-
mal modes of vibration. 500 initial geometries and velocities
are generated by sampling Eq. (1) for all modes (excluding
rotations and translations). For the ensuing time evolution, we
employ the approximated enforced time-reversal symmetry
scheme [28] with a time step of 2.7 as. The Perdew-Zunger
variant [29] of the adiabatic local-density approximation is
used for the exchange-correlation potential, and nuclear po-
tentials are described with Troullier-Martins pseudopotentials
[30]. The parameters for the electric field in Eq. (8) are chosen
ash = (1,1, 1)/\/5, t, =81fs,1, =2 fs, and Ey corresponding
to a peak intensity of about 3.5 x 10! W/cm?. The carrier
frequency w, is set to 6.9 eV, 3.7 eV, and 3.9 eV for benzene,
coronene, and N-substituted coronene, respectively. No ther-
mal energy is added, i.e., T = 0, though test runs reveal that
the difference between T = 0 and T = 300 K is rather small
(Fig. S2).
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FIG. 1. (a) Dipole moment induced by a pulse (gray area) resonantly exciting benzene (top), coronene (middle), and N-substituted coronene
(bottom). Faint curves represent the envelopes resulting from single-trajectory calculations starting from rest. (b) Absorption spectrum of
coronene (red curve) and its N-substituted counterpart (blue) triggered by pulses with spectra shown by dashed lines. The same ensemble is
used for N-coronene with nuclei fixed in their initial configuration (turquoise). Inset: Ball-and-stick representation of coronene (C atoms in
gray, H in white), with the CH group circled in blue replaced by N in the substituted counterpart.

III. RESULTS AND DISCUSSION

A. Electron dynamics: Linear regime

The central quantity to consider in the analysis of the
electron dynamics is the ensemble-averaged electronic dipole
moment. This quantity creates a polarization in macroscopic
samples, which, in turn, gives rise to an emitted electric field
[31]; oscillations of the induced dipole moment are an indi-
cator of (electronic) coherence. In benzene, where the linear
absorption spectrum [32] is reproduced remarkably well by
the employed adiabatic local-density approximation [33], a
laser pulse in resonance with the strong 1'Ey, < 1'A;, exci-
tation at 6.9 eV causes merely short-lived dipolar oscillations
[Fig. 1(a), top]: A monoexponential fit to the decaying enve-
lope yields a dephasing time 7, = 2.5 fs. The corresponding
first-order density matrix after the pulse, giving rise to the
induced dipole moment, is

P () ~ expliwoit — t/To)]0)(1], ©)

where |0) and |1) represent 1'Aj, and 1'E, states with en-
ergies Ey and E, respectively, and wy; = (E|} — Ey)/h. In
contrast to the exponential decay, no damping is observed in
the single-trajectory case (gray faded curve), yielding pV(¢)
as in Eq. (9), except for the missing decaying part in the
exponential.

The fast damping of the induced dipole moment in benzene
results from the small size of this molecule, its correspond-
ingly high flexibility, and its high excitation energy. In larger
and more rigid molecules such as coronene [Fig. 1(b), inset],
the decay is slower, occurring over tens of femtoseconds
[Fig. 1(a), middle panel]. Here, the laser frequency is set to
3.7 eV [Fig. 1(b), dashed red curve], close to the absorp-
tion onset of the molecule. An initial transient polarization

during irradiation produces a maximum of the envelope at
8 fs; this is a dispersive rather than absorptive feature, asso-
ciated with the real part of the polarizability. The subsequent
decay is not monotonic as for benzene but superimposed with
a beating pattern that is missing in the STE calculation. In the
latter scenario, such a nuclear-motion-induced beating is not
expected, as the laser and consequently the induced nuclear
motion is extremely weak. The excited-state electron dynam-
ics in this approach are predominantly mediated by zero-point
energy, not by induced wave-packet motion. On a technical
note, the dipole moment statistically converges much faster
for coronene than for benzene (see Sec. S4 and Fig. S9),
i.e., fewer trajectories are required for the former molecule,
likely owing to its bigger size and larger rigidity. Symmetry
is another important aspect. Both benzene and coronene be-
long to the Dg;, point group and are thus highly symmetric.
As a consequence, neither of them showcases the common
scenario of disordered samples. In such a case, much fewer
selection rules are in effect [34,35], leading to richer vibronic
dynamics involving many bright electronic states and coupled
vibrations. As an example, only 2 out of 30 vibrational modes
in benzene are totally symmetric [36] and therefore allowed
to couple to electronic excitations within the Franck-Condon
(FC) approximation. In a molecule without symmetries, such
constraints are absent.

Motivated by these considerations, we examine a less
symmetric conjugated molecule obtained by isoelectronically
replacing one CH group in coronene by an N atom [Fig. 1(b),
inset]. The laser frequency is set to 3.9 eV, slightly above
the absorption onset [Fig. 1(b), dashed blue curve]. Already
in the single-trajectory dynamics, a persistent beating pattern
appears in the induced dipole moment [Fig. 1(a), bottom].
This is a fingerprint of the large number of optically active
states participating in the dynamics, which still predominantly
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occur within the linear regime, resulting from a density matrix
of the form

M
PP (@) ~ Y pom explicont)|0) (m, (10)

m=1

involving a total of M ES within the frequency band of the
laser. The coefficients pg, depend on the coupling strength
between the electric field and the |0) — |m) transition. As
for coronene, the ensemble-averaged dipole decays over time,
supplying the exponents in Eq. (10) with a real-valued part,
iwomt — iwomt —t/To,. From the induced dipole moments
we are able to calculate within a limited frequency band the
optical absorption spectrum (see Supplemental Material [37],
Sec. S1), for which related nuclear-ensemble-based methods
were previously employed [38—40]. Their success in predict-
ing linewidths validates our results, as these widths are closely
related to the polarization decay.

In the spectrum of coronene, the so-called 8 band [41],
corresponding to the bright 1'Ey, < 1'A;, excitation, ex-
hibits some structure at the low-energy end and a shoulder
at the high-energy side [Fig. 1(b)], in agreement with ex-
periments [42,43]. Comparing to linear-response calculations
of the molecule in equilibrium (Fig. S1), the peak is red-
shifted as a sign of FC-type vibronic coupling, corresponding
to a nonvanishing curvature in the FC region, i.e., the ver-
tical projection of the ground-state distribution onto ES
surfaces. The finite oscillator strength at 3.1 eV is a con-
sequence of Herzberg-Teller (HT) vibronic coupling. Like
the bright 1'Ey, < 1'A;, excitation, the 1'B,, < 1'Aj, one,
corresponding to the so-called p band [41], arises from tran-
sitions between the double-degenerate highest occupied and
lowest unoccupied orbitals. In the FC approximation, it is
strictly forbidden, as the two equivalent configurations involv-
ing degenerate frontier orbitals are superposed destructively.
However, symmetry-breaking fluctuations of the nuclear po-
sitions due to ZPE give rise to a nonzero transition dipole
moment: the excitation borrows intensity from 'E, <
1'A},, enabled by their energetic proximity.

Compared to the pristine counterpart, N-coronene absorbs
less in the considered energy window [Fig. 1(b)]. The main
peak exhibits several satellites due to optical activation of dark
states by substitution-related symmetry lowering (Fig. S1).
While the p band is no longer visible, likely due to neg-
ligible laser power at corresponding frequencies, additional
dark states emerge at 3.3 eV, draining oscillator strength.
As the laser spectrum is not centered on the peak, induced
dipolar oscillations are rather weak [Fig. 1(a)]. This leads to
a higher number of trajectories to statistically converge the
dipole moment (Fig. S5); the higher amount of bright states
and FC-coupled vibrational modes play a role, too.

We perform additional calculations with the same nuclear
ensemble but keeping the atoms fixed. This scenario can be
expected to yield results equivalent to those from a snapshot-
based nuclear-ensemble approach based on linear-response
TDDFT [38,39], given the good agreement between the linear
absorption spectra predicted by real-time propagation and the
Casida equation formalism (Fig. S1). Comparing the fully
dynamical to the snapshot results, we can assess the role of
nuclear momentum in the coupled dynamics. We highlight

two differences in the resulting spectra [Fig. 1(b)]: (i) Main
absorption features are smeared out by the nuclear motion;
details in the spectra arise from long-term time evolution,
which here is damped by moving ions. (ii) Nuclear motion
leads to a redistribution of the oscillator strength at 3.5 eV to
lower energy. In the time domain, this is reflected in stronger
midterm dipolar oscillations (40-60 fs window, not shown).
We attribute both (i) and (ii) to nonadiabatic coupling. Popu-
lation is transferred from weak transitions at 3.8 eV to bright
ones at 3.6 eV, and finally to the dark states below the onset.
Such processes are mediated by nuclear momentum and thus
missing in static-nuclei calculations.

In the field of nonadiabatic molecular dynamics, the term
“coherence” often evokes associations with the localization of
nuclear wave functions on different potential-energy surfaces
(PES). “Decoherence” is thus understood mainly as nuclear
wave packets traveling towards different regions in configu-
rational space. This is manifested, e.g., in the definition of
coherence indicators based on integrals over absolute val-
ues of nuclear wave functions [44], neglecting the complex
phase. In this sense, there is no decoherence in Ehrenfest
dynamics. However, by writing the coherence between the
ground state g and an ES e, with respective wave packets y,
and y., as

Pee(t) = /deg(Q,t)xe(Q,t), (11)

it is clear that it does not solely decrease due to the divergence
of wave packets but also due to internal dephasing between x,
and x.. In the limiting case of an instantaneous optical exci-
tation, e <— g, part of x, is elevated to an ES surface to form
Xe» Where it no longer corresponds to an energy eigenstate and
thus undergoes a nontrivial and Q-dependent phase evolution,
while x,(Q, 1) = x,(Q, 0) exp(—iwgt/2). As a result, pg can
quickly diminish even while x, has not yet left the FC region.
This contribution to the loss of coherence is captured by MTE
through the distribution of electronic transition frequencies.
The good agreement of the predicted initial dipole dynamics
with exact results recently shown by Albareda et al. [45]
indicates that the internal dephasing occurs significantly faster
than the departure of x, from the FC region of the ES surface.
Overlap revivals due to rephasing of x, and x.—the cause of
FC replica in optical spectra [46]—are, however, not captured,
as the coherence decay is irreversible due to the nonquan-
tized distribution of transition frequencies. In larger systems,
such recurrences become increasingly unlikely, as they
have to take place in all vibrational modes simultaneously;
a vanishing overlap for a single mode renders the total overlap
Zero.

B. Electron dynamics: Nonlinear regime

Populations of many-body states are diagonal elements
of the density matrix and thus can be reached only through
two-photon absorption. Consequently, they come into play
in second-order processes, buried underneath the dominant
linear response. Such populations are not directly accessible in
the adopted real-time implementation. However, indications
can be drawn from the time-resolved fluorescence, hereby
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FIG. 2. (a) Time- and frequency-resolved dipole moment of N-coronene with the laser spectrum shown by white dashed lines. (b) Slow
components of the dipole moment resolved in x and y (dashed and solid lines, respectively, inset), with the gray bar marking the interval of
laser irradiation. Right inset: schematic illustration of the time evolution, involving two excited states with different dipole moments.

calculated performing short-time Fourier transforms of indi-
vidual dipole moments [47] (Sec. S1). The ensemble-averaged
result remains constant after some initial transient polariza-
tion during laser irradiation if nuclei are frozen [Fig. 2(a),
top panel]: no population is transferred to other states, as
anticipated. By enabling nuclear motion, other frequency
components are mixed-in over time at the expense of the
optically targeted state, mainly resulting from an energetically
lower state at 2.7 eV [Fig. 2(a), bottom panel]. However,
higher-lying states participate, too. We note that this popu-
lation transfer is mediated by the zero-point energy, not by the
induced nuclear motion. Indeed, the latter is very weak in the
employed formalism, since only a weak pulse is applied. This
can be expected to work well only for systems that do not
reorganize significantly upon excitation, i.e., whose targeted
ES surfaces do not differ qualitatively from the ground-state
one and support bound states.

More aspects of the ES dynamics can be illuminated using
arguments based on perturbation theory. ES populations and
coherences, P@(t) ~ Pun exp(iwm,t )|m)(n|, where |m) and
|n) are both ES, are part of the second-order response. Co-
herences (m # n) tend to have oscillation periods w,,,, similar
to those of interatomic vibrations, and have been conjectured
to play a key role in energy transport in certain photosynthetic
complexes [48—53], although this remains a controversial and
nuanced issue [54]. The second-order response additionally
contains second-harmonic and Raman terms, both involving
the ground state (Fig. S3). All these superposed processes can
be partially separated using phase cycling [55] or low-pass
filtering (Sec. S3), exploiting the fact that second-harmonic
processes, as well as linear ones, entail a distinctively fast time
evolution.

We now investigate the ES dynamics occurring in N-
coronene after excitation with a pulse centered at 3.9 eV. Due
to the lack of inversion invariance in this system, second-

order contributions tend to be dipolar in character, which is
not possible in centrosymmetric compounds like coronene. In
the N-substituted molecule we indeed find a nonzero second-
order dipole after irradiation [blue curves in Fig. 2(b)]. For a
brief period after excitation, coherence between ES is main-
tained, as evident in the initial dip, corresponding to a single
oscillation cycle. Afterwards, this evolution is taken over by
an incoherent buildup of dipole moment on a timescale of
~100 fs, associated with population transfer between states.
Unsurprisingly, this effect is absent in fixed-nuclei simulations
[Fig. 2(b), turquoise curves]. The dipole moment after 100 fs
differs significantly by magnitude and orientation in the two
scenarios [Fig. 2(b), right inset]: with enabled nuclear dynam-
ics, it points towards the N atom, indicating charge transfer
to its site after excitation of the delocalized m-conjugated
network. The dipole moment does not always reflect the ES
dynamics as unambiguously as in this case. In general, one
can resort to other observables directly related to the electron
density, such as partial charges or higher multipole moments.
Compared to other methods for nonadiabatic dynamics, the
focus is thus shifted away from PES towards a real-space
representation based on the charge density. Further conclu-
sions can be drawn from direct simulations of third-order
spectroscopy, which is straightforward with RT-TDDFT or
related methods [56-60].

C. Nuclear dynamics

Finally, we analyze vibrational coherence established by
electronic excitation. This corresponds to harmonic wave-
packet motion after instantaneous elevation to a harmonic
ES PES and is characterized by an essentially classical time
evolution [61]. Thus, such motion does not need to be viewed
as arising from quantum interference, even though the term
“coherence” tends to invoke such associations [62]. In the
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FIG. 3. Wave-packet motion caused by electronic excitation of
benzene, achieved by applying a laser pulse with a frequency of
about 6.9 eV. Positive (red) and negative (blue) areas indicate in-
creased and decreased nuclear probability density with respect to the
ground state, respectively. The top panel shows the dominant totally
symmetric breathing mode, the bottom one a less symmetric, yet
Herzberg-Teller active stretching mode. The dashed line in the top
panel is a sine function with a frequency of 1000 cm™', matching
that of the breathing mode.

following we consider benzene as an example. As mentioned,
this molecule has only two totally symmetric modes that can
couple to electronic excitations within the FC approximation.
One of them is the breathing mode at around 1000 cm~! while
the other one is a C-H stretching mode, which, however, is not
effectively stimulated by the # — 7* transition at 6.9 eV. In
STE, which yields only FC-type dynamics, nuclear motion is
thus induced predominantly in the breathing mode. For MTE
we visualize the induced nuclear density (Fig. 3), which is
the probability distribution of the nuclei relative to the ground
state (Sec. S1). For the breathing mode (upper panel), we
indeed find an approximately harmonic time evolution. A cor-
responding classical trajectory is given by the superposed sine
function (dashed line). At the maxima there are adjacent re-
gions of density accumulation and depletion, reflecting a wave
packet having departed the FC region of the ES surface, leav-
ing behind a hole in the ground state; minima mark instances
of return. The slightly tilted shape of high-density regions as
well as the density not being strictly zero at the minima is the
result of using a realistically shaped laser pulse instead of an
instantaneous promotion to the ES. We note again that due to
its mean-field nature, MTE does not actually include wave-
packet splitting but rather describes the dynamics through a
single, averaged nuclear wave packet. However, these differ-
ent descriptions appear qualitatively similarly in the nuclear
density if a ground-state reference is subtracted, as done here.

In MTE, modes without the complete symmetry of the
structure gain energy, too, like the C=C stretching mode
around 1600 cm ™!, which transforms as €2, thus breaking the
hexagonal symmetry of the molecule. Vibrations of this repre-
sentation activate otherwise dark n'B,, < 1'A; ¢ €xcitations
through HT-type coupling [63]. This type of post-FC effect

can be interpreted as a fingerprint of electron-nuclear corre-
lation, requiring a Q-dependent transition-dipole moment and
thus parametrically O-dependent electronic wave functions,
with @ being normal-mode coordinates (Sec. S1). In this case
the intuitive picture of a Gaussian wave packet prepared and
classically moving on an ES PES is invalid, and the observed
nuclear dynamics are qualitatively different (Fig. 3, bottom).
Particularly, perfect overlap between the wave packet and the
hole left behind in the ground state is never recovered. There
is a stationary redistribution of nuclear density from the center
to the outskirts of the oscillator, plus a superposed harmonic
oscillation which is damped over time.

IV. SUMMARY AND CONCLUSIONS

In summary, we have investigated the combination of
RT-TDDFT + Ehrenfest and quantum sampling of initial
conditions for ab initio simulations of laser-induced ultrafast
coherent dynamics applied to conjugated molecules. Con-
trary to the single-trajectory version, this approach naturally
includes electronic dephasing effects without empirical pa-
rameters and is capable of describing transitions between
close-lying ES. Furthermore, it can be employed to determine
laser-induced nuclear dynamics such as coherent wave-packet
motion of FC-coupled vibrational modes, or nonclassical
nuclear dynamics associated with purely HT-active excita-
tions. While the considered molecules are medium sized,
the computational efficiency and scalability of RT-TDDFT +
Ehrenfest favor application to larger systems.

We assume the validity of the proposed scheme to in-
crease with system size for several reasons: (i) Duschinsky
rotations and vibrational frequency shifts tend to be much
smaller; (ii) a revival of electronic coherence due to the
wave packet returning to the FC region—which MTE does
not seem to capture properly—becomes unlikely; and (iii)
the excitation-induced electron-density perturbation becomes
smaller in relation to the total density, presumably enhanc-
ing the validity of the adiabatic approximation assumed for
the dynamical exchange-correlation potential. This rationale
holds mainly for electrons in delocalized orbitals; for strongly
localized ones, the excitation-induced density in relation to
the total density is more akin to smaller molecules. The op-
timal trade-off between accuracy, computational efficiency,
and insight into the involved physical processes offered by
the proposed method unfolds bright perspectives for ab ini-
tio simulations of ultrafast coherent spectroscopies as a key
complement to corresponding experiments. In future work,
extensions to various flavors of nonlinear [64,65] and mul-
tidimensional spectroscopies [5,66] are foreseen. While the
statistical aspects naturally lead towards machine learning
[67,68], methodological progress can be achieved by coupling
trajectories during the time evolution, thereby inducing wave-
packet splitting [69-71].

ACKNOWLEDGMENTS

We are thankful to Michele Guerrini, Katherine R. Her-
perger, and Mariana Rossi for fruitful discussions, and to
Ralph Ernstorfer for posing the question that stimulated this
research. This work was funded by the German Research

144304-6



AB INITIO SIMULATION OF ...

PHYSICAL REVIEW B 106, 144304 (2022)

Foundation (DFG), Project No. 182087777-CRC 951, by
the German Federal Ministry of Education and Research
(Professorinnenprogramm III), and by the State of Lower

Saxony (Professorinnen fiir Niedersachsen). Computational
resources were provided by the North-German Supercomput-
ing Alliance (HLRN), Project No. bep00076.

[1] S. Mukamel, Multidimensional femtosecond correlation spec-
troscopies of electronic and vibrational excitations, Annu. Rev.
Phys. Chem. 51, 691 (2000).

[2] D. M. Jonas, Two-dimensional femtosecond spectroscopy,
Annu. Rev. Phys. Chem. 54, 425 (2003).

[3] M. Cho, Coherent two-dimensional optical spectroscopy,
Chem. Rev. 108, 1331 (2008).

[4] P. Hamm and M. Zanni, Concepts and Methods of 2D Infrared
Spectroscopy (Cambridge University Press, Cambridge, Eng-
land, 2011).

[5] E. Collini, 2D electronic spectroscopic techniques for quan-
tum technology applications, J. Phys. Chem. C 125, 13096
(2021).

[6] I. Conti, G. Cerullo, A. Nenov, and M. Garavelli, Ultrafast spec-
troscopy of photoactive molecular systems from first principles:
Where we stand today and where we are going, J. Am. Chem.
Soc. 142, 16117 (2020).

[7]1 B. E. E. Curchod and T. J. Martinez, Ab initio nonadiabatic
quantum molecular dynamics, Chem. Rev. 118, 3305 (2018).

[8] J. C. Tully, Mixed quantum-classical dynamics, Faraday
Discuss. 110, 407 (1998).

[9] E. J. Heller, Time dependent variational approach to semiclas-
sical dynamics, J. Chem. Phys. 64, 63 (1976).

[10] C. A. Rozzi, S. M. Falke, N. Spallanzani, A. Rubio, E. Molinari,
D. Brida, M. Maiuri, G. Cerullo, H. Schramm, J. Christoffers,
and C. Lienau, Quantum coherence controls the charge sepa-
ration in a prototypical artificial light-harvesting system, Nat.
Commun. 4, 1602 (2013).

[11] S. M. Falke, C. A. Rozzi, D. Brida, M. Maiuri, M. Amato,
E. Sommer, A. D. Sio, A. Rubio, G. Cerullo, E. Molinari,
and C. Lienau, Coherent ultrafast charge transfer in an organic
photovoltaic blend, Science 344, 1001 (2014).

[12] C. A. Rozzi, F. Troiani, and I. Tavernelli, Quantum modeling
of ultrafast photoinduced charge separation, J. Phys.: Condens.
Matter 30, 013002 (2018).

[13] J. Zhang, H. Hong, C. Lian, W. Ma, X. Xu, X. Zhou, H. Fu, K.
Liu, and S. Meng, Interlayer-state-coupling dependent ultrafast
charge transfer in MoS2/WS2 bilayers, Adv. Sci. 4, 1700086
(2017).

[14] M. Jacobs, J. Krumland, A. M. Valencia, H. Wang, M. Rossi,
and C. Cocchi, Ultrafast charge transfer and vibronic cou-
pling in a laser-excited hybrid inorganic/organic interface, Adv.
Phys.: X' 5, 1749883 (2020).

[15] A.De Sio and C. Lienau, Vibronic coupling in organic semicon-
ductors for photovoltaics, Phys. Chem. Chem. Phys. 19, 18813
(2017).

[16] N. Makri and W. H. Miller, Time-dependent self-consistent field
(TDSCF) approximation for a reaction coordinate coupled to
a harmonic bath: Single and multiple configuration treatments,
J. Chem. Phys. 87, 5781 (1987).

[17] M. Hillery, R. O’Connell, M. Scully, and E. Wigner, Distribu-
tion functions in physics: Fundamentals, Phys. Rep. 106, 121
(1984).

[18] C. A. Ullrich, Time-Dependent Density-Functional Theory:
Concepts and Applications (Oxford University Press, Oxford,
England, 2012).

[19] E. Runge and E. K. U. Gross, Density-Functional The-
ory for Time-Dependent Systems, Phys. Rev. Lett. 52, 997
(1984).

[20] P. Hohenberg and W. Kohn, Inhomogeneous electron gas, Phys.
Rev. 136, B864 (1964).

[21] W. Kohn and L. J. Sham, Self-consistent equations includ-
ing exchange and correlation effects, Phys. Rev. 140, A1133
(1965).

[22] N. T. Maitra, K. Burke, and C. Woodward, Memory in Time-
Dependent Density Functional Theory, Phys. Rev. Lett. 89,
023002 (2002).

[23] L. Lacombe and N. T. Maitra, Developing new and understand-
ing old approximations in TDDFT, Faraday Discuss. 224, 382
(2020).

[24] L. Lacombe and N. T. Maitra, Minimizing the time-dependent
density functional error in Ehrenfest dynamics, J. Phys. Chem.
Lett. 12, 8554 (2021).

[25] X. Andrade, D. Strubbe, U. De Giovannini, A. H. Larsen,
M. J. T. Oliveira, J. Alberdi-Rodriguez, A. Varas, 1. Theophilou,
N. Helbig, M. J. Verstraete, L. Stella, F. Nogueira, A. Aspuru-
Guzik, A. Castro, M. A. L. Marques, and A. Rubio, Real-space
grids and the octopus code as tools for the development of
new simulation approaches for electronic systems, Phys. Chem.
Chem. Phys. 17, 31371 (2015).

[26] N. Tancogne-Dejean, M. J. T. Oliveira, X. Andrade, H. Appel,
C. H. Borca, G. Le Breton, F. Buchholz, A. Castro, S. Corni,
A. A. Correa, U. De Giovannini, A. Delgado, F. G. Eich, J.
Flick, G. Gil, A. Gomez, N. Helbig, H. Hiibener, R. Jestidt,
J. Jornet-Somoza et al., Octopus, a computational framework
for exploring light-driven phenomena and quantum dynamics
in extended and finite systems, J. Chem. Phys. 152, 124119
(2020).

[27] E. Bitzek, P. Koskinen, F. Gihler, M. Moseler, and P. Gumbsch,
Structural Relaxation Made Simple, Phys. Rev. Lett. 97, 170201
(2006).

[28] A. Castro, M. A. L. Marques, and A. Rubio, Propagators for
the time-dependent Kohn-Sham equations, J. Chem. Phys. 121,
3425 (2004).

[29] J. P. Perdew and A. Zunger, Self-interaction correction to
density-functional approximations for many-electron systems,
Phys. Rev. B 23, 5048 (1981).

[30] N. Troullier and J. L. Martins, Efficient pseudopoten-
tials for plane-wave calculations, Phys. Rev. B 43, 1993
(1991).

[31] J. Krumland, G. Gil, S. Corni, and C. Cocchi, Layerpcm: An
implicit scheme for dielectric screening from layered substrates,
J. Chem. Phys. 154, 224114 (2021).

[32] E. Koch and A. Otto, Optical absorption of benzene vapour for
photon energies from 6 eV to 35 eV, Chem. Phys. Lett. 12, 476
(1972).

144304-7


https://doi.org/10.1146/annurev.physchem.51.1.691
https://doi.org/10.1146/annurev.physchem.54.011002.103907
https://doi.org/10.1021/cr078377b
https://doi.org/10.1021/acs.jpcc.1c02693
https://doi.org/10.1021/jacs.0c04952
https://doi.org/10.1021/acs.chemrev.7b00423
https://doi.org/10.1039/a801824c
https://doi.org/10.1063/1.431911
https://doi.org/10.1038/ncomms2603
https://doi.org/10.1126/science.1249771
https://doi.org/10.1088/1361-648X/aa948a
https://doi.org/10.1002/advs.201700086
https://doi.org/10.1080/23746149.2020.1749883
https://doi.org/10.1039/C7CP03007J
https://doi.org/10.1063/1.453501
https://doi.org/10.1016/0370-1573(84)90160-1
https://doi.org/10.1103/PhysRevLett.52.997
https://doi.org/10.1103/PhysRev.136.B864
https://doi.org/10.1103/PhysRev.140.A1133
https://doi.org/10.1103/PhysRevLett.89.023002
https://doi.org/10.1039/D0FD00049C
https://doi.org/10.1021/acs.jpclett.1c02020
https://doi.org/10.1039/C5CP00351B
https://doi.org/10.1063/1.5142502
https://doi.org/10.1103/PhysRevLett.97.170201
https://doi.org/10.1063/1.1774980
https://doi.org/10.1103/PhysRevB.23.5048
https://doi.org/10.1103/PhysRevB.43.1993
https://doi.org/10.1063/5.0050158
https://doi.org/10.1016/0009-2614(72)90011-5

KRUMLAND, JACOBS, AND COCCHI

PHYSICAL REVIEW B 106, 144304 (2022)

[33] K. Yabana and G. F. Bertsch, Time-dependent local-density ap-
proximation in real time: Application to conjugated molecules,
Int. J. Quantum Chem. 75, 55 (1999).

[34] D. C. Harris and M. D. Bertolucci, Symmetry and Spectroscopy:
An Introduction to Vibrational and Electronic Spectroscopy
(Courier Corporation, North Chelmsford, MA, 1989).

[35] C. Cocchi, D. Prezzi, A. Ruini, M. J. Caldas, and E. Molinari,
Anisotropy and size effects on the optical spectra of polycyclic
aromatic hydrocarbons, J. Phys. Chem. A 118, 6507 (2014).

[36] E. B. Wilson, The normal modes and frequencies of vibration
of the regular plane hexagon model of the benzene molecule,
Phys. Rev. 45, 706 (1934).

[37] See Supplemental Material at http://link.aps.org/supplemental/
10.1103/PhysRevB.106.144304 for additional information on
the adopted methodology, including calculation of first- and
second-order response functions, phase cycling, and the con-
vergence of nuclear trajectories.

[38] M. Barbatti, A. J. A. Aquino, and H. Lischka, The UV
absorption of nucleobases: Semi-classical ab initio spectra sim-
ulations, Phys. Chem. Chem. Phys. 12, 4959 (2010).

[39] R. Crespo-Otero and M. Barbatti, Spectrum simulation and
decomposition with nuclear ensemble: Formal derivation and
application to benzene, furan and 2-phenylfuran, Theor. Chem.
Acc. 131, 1237 (2012).

[40] K. Lively, G. Albareda, S. A. Sato, A. Kelly, and A. Rubio, Sim-
ulating vibronic spectra without Born-Oppenheimer surfaces,
J. Phys. Chem. Lett. 12, 3074 (2021).

[41] J. M. Hollas, Polycyclic Hydrocarbons (Springer, Berlin, 1964).

[42] K. Ohno, T. Kajiwara, and H. Inokuchi, Vibrational analysis of
electronic transition bands of coronene, Bull. Chem. Soc. Jpn.
45,996 (1972).

[43] E. Cataldo, O. Ursini, G. Angelini, and S. Iglesias-Groth, On
the way to graphene: The bottom-up approach to very large
PAHs using the Scholl reaction, Fullerenes, Nanotubes Carbon
Nanostruct. 19, 713 (2011).

[44] S. K. Min, F. Agostini, I. Tavernelli, and E. K. U. Gross, Ab
initio nonadiabatic dynamics with coupled trajectories: A rigor-
ous approach to quantum (de)coherence, J. Phys. Chem. Lett. 8,
3048 (2017).

[45] G. Albareda, K. Lively, S. A. Sato, A. Kelly, and A. Rubio,
Conditional wave function theory: A unified treatment of
molecular structure and nonadiabatic dynamics, J. Chem.
Theory Comput. 17, 7321 (2021).

[46] E.J. Heller, Wigner phase space method: Analysis for semiclas-
sical applications, J. Chem. Phys. 65, 1289 (1976).

[47] G. U. Kuda-Singappulige, A. Wildman, D. B. Lingerfelt, X.
Li, and C. M. Aikens, Ultrafast nonradiative decay of a dipolar
plasmon-like state in naphthalene, J. Phys. Chem. A 124, 9729
(2020).

[48] T. Brixner, J. Stenger, H. M. Vaswani, M. Cho, R. E.
Blankenship, and G. R. Fleming, Two-dimensional spec-
troscopy of electronic couplings in photosynthesis, Nature
(London) 434, 625 (2005).

[49] G. S. Engel, T. R. Calhoun, E. L. Read, T.-K. Ahn, T. Mancal,
Y.-C. Cheng, R. E. Blankenship, and G. R. Fleming, Evidence
for wavelike energy transfer through quantum coherence in
photosynthetic systems, Nature (London) 446, 782 (2007).

[50] H. Lee, Y. C. Cheng, and G. R. Fleming, Coherence dynamics
in photosynthesis: Protein protection of excitonic coherence,
Science 316, 1462 (2007).

[51] E. Collini, C. Y. Wong, K. E. Wilk, P. M. G. Curmi, P.
Brumer, and G. D. Scholes, Coherently wired light-harvesting
in photosynthetic marine algae at ambient temperature, Nature
(London) 463, 644 (2010).

[52] G. Panitchayangkoon, D. Hayes, K. A. Fransted, J. R. Caram, E.
Harel, J. Wen, R. E. Blankenship, and G. S. Engel, Long-lived
quantum coherence in photosynthetic complexes at physio-
logical temperature, Proc. Natl. Acad. Sci. USA 107, 12766
(2010).

[53] R. Hildner, D. Brinks, J. B. Nieder, R. J. Cogdell, and N. F.
van Hulst, Quantum coherent energy transfer over varying path-
ways in single light-harvesting complexes, Science 340, 1448
(2013).

[54] P. Brumer, Shedding (incoherent) light on quantum effects in
light-induced biological processes, J. Phys. Chem. Lett. 9, 2946
(2018).

[55] L. Seidner, G. Stock, and W. Domcke, Nonperturbative ap-
proach to femtosecond spectroscopy: General theory and
application to multidimensional nonadiabatic photoisomeriza-
tion processes, J. Chem. Phys. 103, 3998 (1995).

[56] U. De Giovannini, G. Brunetto, A. Castro, J. Walkenhorst, and
A. Rubio, Simulating pump-probe photoelectron and absorption
spectroscopy on the attosecond timescale with time-dependent
density functional theory, Comput. Phys. Commun. 14, 1363
(2013).

[57] F. P. Bonafé, F. J. Hernandez, B. Aradi, T. Frauenheim, and
C. G. Sanchez, Fully atomistic real-time simulations of transient
absorption spectroscopy, J. Phys. Chem. Lett. 9, 4355 (2018).

[58] F. J. Hernandez, F. P. Bonafé, B. Aradi, T. Frauenheim, and
C. G. Sénchez, Simulation of impulsive vibrational spec-
troscopy, J. Phys. Chem. A 123, 2065 (2019).

[59] J. Krumland, A. M. Valencia, S. Pittalis, C. A. Rozzi, and
C. Cocchi, Understanding real-time time-dependent density-
functional theory simulations of ultrafast laser-induced dynam-
ics in organic molecules, J. Chem. Phys. 153, 054106 (2020).

[60] K. R. Herperger, J. Krumland, and C. Cocchi, Laser-induced
electronic and vibronic dynamics in the pyrene molecule and
its cation, J. Phys. Chem. A 125, 9619 (2021).

[61] W. Schleich, Quantum Optics in Phase Space (Wiley, New York,
2011).

[62] W. H. Miller, Perspective: Quantum or classical coherence?
J. Chem. Phys. 136, 210901 (2012).

[63] J. Li, C.-K. Lin, X. Y. Li, C. Y. Zhu, and S. H. Lin, Symmetry
forbidden vibronic spectra and internal conversion in benzene,
Phys. Chem. Chem. Phys. 12, 14967 (2010).

[64] C. Cocchi, D. Prezzi, A. Ruini, E. Molinari, and C. A. Rozzi, Ab
Initio Simulation of Optical Limiting: The Case of Metal-Free
Phthalocyanine, Phys. Rev. Lett. 112, 198303 (2014).

[65] A. Guandalini, C. Cocchi, S. Pittalis, A. Ruini, and C. A. Rozzi,
Nonlinear light absorption in many-electron systems excited by
an instantaneous electric field: A non-perturbative approach,
Phys. Chem. Chem. Phys. 23, 10059 (2021).

[66] A. De Sio, X. T. Nguyen, and C. Lienau, Signatures of strong
vibronic coupling mediating coherent charge transfer in two-
dimensional electronic spectroscopy, Z. Naturforsch. A 74, 721
(2019).

[67] M. S. Chen, T. J. Zuehlsdorff, T. Morawietz, C. M. Isborn, and
T. E. Markland, Exploiting machine learning to efficiently pre-
dict multidimensional optical spectra in complex environments,
J. Phys. Chem. Lett. 11, 7559 (2020).

144304-8


https://doi.org/10.1002/(SICI)1097-461X(1999)75:1<55::AID-QUA6>3.0.CO;2-K
https://doi.org/10.1021/jp503054j
https://doi.org/10.1103/PhysRev.45.706
http://link.aps.org/supplemental/10.1103/PhysRevB.106.144304
https://doi.org/10.1039/b924956g
https://doi.org/10.1007/s00214-012-1237-4
https://doi.org/10.1021/acs.jpclett.1c00073
https://doi.org/10.1246/bcsj.45.996
https://doi.org/10.1080/1536383X.2010.494787
https://doi.org/10.1021/acs.jpclett.7b01249
https://doi.org/10.1021/acs.jctc.1c00772
https://doi.org/10.1063/1.433238
https://doi.org/10.1021/acs.jpca.0c09564
https://doi.org/10.1038/nature03429
https://doi.org/10.1038/nature05678
https://doi.org/10.1126/science.1142188
https://doi.org/10.1038/nature08811
https://doi.org/10.1073/pnas.1005484107
https://doi.org/10.1126/science.1235820
https://doi.org/10.1021/acs.jpclett.8b00874
https://doi.org/10.1063/1.469586
https://doi.org/10.1002/cphc.201201007
https://doi.org/10.1021/acs.jpclett.8b01659
https://doi.org/10.1021/acs.jpca.9b00307
https://doi.org/10.1063/5.0008194
https://doi.org/10.1021/acs.jpca.1c06538
https://doi.org/10.1063/1.4727849
https://doi.org/10.1039/c0cp00120a
https://doi.org/10.1103/PhysRevLett.112.198303
https://doi.org/10.1039/D0CP04958A
https://doi.org/10.1515/zna-2019-0150
https://doi.org/10.1021/acs.jpclett.0c02168

AB INITIO SIMULATION OF ...

PHYSICAL REVIEW B 106, 144304 (2022)

[68] B.-X. Xue, M. Barbatti, and P. O. Dral, Machine learning
for absorption cross sections, J. Phys. Chem. A 124, 7199
(2020).

[69] S. K. Min, F. Agostini, and E. K. U. Gross, Coupled-
Trajectory Quantum-Classical Approach to Electronic Decoher-
ence in Nonadiabatic Processes, Phys. Rev. Lett. 115, 073001
(2015).

[70] B. E. E. Curchod, F. Agostini, and I. Tavernelli, CT-MQC-A
coupled-trajectory mixed quantum/classical method including
nonadiabatic quantum coherence effects, Eur. Phys. J. B 91, 168
(2018).

[71] G. H. Gossel, F. Agostini, and N. T. Maitra, Coupled-trajectory
mixed quantum-classical algorithm: A deconstruction, J. Chem.
Theory Comput. 14, 4513 (2018).

144304-9


https://doi.org/10.1021/acs.jpca.0c05310
https://doi.org/10.1103/PhysRevLett.115.073001
https://doi.org/10.1140/epjb/e2018-90149-x
https://doi.org/10.1021/acs.jctc.8b00449

