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Spectral properties of disordered interacting non-Hermitian systems
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Non-Hermitian systems have gained a lot of interest in recent years. However, notions of chaos and localization
in such systems have not reached the same level of maturity as in the Hermitian systems. Here, we consider
non-Hermitian interacting disordered Hamiltonians and attempt to analyze their chaotic behavior or lack of it
through the lens of the recently introduced non-Hermitian analog of the spectral form factor and the complex
spacing ratio. We consider three widely relevant non-Hermitian models which are unique in their ways and
serve as excellent platforms for such investigations. Two of the models considered are short-ranged and have
different symmetries. The third model is long-ranged whose Hermitian counterpart has itself become a subject
of growing interest. All these models exhibit a deep connection with the non-Hermitian random matrix theory of
corresponding symmetry classes at relatively weak disorder. At relatively strong disorder, the models show the
absence of complex eigenvalue correlation, thereby, corresponding to Poisson statistics. Our thorough analysis
is expected to play a crucial role in understanding disordered open quantum systems in general.
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I. INTRODUCTION

The emergence of quantum chaos and thermalization in
closed interacting quantum systems has attracted a lot of
interest in recent years [1–4] owing to the occurrence of
thermalization despite unitary evolution. On the other hand,
the absence of thermalization in isolated disordered interact-
ing systems, dubbed many-body localization (MBL) [5–7],
has claimed huge attention due to its fascinating properties
like the logarithmic increase in entanglement entropy [8,9],
area law entanglement entropy for eigenstates with nonzero
energy density away from the ground states [10–12], emer-
gent integrability [12,13], and the absence of energy level
repulsion [14,15], to name a few. In realistic systems, the ef-
fects of the external environment are inevitable, which makes
understanding the fate of localization in open quantum sys-
tems very crucial [16–18]. Moreover, attempts to engineer
controlled environments [19,20] have been very successful,
leading to nontrivial phenomena in open quantum systems,
which are often described by the Lindblad quantum master
equations [21,22]. An alternate direction of the investigation
has been to directly study effective non-Hermitian Hamiltoni-
ans, which often arise when certain conditions are imposed on
open quantum systems [23,24].

Non-Hermitian random matrices have been thoroughly in-
vestigated [25–27] and non-Hermitian physics has attracted a
lot of interest recently in the context of dissipative systems
[28–33], non-Hermitian optics [34–41], topological phases in
open systems [42–61], and so on. Very recently a many-body
localized phase was investigated in interacting non-Hermitian
systems with disorder [62,63] and quasiperiodicity [64]. Un-
derstanding different aspects of localization and chaos in
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closed quantum systems have reached a certain level of matu-
rity. However, open quantum systems/non-Hermitian systems
are far from being thoroughly understood. In this context,
effort is needed in both identifying suitable platforms of open
quantum systems and appropriate diagnostics to probe them.

Spectral properties were used quite extensively to under-
stand quantum chaos in ergodic quantum systems owing to
the conjecture which states that chaotic quantum systems
have spectral correlations similar to random matrices be-
longing to the corresponding symmetry classes [65]. On the
other hand, the uncorrelated real energy levels having Poisson
statistics correspond to integrable systems according to the
Berry-Tabor conjecture [66]. Various spectral properties were
used to understand the ergodic-MBL transition in interact-
ing disordered systems [14]. Because of the growing interest
in non-Hermitian physics, some of these properties were
generalized for non-Hermitian Hamiltonians with complex
eigenvalues to understand chaos or lack thereof [63,67,68].
Specifically, level spacing statistics and a generalized com-
plex spacing ratio were calculated for open systems with
the Lindbladian approach [69–72], non-Hermitian interacting
disordered [63,73–75], and quasiperiodic [64] systems. The
complex spacing ratio was also calculated for non-Hermitian
Dirac operators [76], dissipative quantum circuits [77], and
noninteracting, non-Hermitian disordered models in higher
dimensions [78,79]. While both these quantities capture the
correlations between nearest-neighbor energy levels, another
quantity of interest, called the dissipative spectral form factor,
was recently proposed and calculated for non-Hermitian ran-
dom matrices and several toy models [80,81]. This quantity
captures long-range correlations among the energy levels in
the complex plane.

Here, we investigate the dissipative spectral form
factor (DSFF) and complex spacing ratio (CSR) for
disordered interacting non-Hermitian models, which are
of experimental interest [24,39,40,56,82]. These models have
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FIG. 1. Schematic diagram showing the three models for rep-
resentative system size. The diagram on the left depicts model-I
[Eq. (1)], where each lattice site represented by a circle is associ-
ated with random onsite potential. The oppositely directed arrows
of different colors represent the nonreciprocal hopping parame-
ter. The diagram in the right represents both model-II [Eq. (2)]
and model-III [Eq. (3)]. Alternate teal-blue and orange circles
have imaginary contributions +iγ and −iγ , respectively, with the
real parts given by random onsite potentials. For model-II, the
dashed connections do not exist as it has only nearest-neighbor
hopping. For model-III, all the solid and dashed connections are
nonzero with the underlying hopping parameters depending on the
distance.

an inhomogeneous (nonuniform density of states) spectrum
in the complex plane with outliers at the edge of the spectrum
unlike the uniform homogeneous spectrum of non-Hermitian
random matrices. We specifically consider three different
models (see Fig. 1). Two of these are short-range (and have
different symmetries), while the third one is a long-range
model. While many-body localization was initially proposed
for closed quantum systems with short-range Hamiltonians, it
was not long before the effects of long-range interactions and
long-range hopping were considered [83–87] owing to the
huge relevance of long-range Hamiltonians in experiments
[88–91]. In Hermitian long-range systems, it has been
established that long-range hopping induces delocalization
while localization persists in the presence of long-range
interactions [85,86]. Hence, it is natural to ask what is the
effect of long-range hopping in non-Hermitian systems using
the third model as our platform.

We show that, despite the nonuniform density (clustering
of eigenvalues) in the complex plane, the DSFF in these non-
Hermitian systems possess the universal dip-ramp-plateau
feature of the non-Hermitian random matrices in the quantum
chaotic regime. In fact, the ramp has a power-law variation
with time, which is a characteristic of the non-Hermitian
random matrices. Similarly, the CSR for these models shows
agreement with RMT predictions in this regime. On the other
hand, for large disorder strength, when the system possesses
randomly distributed eigenvalues, the DSFF loses the char-
acteristic dip-ramp-plateau structure. Instead, after an initial
dip and fluctuation at small timescales |τ |, it saturates to 1,
indicating the lack of correlation among the eigenvalues in the
large disorder regime. The CSR for such disorder strengths
shows Poisson statistics.

The rest of the paper is as follows. In Sec. II, we describe
the non-Hermitian models that we consider. In Sec. III, we

define the two quantities of interest, namely the dissipative
spectral form factor and the complex spacing ratio. We discuss
their behavior in different parameter regimes of our models
and compare these with those of the non-Hermitian random
matrices in the weak disorder regime and Poisson statistics
in the presence of strong disorder. Finally, in Sec. IV, we
summarize our results along with an outlook. Certain details
of the calculations are relegated to the Appendixes.

II. MODELS

In this paper, we consider three different non-Hermitian
models in one dimension (see Fig. 1). These are interact-
ing systems of hard-core Bosons with random disordered
potential. The non-Hermitian feature is achieved either by im-
plementing a nonreciprocal hopping (model-I) or by ensuring
the onsite potentials are complex (models-II and -III).

A. Model-I

In this model, the particles hop through the one-
dimensional disordered lattice with a nonreciprocal nearest-
neighbor hopping parameter where the nonreciprocity is
induced by g ∈ R. This is a generalization of the well-known
noninteracting Hatano-Nelson model [92–95]. The Hamilto-
nian is given by [see Fig. 1, (left)]

H =
L∑

i=1

[−t (egĉ†
i ĉi+1 + e−gĉ†

i+1ĉi ) + hin̂i + V n̂in̂i+1]. (1)

Here, ĉ†
i is the creation operator corresponding to the creation

of hard-core bosons at site i and n̂i = ĉ†
i ĉi counts the num-

ber of particles at site i. Hence, for our system of hard-core
bosons, n̂i can have any of the two possible values 1 and 0.
Here, t ∈ R contributes to the hopping parameter (reciprocal
part) and V ∈ R is the nearest-neighbor interaction. The onsite
potentials are completely real and randomly chosen from a
uniform distribution hi ∈ [−h, h]. This Hamiltonian preserves
time-reversal symmetry and is known to have a complex-real
transition of eigenvalues as well as an MBL transition as the
disorder strength h is tuned [62,63].

B. Model-II

This is a gain-loss disordered model where the real part
of the onsite potential is random and chosen from a uniform
distribution hi ∈ [−h, h]. The imaginary parts of the onsite
potential are given by the gain-loss parameter ±iγ with an
alternating sign across the lattice. The Hamiltonian reads [see
Fig. 1 (right)]

H =
L∑

i=1

[−t (ĉ†
i ĉi+1 + ĉ†

i+1ĉi )

+ (hi + iγ (−1)i )n̂i + V n̂in̂i+1]. (2)

This Hamiltonian breaks the time-reversal symmetry and does
not possess any complex-real transition for the eigenvalues.
However, an MBL transition was predicted numerically for
this model [63,68]. This Hamiltonian has a transposition
symmetry (H = HT ).
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C. Model-III

While the previous two models are short-ranged with only
nearest-neighbor hopping and nearest-neighbor interactions,
this is a long-ranged generalization of the model-II. Here,
every site is coupled to all other sites in the lattice through
hopping. However, the interaction remains nearest-neighbor
only. The Hamiltonian in this case reads [see Fig. 1]

H =
L∑

i, j=1

−t

|i − j|α (ĉ†
i c j + ĉ†

j ĉi )

+
L∑

i=1

{[hi + iγ (−1)i]n̂i + V n̂in̂i+1}. (3)

The range of hopping is controlled by the parameter α, where
for a nonzero α, the hopping strength decreases as the distance
between the sites increases. In the extreme case of α = 0,
each site is coupled to every other site with the same hop-
ping strength t . On the other hand, the system with only
nearest-neighbor hopping corresponds to the limit α → ∞.
The Hamiltonian of this model has the same transposition
symmetry as model-II [Eq. (2)].

All three Hamiltonians commute with the total particle
number operator N̂ = ∑L

i=1 n̂i. Therefore, the Hamiltonian
can be written in a block diagonal form in the particle number
basis, where basis states having the same number of parti-
cles form a sector. Hence, the Hamiltonian can be solved
in different particle sectors independently. Here, we consider
the half-filled sector for even system sizes L, in which case
the dimension of the Hilbert space is given by N = ( L

L/2

)
.

We exactly diagonalize the Hamiltonian and look for spectral
properties for system sizes up to L = 18. All the quantities are
calculated taking disorder samples where the sample size are
4000, 200, 100 for L = 14, 16, 18, respectively. We re-center
the spectrum of each sample at (0, 0) in the complex plane and
divide the energy eigenvalues by the maximum of the absolute
values of eigenvalues in the spectrum for each sample. This
ensures that the eigenvalue spectrum of each sample spreads
over the same region in the complex plane. We choose the
parameters as t = 1.0, V = 2.0, g = 0.1, and γ = 0.1. We
compare our spectral statistics results with the correspond-
ing random matrices of dimension 10 000 × 10 000 unless
specified.

III. RESULTS

In this section, we discuss our quantities of interest along
with our findings on the three models [Eqs. (1), (2), and (3)]
discussed above.

A. Dissipative spectral form factor

For a generic non-Hermitian system (of dimension N ×
N ) having complex eigenvalues given by zn = xn + iyn, the
density of states in the complex plane can be defined as

ρ(z) =
N∑

n=1

δ(2)(z − zn) =
N∑

n=1

δ(x − xn)δ(y − yn). (4)

Similarly, the two-point correlation function for such a spec-
trum can be defined as 〈ρ(z1)ρ(z2 + ω)〉 where ω is a complex
variable ω = ωx + iωy and 〈.〉 denotes the average over differ-
ent ensembles. Both these quantities map to their well-known
Hermitian counterparts when the complex parts (yn, ωy) do
not exist. In the case of Hermitian Hamiltonians, the spectral
form factor (SFF) K (t ) is defined as the Fourier transform
of the two-point correlation function in the time (t) domain.
A similar quantity for the non-Hermitian case thus requires
a generalized time variable τ = t + is having both real and
imaginary parts. Thus, the non-Hermitian analog of SFF,
namely, the dissipative spectral form factor (DSFF) is defined
as a function of (t, s) or equivalently as a function of (τ, τ ∗)
as follows [80]:

K (τ, τ ∗) = 1

N

〈 N∑
n,m=1

e−i�zmn.�τ
〉
. (5)

Here �zmn = (xm − xn, ym − yn) is the difference between the
two eigenvalues zm and zn. The dot product in the parentheses
represents the product �zmn.�τ = (xm − xn)t + (ym − yn)s. The
DSFF captures the long-range correlations among the real and
the imaginary parts of the eigenvalues for all energy scales.
Often it is useful to define the connected part of the DSFF
Kc(τ, τ ∗) as

Kc(τ, τ ∗) = 1

N

⎡
⎣

〈 N∑
n,m=1

e−i�zmn.�τ
〉

−
∣∣∣∣∣
〈 N∑

m=1

e−i�zm .�τ
〉∣∣∣∣∣

2
⎤
⎦. (6)

For numerically efficient calculations, we write the expression
of K (τ, τ ∗) in Eq. (5) as

K (τ, τ ∗) =
〈∣∣∣∣∣

∑
n

ei(znτ
∗+z∗

nτ )/2

∣∣∣∣∣
2〉

, (7)

which involves a single summation over complex eigenener-
gies zn instead of a double summation in Eq. (5) over energy
differences zmn.

The DSFF for random (N × N ) non-Hermitian Ginibre
ensembles (GinUE, GinOE, GinSE) show the dip-ramp-
plateau structure as a function of |τ | much like its Hermitian
counterpart, namely, the SFF, for the Hermitian random ma-
trix ensembles [80]. For the case of the non-Hermitian random
matrices, although DSFF is defined for the complex spectra,
the variation of DSFF is independent of φ = arg(τ ) owing
to the uniform and rotationally symmetric distribution of the
energies zn, or more precisely, due to the rotational symmetry
of the distribution of zmn = zm − zn [80]. Such rotational sym-
metry observed in random matrices is very unlikely to exist
in the disordered Hamiltonians. Nonetheless, it turns out that
there exists a deep connection between the Hamiltonians and
the random matrices irrespective of the inhomogeneity and
anisotropy of the underlying complex spectrum.

Figure 2 shows the DSFF [Eq. (5)] as a function of the
rescaled time variable |τ̃ | for model-I for small (h = 2) and
large disorder strength (h = 14). The rescaled time variable
is defined as τ̃ = τ/τH where τH is the Heisenberg time cho-
sen so that the time axis is shifted appropriately to facilitate
an agreement with the RMT behavior (see Appendix C for
details). For small disorder strength (h = 2), at very small
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FIG. 2. [Model-I, Eq. (1)] DSFF for model-I as a function of
rescaled time variable |τ̃ | for different values of φ ∈ [π/20, 9π/20]
in steps of π/20 for a low disorder strength h = 2 (green) and a high
disorder strength 14 (orange). The lowest value of φ in the given
range corresponds to the lightest shade, while the highest value of
φ corresponds to the darkest shade of the corresponding colors. The
blue dashed line corresponds to the DSFF for GinUE (KGinUE

c ), while
the black line corresponds to that of uncorrelated random energy
levels (K1DP = 1). We see evidence of a nonlinear ramp in the DSFF
for model-I at weak disorder, which matches with the prediction
of the Ginibre random matrices. At the high disorder strength, the
disappearance of the ramp indicates uncorrelated energy levels and
thereby localization in the non-Hermitian Hamiltonian. The inset
shows the DSFF at φ = 0 for disorder strength h = 2, which exactly
matches with 2KGinUE

c .

timescales |τ̃ |, the DSFF starts from a value N . After initial
oscillatory behavior, the DSFF for model-I has a nonlinear
ramp characteristic of the Ginibre random matrices indicating
chaotic behavior. At very large timescales, the DSFF saturates
to 1. For some intermediate time τ̃ before the onset of ramp,
DSFF K (τ̃ , τ̃ ∗) depends on both |τ̃ | and φ, and this is an
artifact of the absence of rotational symmetry in the distri-
bution of zmn (see Appendix A). The universal nonlinear ramp
obtained in model-I agrees with the analytical expression of
DSFF for GinUE, given by [80]

KGinUE
c (τ̃ , τ̃ ∗) = 1 − exp(−|τ̃ |2/4). (8)

Here, the rescaled time variable is defined by τ̃ = τ/τH where
τH = √

N is the Heisenberg time for GinUE random matri-
ces and is inversely proportional to the mean level spacing
(∼1/

√
N ).

Since the Hamiltonian of model-I is completely real
and thus has complex conjugation symmetry (H = H∗), its
behavior in the quantum chaotic regime should correspond
to Ginibre orthogonal ensembles (GinOE) [25,52,96] instead
of GinUE. However, just like the level spacing distribution,
DSFF also has the same form for all three Ginibre symme-
try classes except for some special angles near φ = 0, π/2
[80] for which the analytical expression is not known. A
non-Hermitian matrix belonging to GinOE has a eigenvalue
spectrum comprised of complex conjugate pairs and a sig-
nificant number of completely real eigenvalues. These give

FIG. 3. [Model-II, Eq. (2)] DSFF for model-II: Dissipative spec-
tral form factor for model II as a function of rescaled time variable
|τ̃ | for different values of φ ∈ [0, 9π/20] in steps of π/20 for h = 2
(green), 14 (orange). The lowest value of φ in the given range corre-
sponds to the lightest shade, while the highest value of φ corresponds
to the darkest shade of the corresponding colors. The blue line shows
DSFF for random matrices belonging to the AI† symmetry class,
while the black line corresponds to the uncorrelated random complex
energy levels. The inset shows the DSFF for random matrices of size
N × N belonging to the AI† symmetry class where the DSFF for
GinUE is plotted as a red dashed line to highlight the difference
between AI† and GinUE symmetry classes.

rise to accidental degeneracies when projected onto φ =
0, π/2 directions. Because of these degeneracies at φ = 0,
the DSFF for GinOE is exactly twice the DSFF for GinUE
(KGinOE

c |φ=0 = 2KGinUE
c ) in the limit of large matrix size.

Thus, for generic values of φ away from 0 and π/2, it is justi-
fied to compare the DSFF of GinOE class with that of GinUE.
On the other hand, for large disorder strength (h = 14), the
DSFF saturates to K = 1 after the initial dip and the absence
of a ramp implies uncorrelated energy levels. We find that,
for intermediate values of h, especially in the proximity of
the critical point for the localization transition [63], the data
neither resembles RMT nor Poisson statistics. This is rooted
in finite-size effects and details are discussed in Appendix D.

Figure 3 shows the variation of DSFF as a function of the
rescaled time variable |τ̃ | for model-II [Eq. (2)]. This has
the same qualitative feature as in model-I. The ramp here
does not match with the GinUE case as the symmetry of
the Hamiltonian does not conform with any of the Ginibre
classes. The Hamiltonian of this model has a transposition
symmetry (H = HT ) similar to the AI† symmetry class of
non-Hermitian matrices [52,96]. We, therefore, calculate the
DSFF for non-Hermitian random matrices belonging to the
AI† symmetry class (shown in the inset of Fig. 3) and compare
it with the DSFF obtained for model-II at weak disorder. We
find good agreement of the DSFF of model-II with that of the
AI† symmetry class at weak disorder, while at large disorder
strength, it matches with that of uncorrelated complex energy
levels.

Next, we discuss the effect of introducing long-range hop-
ping in the model-II (called model-III [Eq. (3)]). In Fig. 4 we
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FIG. 4. [Model-III, Eq. (3)] DSFF for model-III as a function of
the time variable |τ | for different values of α at φ = 0.3 π and system
size L = 16. The disorder strength is fixed at h = 14. The DSFF
for model-II having only nearest-neighbor hopping (α → ∞) is also
plotted in the same figure for comparison. The DSFF changes from
that of uncorrelated complex levels (black dashed line) to that of AI†

symmetry class (shown in inset) as the value of α is decreased. The
inset shows agreement of KAI†

c with the α = 0 case, where different
shades of the green color represents different values of φ chosen from
[0, 9π/20] in steps of π/20.

show the DSFF for model-III. We tune the parameter α that
controls the range of the hopping. While doing that, we fix the
disorder strength at h = 14 such that in the presence of only
short-range hopping (nearest-neighbor) the DSFF is similar to
that obtained from uncorrelated random complex levels. From
Eq. (3), it is evident that α → ∞ corresponds to a system
comprised of only nearest-neighbor hopping. We see that as
α is decreased, thereby increasing the range of hopping for
the particles, the system becomes more chaotic. There is good
agreement of the DSFF with that of the AI† symmetry class
when α = 0 as shown in the inset of Fig. 4. This is owing
to the fact that changing the range of the hopping does not
change the symmetry of the Hamiltonian, therefore, implying
that the Hamiltonian of model-III preserves the transposition
symmetry (H = HT ). For intermediate values of α, the DSFF
results neither fall into the RMT regime nor correspond to the
Poisson statistics. This is again rooted in the finite-size effects.
The enhancement of the chaotic signatures with the increas-
ing range of hopping (decreasing α) in this non-Hermitian
Hamiltonian complements the understanding in the case of
long-range Hermitian Hamiltonians, where the delocalization
increases with increase in the range of hopping [83,85,86].

All the DSFF results presented above for the three models
were for the case when no unfolding procedure was involved.
We find that one of the proposed unfolding procedures for
such a complex eigenspectrum, namely, the conformal map-
ping [97], yields the same DSFF. In addition to DSFF, which
has been proven to be a promising diagnostic for identifying
the long-range correlations of the complex eigenvalues, we
discuss another recently introduced quantity, namely, the com-
plex spacing ratio, which is the complex generalization of the
level spacing ratio used widely in the numerical calculations
of Hermitian Hamiltonians [14]. Needless to mention, this

quantity is insensitive to any unfolding procedure or nonuni-
versal features of underlying density of states.

B. Complex spacing ratio

The complex spacing ratio for the nth eigenvalue is defined
as the ratio of complex differences given by

ξn = zNN
n − zn

zNNN
n − zn

= rneiθn , (9)

where zNN
n and zNNN

n are the nearest and the next-nearest
neighbor of the energy level zn, respectively [68]. Here the
notion of distance is the absolute distance between eigenval-
ues in the complex plane. Note that rn and θn are, respectively,
the absolute value and the argument of the complex ratio ξn

defined in Eq. (9). The nearest-neighbor difference depends
on the position of the energy level in the complex spectrum,
hence on the local density of states. However, in the ratio ξn,
the effect of the local density of states is washed away, thereby
making CSR a highly preferable diagnostic which is insensi-
tive to the unfolding procedures. Note from the definition of
CSR that rn ∈ [0, 1] and θn ∈ [−π, π ] ∀ n. Here, the quan-
tities of interest are the marginal distributions of r, denoted
by ρ(r), and θ , denoted by ρ(θ ), where the distributions are
obtained considering all energy levels.

Both the distributions ρ(r) and ρ(θ ) have different behav-
ior for different random matrix ensembles (see Appendix B)
[68]. In the presence of chaos, the energy levels experience
level repulsion and ρ(r) vanishes for small r. It is worth
noting that similar to level spacing distributions and DSFF,
all three Ginibre ensembles (GinOE, GinUE, GinSE) have
the same form for the marginal distributions of r and θ . On
the other hand, for complex-uncorrelated energy levels, the
CSR is uniform inside a unit circle with the marginal distri-
butions given by ρ(r) = 2r and ρ(θ ) = 1/(2π ) [68]. Thus
the marginal distributions can serve as excellent diagnostics
both in the chaotic and localized phase. We calculate both the
marginal distributions for different disorder strengths consid-
ering all the energy levels in the complex spectrum for all
disorder samples. In addition to the marginal distributions,
the averages 〈r〉 and −〈cosθ〉 have different values for dif-
ferent random matrix ensembles (tabulated in Appendix E).
These values are very different from the case of uncorrelated
complex energy levels where 〈r〉 = 2/3 and 〈cos θ〉 = 0. The
analytical expressions for the marginal distributions for the
Ginibre random matrices are not known. Recently, attempts
were made to derive approximate analytical expressions for
these distributions [98].

Figure 5(a) represents the marginal distributions of r for
model-I, as the disorder strength h is varied. Model-I has a
complex-real transition as a function of disorder strength h
where after some critical value of h the spectrum becomes
completely real [63]. Despite this complex-real transition, we
use the same definition of CSR [Eq. (9)] even for real eigen-
values in the strong disorder limit to facilitate the use of the
same diagnostic for all disorder strengths. In the presence of
strong disorder, where we expect uncorrelated energy levels
from DSFF results (Fig. 2), the CSR (ξn) is real due to the
real-energy spectrum. In fact, for real uncorrelated energy
levels, the CSR turns out to be uniformly distributed between
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FIG. 5. [Model-I, Eq. (1)] (a) Marginal distribution of r for dif-
ferent values of h for L = 18. For weak disorder strength (h = 2)
the distribution corresponds to that of GinOE (blue dashed line),
while for large h we see agreement with 1D Poisson statistics
(black dashed). (b) The marginal distribution of θ for h = 2 shows
agreement with that of GinOE (blue dashed line) while the peaks
at 0, π are due to the completely real eigenvalues. The variable θ

becomes ill-defined at large disorder strength due to the completely
real spectrum.

−1 and 1. Hence, the absolute values of the ratio given by r
are uniformly distributed between 0 and 1 and 〈r〉 = 1/2. In
other words, ρ(r) = �(1 − r) [68].

We find that in the presence of weak disorder (h = 2), the
marginal distribution of r corresponds to that of GinOE. As
the disorder strength h is increased, the marginal distribu-
tion of r starts becoming more and more flat and eventually
corresponds to one-dimensional (1D) Poisson statistics, i.e.,
ρ(r) = 1 demonstrating the localization transition. Since we
consider the entire spectrum for our results, we see some
deviation from GinOE for larger values of r for h = 2 as
shown in Fig. 5. Upon suitably going to the middle of the
spectrum, as is usually done [14,63], the agreement between
the distribution of r and that of GinOE becomes better as
shown in Appendix E (Fig. 11). Note that in Fig. 11, there
is still a discrepancy due to a small fraction of completely
real eigenvalues of model-I, which are comparatively much
less in GinOE random matrices. Since model-I undergoes a
complex-real transition as the disorder strength is increased,
the marginal distribution of the angle θ is not particularly
helpful. This is because θ can have only two values 0 and
π . Nonetheless, for weak disorder strength (h = 2), the dis-
tribution of θ is well defined and agrees with that of GinOE
[Fig. 5(b)].

Figure 6 shows the variation of marginal distribution of
r and θ as the disorder strength h is increased for model-
II. For small disorder strength (h = 2) both the distributions
correspond to that of the AI† symmetry class. As the disorder
strength h is increased, both the marginal distributions tend to
those corresponding to two-dimensional (2D) Poisson statis-
tics. In this case as well, if one restricts the analysis to the
middle of the spectrum the agreement with random matrix
theory becomes better as shown in Appendix E (Fig. 12).
Figure 7 shows the marginal distribution of r and θ for model-
III at disorder strength h = 14 as α is varied. Here too, the
agreement with random matrix theory becomes better taking
just the middle of the spectrum (Appendix E, Fig. 13). Similar
to DSFF, we notice that the behaviors of both the distributions
ρ(r) and ρ(θ ) change from the case of 2D Poisson statistics

FIG. 6. [Model-II, Eq. (2)] Marginal distributions of (a) r and (b)
θ for different values of h for L = 18. For smaller disorder strength
(h = 2), both the marginal distributions correspond to that of AI†

symmetry class (blue dashed), while for large disorder strength h
they correspond to that of 2D Poisson statistics (black dashed).

to that of the AI† symmetry class as the range of hopping is
increased by decreasing α.

For intermediate values of h (or α for model-III), in all
the three models discussed above, both the DSFF and the
CSR show neither perfect agreement with RMT nor Poisson
statistics. This is owing to the finite-size effects in the vicinity
of the critical point for the localization transition as elaborated
in Appendix D. The marginal distributions ρ(r) and ρ(θ ) tend
towards the expected RMT/Poisson statistics as one increases
the system size. It is worth mentioning that in addition to the
marginal distributions, the average values of r and cos θ can
be computed and are summarized in Tables I, II, and III and
Figs. 14 and 15, see Appendix E.

IV. CONCLUSION AND OUTLOOK

In this work, we discuss spectral properties of three dif-
ferent non-Hermitian Hamiltonians [Eqs. (1), (2), and (3)]
each of which are unique in their own way. We discuss two
quantities, namely, the dissipative spectral form factor (DSFF)
and complex spacing ratio (CSR), which serve as an excel-
lent diagnostic to classify phases. For the two models with
short-ranged hopping, we show that both the quantities DSFF
(Figs. 2 and 3) and CSR (Figs. 5 and 6), capture the chaotic
(localizing) behavior at the weak (strong) disorder limit. In the

FIG. 7. [Model III, Eq. (3)] Marginal distributions of (a) r and
(b) θ for different values of α at h = 14 for system size L = 16. Both
the marginal distributions change from that of 2D Poisson statistics
(black dashed) to that of AI† symmetry class (blue dashed) as α

decreases. In addition, we plot the marginal distributions for model-II
at h = 14 for system size L = 18 (which corresponds to α → ∞) for
the purpose of comparison.
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chaotic regime, both the quantities show agreement with that
of the respective non-Hermitian random matrix ensembles
despite the inhomogeneous and anisotropic distribution of the
energy levels in the complex plane. In other words, both the
quantities show universal features in the chaotic regime de-
spite the local nonuniversal properties of the density of states.
On the other hand, in the presence of strong disorder, we find
that all the energy levels are uncorrelated and follow Poisson
statistics.

We also discuss long-ranged generalization for one of the
models. We show that with the increasing range of hopping,
the system becomes more and more chaotic (Figs. 4 and 7).
A disorder strength which is strong enough for generating
uncorrelated energy levels in the case of short-range models
becomes insufficient and the energy level correlations arise in
the presence of long-range connectivity. In fact, in the limit of
all-to-all coupling with the same hopping parameter strength,
the DSFF and CSR correspond to that of RMT in spite of the
disorder strength being quite large as compared to the other
scales of the problem.

In the chaotic regime, the DSFF has a dip-ramp-plateau
structure with a nonlinear ramp characteristic to non-
Hermitian random matrices [80]. At intermediate timescales
(τ � 1) before the universal ramp, where the unconnected
part is already zero, the DSFF depends on φ as well as sys-
tem size. This naturally raises a discussion of Thouless time,
which is defined as the timescale after which the quantum
dynamics of the system is governed by the random matrix
theory. The Thouless time [99], which was initially used in the
scaling theory of Anderson localization [100–102], was used
in interacting systems to understand the nature of the many-
body localization transition [103–107]. In our calculation, a
timescale can be defined before which the DSFF depends
on the system size as well as the angle φ. However, the
relation of this timescale with a Thouless-time-like quantity
for such non-Hermitian systems [81] is far from being fully
understood and remains an interesting direction for future
investigation.

The possible link between spectral properties of non-
Hermitian disordered systems to other quantities such as
commonly computed imbalance remains an interesting ques-
tion. Although in this work we considered conventional
random disordered potential, such a thorough investigation
for non-Hermitian quasiperiodic systems could be important.
The crossover from localization to chaos as one changes
the range of hopping in interacting non-Hermitian disordered
networks is a new direction and warrants further detailed
investigation.
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APPENDIX A: DISTRIBUTION OF COMPLEX ENERGY
DIFFERENCES

In this Appendix, we discuss the distribution of the dif-
ference in complex energies zmn = zm − zn. This analysis is
of pivotal importance since it is the main ingredient in the
dissipative spectral form factor (DSFF), which captures all
long-range correlations of complex eigenvalues [Eq. (5)]. In
Fig. 8, we show the distribution of zmn for two distinct repre-
sentative samples in the complex plane for all the three models
in the chaotic regime. The color map shows the density of
these energy differences. Some features of this color map are
worth elaborating further.

The energy spectra for the disordered systems in the com-
plex plane is inhomogeneous and anisotropic. This is also
reflected in the complex energy differences as seen in Fig. 8.
As a consequence the DSFF as a function of |τ | depends
on the choice of the angle φ = arg(τ ). This is reflected in
the early time behavior of the DSFF after the initial dip. At
intermediate times, the DSFF is robust to this φ variation
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FIG. 9. Marginal distributions of (a) r and (b) θ for GinOE
(blue), AI† (orange) symmetry class, and 2D Poisson statistics (black
dashed).

thereby leading to a universal ramp feature. The late time
behavior is manifested as a plateau which is φ independent
as expected. Such φ dependency in DSFF, which stems from
the lack of rotational symmetry in the energy spectrum and
energy differences is absent in non-Hermitian random matrix
ensembles and certain non-Hermitian models [80].

APPENDIX B: NON-HERMITIAN RANDOM MATRICES
BELONGING TO AI† SYMMETRY CLASS

Here we describe the calculation of DSFF and CSR for
the non-Hermitian random matrices belonging to the AI†

symmetry class. The non-Hermitian random matrices belong-
ing to the AI† symmetry class [52,96] has the transposition
symmetry (H = HT ). A random matrix with such symmetry
has random complex numbers as matrix elements with the
constraint Hi j = Hji. Both the real and imaginary parts of
the elements Hi j (i � j) are independent and identically cho-
sen from a Gaussian distribution N(0, 1/

√
2). The complex

energy spectrum of such a matrix of dimension N × N is
a uniform disk of radius R = √

N [108]. Thus, the energy
spectrum of a matrix H ′ = H/

√
N is a disk of the unit radius.

We implement Eqs. (5) and (9) to calculate the DSFF and
CSR, respectively, and compare both the quantities with the
known results of GinOE random matrices. Both the quantities
show a different functional form from that of GinOE random
matrices as depicted in Figs. 3 (inset) and 9.

FIG. 10. [Model-II, Eq. (2)] Marginal distributions for (a) r and
(b) θ for h = 4 for different system sizes L for entire spectrum
statistics. We find evidence of deviations from the expected RMT
behavior due to finite-size effect. In other words, upon increasing
system size, we notice that our results approach that of marginal
distributions for AI† symmetry class.

FIG. 11. [Model-I, Eq. (1)] Marginal distributions of (a) r and
(b) θ at h = 2 for system size L = 18 considering only middle of
spectrum. Both the distributions agree with that of GinOE (blue
dashed).

APPENDIX C: ESTIMATION OF HEISENBERG TIME

Here we discuss the calculation of Heisenberg time for
the models. For the DSFF of model-I to agree with the ana-
lytical form of the DSFF for GinOE random matrices given
by Eq. (8), we define the Heisenberg timescale τH , which
scales the bare time τ as τ̃ = τ/τH . To estimate τH , we first
locate the timescale τ ∗ after which the DSFF shows universal
behavior (nonlinear ramp) and fits the curve

fK (τ, m) = 1 − exp[−m|τ |2], (C1)

with the numerical data of the DSFF where m is the fit-
ting parameter and τH is extracted as τH = 1

2
√

m
. For better

accuracy, we calculate τH for different choices of φ and take
the average over φ to calculate the Heisenberg time used for
rescaling the time axis in Fig. 2. In the case of model-II and
model-III, we compare the numerical data with the DSFF of
the AI† symmetry class for which the analytical expression
is not known yet. However, we use the same fitting function
Eq. (C1) to get an estimate of τH (just like model-I) and use
that to shift the numerical result for the AI† symmetry class to
show agreement between model-II/model-III with that of the
AI† symmetry class. This procedure of estimating τH works
well because the DSFF for GinOE and the AI† symmetry
class have common basic features despite having different
functional variations as depicted in the inset of Fig. 3.

FIG. 12. [Model-II, Eq. (2)] Marginal distributions of (a) r and
(b) θ at h = 2 (blue) and h = 14 (orange) for system size L = 18
considering only middle of the spectrum. The distributions agree
perfectly with that of AI† symmetry class (blue dashed) and 2D
Poisson statistics (black dashed) at h = 2 and h = 14, respectively.
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FIG. 13. [Model-III, Eq. (3)] Marginal distributions of (a) r and
(b) θ at h = 14, α = 0 for system size L = 16 considering only
middle of the spectrum. The distributions agree well with that of AI†

symmetry class.

APPENDIX D: FINITE-SIZE EFFECTS IN COMPLEX
SPACING RATIO

In this Appendix, we discuss the deviation of the com-
plex spacing ratio (CSR) from the RMT predictions for the
models at the disorder strengths corresponding to the interme-
diate region between the chaotic and the localized regimes.
In the main text, the DSFF and the CSR for different mod-
els are shown deep in the chaotic and the localized regime,
where there are good agreement with the corresponding
RMT/Poisson statistics at the system size L = 18. However,
this does not hold for intermediate disorder strengths near the
critical point for the localization transition, where both the
DSFF and CSR are prone to finite-size effects.

Figure 10 shows the variation of both the marginal dis-
tributions of r and θ for different system sizes at h = 4
for model-II, which corresponds to the intermediate disorder
strength for this model. For system size L = 14, both the
marginal distributions show similarity with the 2D Poisson
statistics implying uncorrelated random complex energy lev-
els. This, in fact, turns out to be a finite-size effect and as
the system size increases both the quantities deviate from the
Poisson statistics and tend to approach the statistics of the
AI† symmetry class. However, it never reaches the statistics
of this symmetry class for the choice of system sizes making
the analysis inconclusive for intermediate disorder strengths.
Similarly, for other intermediate values of disorder strength
h for all the models, finite-size effects can be visible both
in marginal distribution and DSFF, which makes the identi-
fication of the critical parameter for the chaotic-localization
transition difficult.

APPENDIX E: COMPLEX LEVEL SPACING RATIO
FOR MIDDLE OF THE SPECTRUM

We recap that, in the main text, the marginal distributions
of r and θ for the CSR were computed using the entire
spectrum. These distributions in Figs. 5–7 show good agree-
ment with the marginal distributions for the random matrices
and Poisson statistics in both the chaotic and the localized
regimes, respectively. However, there are minor discrepancies
which are rooted in contribution coming from complex eigen-
values close to the edges. A common practice is to consider
the middle of the spectrum. The prescription we employ when
we refer to the middle of the spectrum is as follows. We

FIG. 14. [Model-I, Eq. (1)] Average 〈r〉 and 〈r〉M as a function of
disorder strength h for system size L = 18. Here 〈r〉M is defined by
taking only the middle of the spectrum.

consider the ±10% span of the complex spectrum from its
center/middle.

In Fig. 11, we show the marginal distributions of r and θ in
the chaotic regime (h = 2) for model-I [Eq. (1)]. Both these
distributions agree very well with GinOE and the comparison
is much better than Fig. 5 where the entire spectrum was
considered. Figure 12 shows the spacing ratio distributions for
h = 2 and h = 14 with L = 18 for model-II [Eq. (2)]. We can
see that the marginal distributions are in perfect agreement
with that of AI† and 2D Poisson statistics at h = 2 and h = 14,
respectively. The agreement is better than the one shown in
Fig. 6, which was made considering the entire spectrum. In
Fig. 13, we show similar agreement for the middle of the
spectrum for model-III [Eq. (3)].

In addition to the marginal distributions, we also compute
the average value of r and cosθ for all three models. These are
tabulated in Tables I, II, and III. The quantitative differences
between the full spectrum and the middle of the spectrum
are also highlighted in the three tables. In Fig. 14, we show
〈r〉 versus disorder strength for model-I using both the entire
spectrum and the middle of the spectrum. Similarly, Fig. 15
shows 〈r〉 and −〈cosθ〉 as a function of the disorder strength
for model-II.

FIG. 15. [Model-II, Eq. (2)] (a) Average 〈r〉 and 〈r〉M , and (b) av-
erage −〈cosθ〉 and −〈cosθ〉M as a function of disorder strength h for
system size L = 18. Here again, 〈.〉M is defined by taking only the
middle of the spectrum.
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TABLE I. (Model-I) Average of r and cosθ for different disorder strength h using entire spectrum and the middle of the spectrum. The
subscript M in the first column represents the average extracted for the middle of the spectrum. Since model-I goes through a complex-real
transition as the disorder is increased, the θ variable is ill-suited for h � 6. These parameter regimes are therefore represented by × in the row
of −〈cosθ〉M .

h

GinOE 2 4 6 8 10 12 14 1D P

−〈cosθ〉 0.244 0.196 0.018 0.023 × × × × ×
〈r〉 0.738 0.736 0.703 0.553 0.508 0.502 0.501 0.5 1/2
−〈cosθ〉M 0.244 0.228 0.039 0.019 × × × × ×
〈r〉M 0.738 0.737 0.723 0.564 0.509 0.502 0.501 0.5 1/2

TABLE II. (Model-II) Average of r and cosθ for different disorder strength using entire spectrum and middle of the spectrum (denoted by
subscript M) at system size L = 18.

h

AI† 2 4 6 8 10 12 14 2D P

−〈cosθ〉 0.193 0.16 0.039 −0.005 −0.011 −0.015 −0.021 −0.028 0
〈r〉 0.722 0.722 0.686 0.669 0.668 0.667 0.667 0.666 2/3
−〈cosθ〉M 0.193 0.186 0.071 0.007 −0.001 −0.003 −0.007 −0.014 0
〈r〉M 0.722 0.722 0.692 0.669 0.667 0.667 0.667 0.667 2/3

TABLE III. (Model-III) Average of r and cosθ for different α at disorder strength h = 14 using entire spectrum and middle of the spectrum
(denoted by subscript M) at system size L = 16.

α

AI† 0.0 0.5 1.5 4.0 2D P

−〈cosθ〉 0.193 0.069 −0.041 −0.032 −0.047 0
〈r〉 0.722 0.715 0.7 0.667 0.664 2/3
−〈cosθ〉M 0.193 0.147 0.104 −0.004 −0.021 0
〈r〉M 0.722 0.72 0.705 0.67 0.666 2/3
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[12] M. Serbyn, Z. Papić, and D. A. Abanin, Phys. Rev. Lett. 111,

127201 (2013).
[13] D. A. Huse, R. Nandkishore, and V. Oganesyan, Phys. Rev. B

90, 174202 (2014).

[14] V. Oganesyan and D. A. Huse, Phys. Rev. B 75, 155111
(2007).

[15] A. Pal and D. A. Huse, Phys. Rev. B 82, 174411 (2010).
[16] H. P. Lüschen, P. Bordia, S. S. Hodgman, M. Schreiber, S.

Sarkar, A. J. Daley, M. H. Fischer, E. Altman, I. Bloch, and
U. Schneider, Phys. Rev. X 7, 011034 (2017).

[17] I. Vakulchyk, I. Yusipov, M. Ivanchenko, S. Flach, and S.
Denisov, Phys. Rev. B 98, 020202(R) (2018).

[18] X. Xu, C. Guo, and D. Poletti, Phys. Rev. B 97, 140201(R)
(2018).

[19] K. W. Murch, U. Vool, D. Zhou, S. J. Weber, S. M. Girvin, and
I. Siddiqi, Phys. Rev. Lett. 109, 183602 (2012).

[20] M. E. Kimchi-Schwartz, L. Martin, E. Flurin, C. Aron, M.
Kulkarni, H. E. Tureci, and I. Siddiqi, Phys. Rev. Lett. 116,
240503 (2016).

[21] H. J. Carmichael, Statistical Methods in Quantum Optics 1:
Master Equations and Fokker-Planck Equations (Springer Sci-
ence & Business Media, New York, 1999), Vol. 1.

[22] H.-P. Breuer and F. Petruccione, The Theory of Open Quantum
Systems (Oxford University Press on Demand, Oxford, 2002).

[23] A. J. Daley, Adv. Phys. 63, 77 (2014).
[24] T. E. Lee and C.-K. Chan, Phys. Rev. X 4, 041001 (2014).
[25] J. Ginibre, J. Math. Phys. 6, 440 (1965).

134202-10

https://doi.org/10.1103/PhysRevA.43.2046
https://doi.org/10.1103/PhysRevE.50.888
https://doi.org/10.1038/nature06838
https://doi.org/10.1080/00018732.2016.1198134
https://doi.org/10.1146/annurev-conmatphys-031214-014726
https://doi.org/10.1016/j.crhy.2018.03.003
https://doi.org/10.1103/RevModPhys.91.021001
https://doi.org/10.1103/PhysRevLett.109.017202
https://doi.org/10.1103/PhysRevLett.110.260601
https://doi.org/10.1088/1742-5468/2013/09/P09005
https://doi.org/10.1103/PhysRevB.77.064426
https://doi.org/10.1103/PhysRevLett.111.127201
https://doi.org/10.1103/PhysRevB.90.174202
https://doi.org/10.1103/PhysRevB.75.155111
https://doi.org/10.1103/PhysRevB.82.174411
https://doi.org/10.1103/PhysRevX.7.011034
https://doi.org/10.1103/PhysRevB.98.020202
https://doi.org/10.1103/PhysRevB.97.140201
https://doi.org/10.1103/PhysRevLett.109.183602
https://doi.org/10.1103/PhysRevLett.116.240503
https://doi.org/10.1080/00018732.2014.933502
https://doi.org/10.1103/PhysRevX.4.041001
https://doi.org/10.1063/1.1704292


SPECTRAL PROPERTIES OF DISORDERED INTERACTING … PHYSICAL REVIEW B 106, 134202 (2022)

[26] H. J. Sommers, A. Crisanti, H. Sompolinsky, and Y. Stein,
Phys. Rev. Lett. 60, 1895 (1988).

[27] N. Lehmann and H.-J. Sommers, Phys. Rev. Lett. 67, 941
(1991).

[28] R. Grobe, F. Haake, and H.-J. Sommers, Phys. Rev. Lett. 61,
1899 (1988).

[29] J. T. Chalker and Z. J. Wang, Phys. Rev. Lett. 79, 1797 (1997).
[30] M. Müller, S. Diehl, G. Pupillo, and P. Zoller,

arXiv:1203.6595.
[31] T. Can, J. Phys. A: Math. Theor. 52, 485302 (2019).
[32] S. Denisov, T. Laptyeva, W. Tarnowski, D. Chruściński, and
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