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Proximity spin-orbit coupling in graphene on alloyed transition metal dichalcogenides
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The negligible intrinsic spin-orbit coupling (SOC) in graphene can be enhanced by proximity effects in stacked
heterostructures of graphene and transition metal dichalcogenides (TMDCs). The composition of the TMDC
layer plays a key role in determining the nature and strength of the resultant SOC induced in the graphene
layer. Here, we study the evolution of the proximity–induced SOC as the TMDC layer is deliberately defected.
Alloyed G/Wχ Mo1−χ Se2 heterostructures with diverse compositions (χ ) and defect distributions are simulated
using density functional theory. Comparison with continuum and tight-binding models allows both local and
global signatures of the metal-atom alloying to be clarified. Our findings show that, despite some dramatic
perturbation of local parameters for individual defects, the low-energy spin and electronic behavior follow a
simple effective medium model which depends only on the composition ratio of the metallic species in the
TMDC layer. Furthermore, we demonstrate that the topological state of such alloyed systems can be feasibly
tuned by controlling this ratio.
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I. INTRODUCTION

Spintronics exploits the spin degree of freedom of an elec-
tron to store and transfer information in a similar manner
to how the carrier charge is used in conventional electronic
devices. Spin-orbit coupling (SOC) is an essential ingredient
in many spintronic devices, as it couples the spin and charge
degree of freedom, allowing a spin current to be created and
controlled by electrical means [1–3]. Furthermore, it is re-
sponsible for exotic spin Hall effects, generating a transverse
spin flow when an electrical current passes through a mate-
rial [4–11] and vise versa [12,13]. Graphene can serve as an
excellent spin channel in spin-logic devices, thanks to its long
spin diffusion length and lifetime [14,15]. However, the in-
trinsic SOC in graphene is too weak to be feasibly exploited to
generate or manipulate spin currents [16,17]. There are several
proposals for the enhancement of SOC in graphene, including
hydrogenation [5] or the introduction of impurities [18–20],
such as vacancies or heavy metal adatoms [21–23]. These
defects, however, can form local magnetic moments [24,25]
that may lead to increased scattering and suppress spin trans-
port [20,26,27].

A promising alternative is to use substrates with strong
SOC. Transition metal dichalcogenides (TMDCs) are par-
ticularly interesting as they induce a SOC with a strong
valley-dependence via proximity effects [28–52]. Based on
Hanle experiments and WAL measurements, spin dephas-
ing in graphene/TMDCs is seen to be governed by the
D’yakonov-Perel mechanism near the Dirac point [38–40]
and is dominated by valley-Zeeman (VZ) SOC [34,35,50].
The proximity-induced SOC, and associated imprinted spin-
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valley locking, enable experimentally verified spin-charge
conversion and anisotropic spin relaxation effects that are
absent in pristine graphene [35,45,46,51]. The nature of the
proximity-induced SOC depends on the specific TMDC sub-
strate [30]. The proximity effects can open an optical band
gap due to a sublattice-asymmetric mass term, as in Fig. 1(b)
for a stacked G/MoSe2 heterostructure [30,31]. A similar
mass term is associated with topological valley currents in
graphene-hexagonal boron nitride superlattices [53], although
there is some debate about how this mechanism relates to
experimental observations [54–56]. In other cases, the prox-
imity to TMDCs lead to VZ-driven inverted bands [57], as in
Fig. 1(d) for a G/WSe2 heterostructure [30]. Despite similar-
ities with topological insulators, these systems have a trivial
Z2 index [44,58]. However, the valley-projected electronic
spectrum of such states yield a nonzero Chern number that
enables the formation of topologically-protected pseudohe-
lical modes in finite-sized ribbons [58]. The direct gap and
band inversion regimes are connected through a semimetallic
band gap closure which is accessible by adjustments to the
effective potential difference between the layers [31]. An an-
alytical study on twisted graphene/TMDCs heterostructures
with the focus on emerging topologically nontrivial states
by enhancing otherwise weak Kane–Mele SOC shows that
the SOC transfer is robust to twists between the layers [44].
However, the disappearance of SOC at specific twist angles
has also been reported [59,60]. The induced SOC can also
be controlled using strain, where the vertical compression of
graphene/WSe2 using hydrostatic pressure leads to an en-
hancement of the VZ SOC [61].

Recent advances in the growth of defect-free TMDC
lateral heterostructures using water–assisted CVD tech-
niques [62–64] suggest a new approach to tuning SOC
effects in stacked graphene/TMDC heterostructures. These
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FIG. 1. (a) Schematic representation of a composite
G/Wχ Mo1−χ Se2 heterostructure. The top layer is graphene and the
bottom layer is the alloyed TMDC layer. The orange, cyan, and
yellow spheres in the lower layer indicate molybdenum, tungsten,
and selenium atoms, respectively. [(b)–(d)] The proximity-induced
band structure and topology transition for different TMDC layers.
The W concentrations in the G/Wχ Mo1−χ Se2 systems are (b) χ = 0,
(c) 0.33, and (d) 1. The band colors indicate the spin projection
along the transverse axis (z).

techniques enable a precise control over the sequential for-
mation of TMDC heterojunctions by switching between the
reactive gas environments [62]. Furthermore, it has been
shown that the electronic properties of TMDC lateral het-
erostructures can be modulated by controlling the metal atom
composition [65]. These findings, and the fact that individ-
ual TMDC family members have unique SOC signatures in
graphene/TMDC heterostructures, motivate the study of how
the metal atom composition of the TMDC layer affects the
nature and strength of the resultant induced SOC. In this
work, we investigate how proximity effects from a range of
different composite TMDC layers alter the electronic and
spin-orbit characteristics of the graphene layer. We consider
mixed G/WχMo1−χSe2 heterostructures with diverse com-
position ratios (χ ) and distributions in the TMDC layer.
An example of such a heterostructure is shown schemati-
cally in Fig. 1(a). Utilizing first-principals calculations and
a continuum model approach, we evaluate disorder-induced
local SOC signatures in the spin and electronic behavior of
these systems. Our density functional theory (DFT) calcu-
lations allow us to probe the microscopic origins of local
SOC changes, whereas Dirac Hamiltonian and tight-binding
(TB) model give further insights into the relative strength of
different spin-orbit mechanisms and the emergent behavior
expected at device scales. We develop an effective medium
model, based on the metal-atom composition ratio, which
accurately captures the low-energy spin- and electronic re-
sponses in large-scale alloyed structures. This model predicts
a semimetallic phase transition as the composition ratio is
varied, as shown in Figs. 1(b)–1(d). Since G/MoSe2 and
G/WSe2 heterostructures individually maintain robust direct

and inverted band states [30,58], this demonstrates that the
topological state of alloyed systems can be feasibly tuned via
controlling the composition ratio of metallic element.

This article is organized as follows. In Sec. II, we
present the geometry and the structural details of the
graphene/TMDC lattice considered throughout the study. In
Sec. III, an effective medium model and its associated SOC
parameters for alloyed systems are introduced, and a compar-
ison is made with the DFT calculations. Next, a tight-binding
model is used in Sec. IV to examine local perturbations in-
duced in heterostructures. We then investigate in Sec. V how
local corrections to the TB model affect the predictions of
the effective model and, in particular, the topological status of
large composite systems. Finally we summarize our analysis
and findings in Sec. VI.

II. GEOMETRICAL CONSIDERATIONS

We consider a supercell structure of 4 × 4 graphene
and 3 × 3 TMDC unit cells, an example of which is pre-
sented in Fig. 2(a). Utilising the DFT QUANTUM ESPRESSO
package [66], we calculate the electronic properties of het-
erostructures with MoSe2, WSe2 and various WχMo1−χ Se2

alloys as the lower-lying TMDC layer. Beginning with pristine
MoSe2 and WSe2 bottom layers, we first split the residual
lattice mismatch equally between the graphene and TMDC
layers and then relax the full supercell. Table I contains the
structural information about each of the relaxed structures.
During the structural optimization, we find that the full su-
percell in each case expands in order to reduce the forces
and stress on the stiffer graphene layer. In a realistic system,
the graphene and TMDC layers are highly unlikely to form
a commensurate stacked structure but rather an incommensu-
rate one which leaves the graphene layer unstrained. Thus it is
important that the graphene layer is not significantly strained
in our electronic structure calculations.

The MoSe2 and WSe2 relaxed slabs maintain an identical
structure with almost equal lattice constants, i.e., 3.295 and
3.297 Å. Since there are no important qualitative differences
between the properties of MoSe2 systems calculated using
both geometries, we take the relaxed WSe2 structure as the
fixed geometry for the systems considered in the remainder
of our calculations. This allows an easy interchange of metal
atoms when we consider alloyed systems in the following
sections. More details about the DFT methodology employed
in our calculations are presented in Appendix A 1.

III. CONTINUUM MODEL FOR ALLOYED SYSTEMS

The low-energy band structure and spin texture of
proximitized graphene, in the vicinity of the Dirac
points, are well-described using a continuum model
approach [30,67]. The parameters required for this
model, {�} = (t,�, λI, λVZ, λR, λPIA,�PIA), include
spin-independent hopping (t) and mass (�) terms, in addition
to the strengths of the intrinsic (I), valley Zeeman (VZ),
Rashba (R), and pseudospin-inversion-asymmetry (PIA)
spin-orbit terms that arise due to interactions between
the layers. Here, the mass term is a spin-independent
gap-opening term that emerges due to the net effect of
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FIG. 2. (a) The supercell of an example alloyed system. The
orange sphere is an Mo atom substitutionally doped into a G/WSe2

heterostructure. (b) Electronic band structure and [(c)–(e)] spin tex-
ture, 〈Si〉 with i = x, y, z, of the alloyed system shown in (a). [(f) and
(g)] The evolution of Rashba and VZ SOC parameters as the number
of W atoms in the unit cell is varied. The grey circles show the SOC
parameters extracted from DFT calculations for individual configu-
rations with different impurity distributions. The orange curve shows
the average of these extracted parameters over all configurations with
the same concentration. The blue curve shows the effective model
result found using a weighted average of pristine system parameters.

local sublattice-symmetry breaking. The intrinsic term is a
standard Kane-Mele type coupling [57] which introduces a
spin-independent topological gap, whereas the VZ term is
sublattice-asymmetric version which rigidly shifts the Dirac
cone according to the spin and valley indices. These terms
do not mix spin channels, unlike the Rashba coupling, a
substrate-induced term arising due to symmetry-breaking in
the direction perpendicular to graphene layer. Finally, the two
PIA terms are required to correctly capture features further
from the Dirac points. The Hamiltonian for each of these
terms is discussed in more detail in Appendix A 2.

The parameter sets {�} for different heterostructures can
be found by fitting the electronic band structure and spin
expectation values from first-principles calculations to the

TABLE I. Structural properties of graphene/TMDC heterostruc-
tures after a full DFT structural optimization. a(aG ) is the lattice
constant in the TMDC (graphene) layer. The next column shows
the in-plane strain in the graphene layer, compared to a freestanding
layer with 2.46-Å lattice constant. The last two columns indicate the
corrugation of the graphene surface and interlayer distance between
the adjacent layers, respectively.

a aG strain corrugation interlayer dis.
TMDC (Å) (Å) (%) (pm) (Å)

MoSe2 3.295 2.471 +0.45 1.88 3.385
WSe2 3.297 2.473 +0.52 2.64 3.382

continuum model. We begin by considering pristine G/MoSe2

and G/WSe2 heterostructures, whose DFT calculated energy
spectrum and associated spin projections around the K valley
are shown in Figs. 1(b) and 1(d). While the energy spectrum
of G/MoSe2 is parabolic with a finite direct gap, we see
an inverted band dispersion for G/WSe2, with an avoided
crossing and a flip of the spin orientation along the axes
normal to the supercell plane (sz). The continuum model, with
the fitted orbital and spin-orbit parameters given in Table II,
perfectly reproduces all the electronic and spin features of full
DFT calculations. Note that the DFT calculation for electronic
dispersions and spin expectation values, together with the con-
tinuum model fits, are performed along the kx direction. We
note that since the eigenvalue problems along the individual
in-plane directions are identical and the spin textures in the x
and y directions are coupled by the Rashba term, fitting along
the either of the in-plane directions yield similar results. We
note that both the DFT results and the extracted parameters for
these pristine systems are in good agreement with those first
obtained in Ref. [30]. Both G/MoSe2 and G/WSe2 systems
show a band gap, but the topological nature of the gap in
each system is different, which can be understood in terms
of the interplay of mass, VZ and Rashba contributions. The
Kane-Mele SOC is significantly smaller than the other terms.
Furthermore, because of the staggered nature of intrinsic SOC
in G/TMDC heterostructures, these systems are topologically
trivial with a vanishing topological order [58]. While the mass
term, �, opens an optical gap, the VZ term acts to close it
by introducing a spin-dependent band shift in each valley. If
λVZ > �, the band gap is closed in each valley by overlapping
bands with different spin orientations. A finite λR couples the

TABLE II. Calculated orbital and spin-orbit parameters of
graphene in a graphene/TMDC heterostructures, found by fitting
DFT results to a continuum Dirac model. t is the nearest-neighbor
tunneling energy, � is the proximity-induced orbital gap, λI is
the intrinsic spin-orbit coupling, λV Z is the valley-Zeeman spin-
orbit coupling, λR is the Rashba SOC, and λPIA and �PIA are the
pseudospin-inversion-asymmetry spin-orbit terms.

t � λR λI λVZ λPIA �PIA

TMDC (eV) (meV) (meV) (μeV) (meV) (meV) (meV)

MoSe2 2.53 −0.59 0.29 −3.87 0.28 −7.14 −0.86
WSe2 2.531 −0.52 0.51 −3.06 1.15 0.39 −0.47
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two spin channels, giving rise to band anticrossings and band
inversion. While not a true topological insulator, this VZ-
driven regime gives rise to time-reversal symmetry protected
edge states [58]. The relative strength of the mass, VZ and
Rashba terms is thus of vital importance in determining the
overall nature of the graphene/TMDC heterostructure.

The orbital and SOC parameters depend on the composi-
tion of the TMDC layer, as shown by comparing the results
for MoSe2 and WSe2 in Table II. The choice of metal atom
determines the induced SOC, whereas the chalcogen atom
affects the alignment of the Dirac cone with the bulk TMDC
bands [30]. We note that the value of the sublattice-staggered
mass term, and hence the system band topology, can be
sensitive to geometric details. Wang et al in their study on
graphene/WS2 structures suggest that this term may van-
ish in the incommensurate limit, whereas for commensurate
structures it varies with the supercell size used in DFT calcu-
lations [29]. The VZ term, in contrast, remains approximately
constant. Our choice of selenide-based structures is motivated
by the robust direct and inverted band phases of the two pure
systems. G/WSe2 has a VZ parameter which is significantly
larger than the mass term for even the smallest supercells.
In contrast, G/WS2 sits near the semimetallic phase transi-
tion and studies with slightly different setups report different
topological behavior [29,30]. As the G/MoSe2 system has a
sizable direct gap, alloyed G/WχMo1−χ Se2 systems are likely
to present a wide range of behaviours as we tune the compo-
sition ratio χ . In particular, there must be an intermediate set
of parameters between those of G/MoSe2 and G/WSe2 which
closes the band gap, and separates the direct and inverted band
phases, as shown in Fig. 1(c).

To model the evolution of the electronic and spin-orbit be-
havior of alloyed systems, we first consider an effective model
using a weighted average (WAVG) of the parameters extracted
from the pristine systems. The WAVG parameters in a com-
posite system G/WχMo1−χSe2 are taken to be χ {�W} +
(1 − χ ) {�Mo}, where {�Mo(W)} is the set of parameters for
the pristine Mo (W) structure. This model assumes a uni-
form modulation of the model parameters as the concentration
of W atoms is increased, and can be used to make predic-
tions for arbitrary systems. The alloyed band structure and
spin-texture in Fig. 1(c), which show a critical point where
the gap closure occurs, were generated using this model for
χ = 0.33. Comparing the parameters for pristine Mo and
W systems in Table II, we note that the most significant
variation occurs for the VZ and Rashba terms. As discussed
above, it is the interplay of these terms with the more slowly-
varying � term which will determine the band topology of the
system.

To test the validity of the WAVG model, we performed
DFT calculations for a range of composite systems where
the TMDC layer contains a mixture of Mo and W atoms.
We employed the same nine metal atom unit cell, and chose
configurations to ensure we sampled a diverse set of metal
atom distributions relative to the carbon atoms in the graphene
layer. For example, Fig. 2(a) is one of the nine possible struc-
tures with eight W atoms and one Mo atom in the TMDC
layer, and the impurity Mo atom lies directly below the center
of a hexagon in the graphene layer. Other impurity positions
are less symmetric with respect to the graphene lattice. The

thick grey curves in Figs. 2(b)–2(e) present the DFT band
structure and spin texture for this system, which are similar
to those of a pristine G/WSe2 heterostructure. The defect-
induced modulation of the mass term is weak and thus the
VZ SOC still dominates the gap, leading to a band inver-
sion in the presence of a Rashba term. We note that, for
this system, both the band structures and spin textures are
in near-perfect agreement with the WAVG effective model,
whose predictions are shown by the dashed blue lines in
Figs. 2(b)–2(e).

The band structure and spin expectation values for all
configurations were then fully fitted with the effective model
to find the orbital and spin-orbit parameters {�i} which best
described the system. The extracted parameters for the key
Rashba and VZ terms of every composite system are shown
by the symbols in Figs. 2(f) and 2(g), as a function of the
composition ratio χ . The full set of parameters for the single-
impurity configurations are given for reference in Table III
of the Appendix. The specific system discussed above, with
eight W atoms in the unit cell, is shown by a solid black
triangle in Figs. 2(f) and 2(g). Compared to the concentration-
dependent values predicted by the WAVG model (dashed blue
line), the values for the individual configurations show some
deviation, but overall follow a similar trend and tend to adopt
values between the pristine limiting cases. Furthermore, the
configurational average of the individual cases, shown by the
orange line, agrees almost exactly with the WAVG effective
model for both Rasha and VZ terms. This suggests that the
electronic and spintronic behavior of large-scale alloyed sys-
tems, containing a mix of impurity locations, can be largely
understood with the effective model. In the next section, we
discuss cases where local DFT results seem to disagree with
the weighted-average approach.

IV. LOCAL EFFECTS IN ALLOYED SYSTEMS

The effective model, although largely successful in pre-
dicting the electronic behavior of alloyed systems, does not
account for variations across the orbital and SOC parame-
ters for individual configurations. For example, the extracted
Rashba and VZ parameters for the system represented by
red squares in Figs. 2(f) and 2(g) are both smaller than the
WAVG model predicts (dashed blue line). This system, which
contains a single W atom in the TMDC unit cell, is considered
in detail in the left-hand panels of Fig. 3. We note that the
energy bands [panel (c)] and spin projection 〈Sz〉 [panel (e)] of
the DFT calculation differ from the WAVG model prediction.
The WAVG model predicts that, with only one W atom out
of nine metal atom sites, the system should have a direct gap,
revealed by the constant-sign behavior of 〈Sz〉. However, the
DFT results, show a small band inversion and a flip in the sign
of 〈Sz〉 right at the Dirac point, indicative of a system which is
barely to the inverted band side of the critical point separating
the phases. These discrepancies are partially explained by
the continuum nature of the WAVG effective model, which
assumes uniform potential and spin-orbit fields throughout the
system. However, even for uniform MoSe2 or WSe2 bottom
layers, this is only an approximation. For example, the unit
cells we employ in this work, such as those shown in Figs. 2(a)
and 3(a) contains nine metal atoms in the TMDC layer. Each
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FIG. 3. (a) One block and (b) two block supercells of alloyed
G/MoSe2 heterostructures. [(c) and (d)] The energy spectrum and
[(e) and (f)] the spin expectation value along the z axis for the
alloyed heterostructures shown in (a) and (b). The alloyed G/MoSe2

supercell shown in (b) is twice as large as the supercell in (a). It con-
tains one impurity with the same, and one with different, positioning
relative to the graphene lattice, thereby reducing the symmetry of the
impurity distribution.

of these align slightly differently with the carbon atoms in
the graphene lattice above, and will therefore induce slightly
different local potential and SOC fields. Continuum models
assume that such differences quickly average out and give rise
to uniform effective proximity effects throughout the graphene
layer. However, DFT calculations are limited to small unit
cells, so that this averaging is not complete, and even for
pristine TMDC layers a small relative shift between the layers
can give rise to slightly different band structures and SOC
parameters [30].

To determine the role that local variation of hopping,
potential and spin-orbit parameters can play in alloyed sys-
tems, we now move to TB models which can account for
such real-space atomistic-level perturbations. We will use this
method to add local corrections, taking into account the local
metal-atom alignment near individual impurities, on top of the
effective medium model which accounts for the overall metal-
atom composition ratio χ . We consider the systems shown in

Figs. 2(a) and 3(a) as examples. Although the energy bands
and spin texture of the former, shown in Figs. 2(b)–2(e), are
largely in agreement with the WAVG model, there are some
subtle differences. The DFT bands show a slight asymmetric
spin-dependent shift of the valence and conduction bands,
which is not captured by the effective model. This suggests
that some combination of the mass term, and intrinsic, VZ
and Rashba SOC terms are locally perturbed from the WAVG
values. A splitting of the in-plane spin expectation values in
Fig. 2(d) is further indicative of a local perturbation of the
Rashba parameter. Within a TB model (see Appendix A 3),
we account for these by allowing local perturbations to onsite
potentials (δVi) and the Rashba and Kane-Mele hopping terms
(δλi j

R , δλ
i j
I ) associated with specific carbon atoms i, j near the

impurity metal atom. For this system, we vary five local fitting
parameters, with the best-fit values allowing fine details from
the DFT calculations to be captured, as demonstrated by the
orange, dot-dashed curves in Figs. 2(b)–2(e).

The DFT results for the Mo-rich heterostructure in the left-
hand panels of Fig. 3 show that the introduction of a single W
atom into the unit cell can induce changes far beyond what is
predicted by the effective model. This suggests that certain ge-
ometrical arrangements in alloyed systems can strongly affect
local electronic and spin-orbit properties. This is particularly
so for systems near the critical point, where small parameter
changes can give rise to band-inversion and a sign-flip in
the spin texture. The dramatic changes to the electronic and
spin character of the system require four spin-independent
parameters in the tight-binding correction, namely, onsite po-
tentials applied on the carbon site directly over the impurity
W atom and also to its three nearest neighbours. This alters
the effective mass term locally, and gives an excellent fit to
the DFT results (dot-dashed orange curves), including the
changes to the band topology and spin texture. It is important
to note that, aside from local changes to the electronic and
spin-orbit fields, DFT simulations can also introduce artifacts
that are not necessarily representative of realistic alloyed sys-
tems. Due to the small size of the periodic supercell, spurious
symmetric replicas of the defects can effectively interact with
each other [68]. In addition, symmetry and periodicity in their
own right can introduce band gap effects in graphene [69].
It is therefore important to verify that any local TB correc-
tions we make are accurately capturing local changes to the
potential and spin-orbit fields, and are not trying to repro-
duce periodicity artefacts. To rule out such effects, we also
perform calculations and fittings with a larger supercell, i.e.
twice the size of the standard cell used so far. To test the
local parametrization of the W impurity shown in Fig. 3(a),
we extend the cell along one of the standard cell vectors,
as shown in Fig. 3(b). To maintain the same composition
ratio χ and further reduce the symmetry of the system, we
introduce a second W defect in the cell. The DFT electronic
spectrum and spin textures shown by grey curves in Figs. 3(d)
and 3(f) are in much closer agreement to the WAVG effective
model. Performing a TB fitting near the impurity in this cell
yields a much weaker perturbation to the local mass term.
This suggests that the single-cell fitting shown in Figs. 3(c)
and 3(e) was not representative of the effect this impurity will
have in truly disordered alloyed layers. We have tested the TB
corrections for each of the single-impurity systems similarly,
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FIG. 4. [(a)–(c)] The supercells of composite G/Wχ Mo1−χ Se2

structures with diverse metal atom composition. [(d)–(f)] Energy
dispersion and [(g)–(i)] z component of the spin expectation value
for mixed systems shown in [(a)–(c)]. The local TB results presented
here are calculated by combining individual local TB perturbations
from single alloyed systems with the effective model.

by checking that they also give an improvement beyond the
effective model in larger cells.

The single impurity systems provide us with a valuable
microscopic insight to understand more complex systems,
particularly where DFT results deviate from the WAVG ef-
fective model. In Figs. 4(a)–4(c), we consider three systems
with multiple metal atom impurities in the standard, smaller
supercell. Similar to the case of larger supercells, a very
good agreement is seen between the DFT (grey) and effective
model (blue dashed) band structures in Figs. 4(d)–4(f). This
suggests that local effects near individual impurities can begin
to cancel out when multiple impurities are present so that
the results of the effective model are recovered. In addition,
periodicity effects are reduced when the metal atom distribu-
tion is less symmetric. More significant deviations between
the DFT and effective models are seen in the spin textures
in Figs. 4(g)–4(i). This is particularly evident for the first
two systems which are Mo-rich and fall on either side of
the critical point between inverted (left) and normal (center)
gap behavior. In both cases, the effective model predicts the
opposite behavior, which is most clearly seen by examining
the discrepancies between the solid grey and blue dashed
curves in Figs. 4(g) and 4(h). However, the DFT behavior
can be recovered by adding the combined TB corrections for
each of the W impurities to the WAVG model, as shown by
the dot-dashed orange curves. It is worth emphasising that
the TB corrections here do not require any additional fitting,
but instead use the individual impurity parameters extracted

from single- or double supercell calculations, as discussed
above. The excellent agreement with DFT, even for systems
near the phase transition, underscores the reliability of the TB
corrections, which can now be used to study larger systems
beyond the scope of DFT methods.

V. LARGER TB SIMULATIONS FOR COMPLEX SYSTEMS

Our large supercell and multiple-impurity DFT calcu-
lations hint that realistic alloyed systems will follow the
behavior predicted by the effective WAVG model. We can now
use the local TB corrections for single defects, discussed in
the preceding section, to thoroughly investigate the robustness
of the proximity effects predicted by the effective model in
larger, more disordered systems, such as that in Fig. 5(a).
Pristine G/MoSe2 and G/WSe2 systems have different topo-
logical character, with a normal gap at the Dirac point noted
for the former and band inversion for the latter. Similar to
previous studies of the SOC parameter space [30,31], our
effective model predicts a semimetallic state at the boundary
of the Mo-like and W-like phases, shown earlier in Fig. 1(c)
when χ = 0.33. The closing and re-opening of the gap in the
effective model interpolates between Mo and W parameters
and is shown explicitly by the solid green curve in Fig. 5(b).
The gap closure at χ = 0.33 exactly coincides with the equiv-
alence in magnitude of the mass and VZ terms, as seen in
Fig. 5(c). The VZ term increases with the concentration of
W in the alloyed structure, and beyond the critical compo-
sition the system adopts the inverted band characteristics of
W-based heterostructures. To determine the effect of local cor-
rections on this behavior, we construct a range of 4 × 4 blocks
disordered supercells, as shown in Fig. 5(a), and calculate
their band dispersion and spin texture using a tight-binding
model which superimposes local atomic-level corrections on
top of the constant effective model potential and spin-orbit
fields. The band gaps extracted from these calculations are
shown by symbols in Fig. 5(b), together with the average
VZ and � values across the unit cell in Fig. 5(c). Towards
the W-rich side of the plot, the band gaps from the individ-
ual TB simulations for composite systems closely follow the
effective model prediction. The band gaps on the Mo-rich
side, however, show a larger variation around the effective
model value. This can be attributed to the more pronounced
effects induced by individual W atoms in our model. Local
potentials from W impurities change the overall average mass
term throughout the supercell, modulating the band structure
and gap. Since the pristine Mo system is near the transition
point, the band structure is more sensitive to perturbations
than in the pristine W system. While the large supercells
considered in these calculations allow the contributions from
individual impurities to average out to some extent, this effect
is smallest for configurations near the pristine limits, which
may only have one or two impurities. We expect to recover the
bands and spin textures of the effective model more closely in
realistic-scale, nonperiodic systems which will contain a mix
of different impurity configurations, even in dilute limits. As
noted in Sec. III, the magnitude of the mass term extracted
from DFT calculations can be sensitive to supercell details.
To account for this, the (dot-)dashed lines in Fig. 5(b) show
the band gap behavior if the mass term in the effective model

125417-6



PROXIMITY SPIN-ORBIT COUPLING IN GRAPHENE ON … PHYSICAL REVIEW B 106, 125417 (2022)

FIG. 5. (a) Schematic of a composite 4 × 4 blocks
graphene/TMDC cell used in tight-binding calculations. (b) Energy
gap, (c) mass and VZ parameters of composite systems as a function
of the composition ratio χ . The solid green curve in (b) shows
the gap predicted by the effective model as a function of the
composition ratio χ , which closes at χ = 0.33 (grey gridline). This
is a semimetallic critical point that separates normal and inverted
gap regimes. Purple disks show the calculated band gaps for 4 × 4
blocks composite systems using local TB corrections. The solid
lines and symbols in (c) similarly show the effective model and
supercell-averaged values of the mass and VZ parameters in these
systems. The dashed curves in (b) show the effect of a ±20%
variation in the mass term in the effective model, which shifts the
critical concentration. The grey curve in (c) shows the sign change
of the valley Chern index at the critical point.

is increased (orange) or decreased (blue) by 20%. This does
not change the qualitative behavior discussed above, but does
shift the critical concentration at which the transition occurs.
Combined with the results for local perturbations, this sug-
gests that the general trend predicted by the effective model,
namely gap closing and transition behavior, are robust against
changes in parameters that may occur in realistic systems.

To confirm the phase transition in large mixed systems,
we also plot the valley Chern index as a function of χ in
Fig. 5(c). Details of this calculation are given in Appendix B.
Similar to previous reports [31,58], we find that the band
structure in proximitized graphene with VZ SOC give rise

to a nonzero Berry curvature in the vicinity of the Dirac
points in each valley. However, due to time-reversal symme-
try the Berry curvatures at the valleys are equal but with a
sign change. This leads to a vanishing total Chern index, but
a nonzero valley-projected Chern index, i.e., CV = ±1[31].
This index undergoes a sign change when |�| = |λV Z |, as
shown in Fig. 5(c) This is similar to topological effects noted
for gapped bilayer graphene[70], where changing the direc-
tion of an interlayer bias similarly changes the sign of the
valley Chern index. This sign change in our system occurs
at χ = 0.33, further confirming the semimetallic transition
that separates the normal and inverted gap regimes. As the
staggered mass and SOC parameters can be altered by con-
trolling the composition ratio of metallic element, this suggest
that the topological behavior of the graphene/TMDCs can
be conveniently tuned. Since the VZ SOC and the nonzero
Berry curvature at each valley in stacked graphene/TMDCs
can lead to topologically protected edge states [58,71], we
propose experimentally viable alloyed graphene/TMDCs for
realization of exotic quantum valley Hall effects.

VI. CONCLUSIONS

We have studied the evolution of proximity SOC in stacked
graphene/TMDC heterostructures as the composition of the
TMDC layer is tuned by metal-atom alloying. Our find-
ings demonstrates that the composition of the TMDC layer
affects the electronic and spin-orbit characteristics of the
graphene layer, and in particular, that the relative strength
of different spin-orbit terms experienced by electrons in the
graphene layer can be fine-tuned by altering the ratio of metal
atoms in the TMDC layer. In the G/WχMo1−χ Se2 systems
studied here, varying the relative strength of the Rashba,
Valley-Zeeman and mass terms allows the topological nature
of the system to be tuned, and can also allow continuous
control of the spin relaxation mechanisms at play in these
systems [35,45]. A key result is that local perturbations, due
to disordering of the metal atoms, average out in larger al-
loyed systems and this allows a simple effective model to
be used to accurately describe their electronic and spin-orbit
properties. The effective model also successfully predicts a
transition between normal and inverted band insulator regimes
as the metal composition ratio is varied. Recent experimental
advances in the growth of lateral TMDC heterostructures us-
ing water-assisted CVD techniques allow precise control of
the W/Mo ratio [62], suggesting that the deliberate alloying
of the TMDC layer can be used as a tuning knob to adjust
the spintronic and topological responses of graphene-based
devices. Previous studies have found that a relative twist
between the graphene and TMDC layers can also vary the
proximity effects induced in the graphene layer [44,59,60,72],
and future work in this area could combine alloying and
twisting to further manipulate the proximity effects in stacked
heterostructures. Such a study could use a weighted-average
model to calculate the magnitudes of the spin-orbit terms
based on fits to ab initio or extended tight-binding models of
pristine twisted systems.

Finally, while we have focused on spin-orbit effects in-
duced by TMDC layers, we note that a range of other features,
from ferromagnetism [73–76] to superconductivity [77–79],
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can be induced in graphene by proximity to materials such as
YIG, Cr2Ge2Te6 or NbSe2. Our work raises the prospect not
only of tuning these features, but also of creating new exotic
phases by alloying materials which independently induce dif-
ferent features.

ACKNOWLEDGMENTS

The authors wish to acknowledge funding from the Irish
Research Council under the Laureate awards and the Govern-
ment of Ireland postdoctoral fellowship program. Computing
resources used in this study were provided by Trinity Centre
for High Performance Computing (TCHPC) and by Irish Cen-
tre for High-End Computing (ICHEC).

APPENDIX A: METHODS

1. Density functional theory

The electronic dispersion and spin textures of
graphene/TMDC heterostructures are calculated using
the QUANTUM ESPRESSO package [66]. We employ
fully relativistic projector augmented wave (PAW)
pseudopotentials in combination with the generalized gradient
approximation (PBE) for the exchange-correlation potential.
We set the kinetic energy cutoff to 60 Ry and sample the
Brillouin zone with 12 × 12 k points. We optimize the atomic
positions using the quasi-Newton algorithm based on the trust
radius procedure. The adjacent layers are bound to each other
through the Van der Waals interaction using a semiempirical
approach [80]. We use the Coulomb truncation [81] and
set a 13-Å vacuum space to avoid the interactions between
spurious images of the sampled supercell along the direction
normal to the graphene/TMDC plane.

2. Continuum model

The continuum model consists of the Dirac Hamiltonian
for pz electrons in graphene (HO) with additional SOC terms
(HSO) that are driven by proximity to TMDC layer, i.e. H =
HO + HSO. In fact, because the graphene Dirac bands are
located in MoSe2 and WSe2 band gap [30], it is electrons in
graphene solely which contribute to the low energy electronics
of the heterostructures discussed in this work. The orbital,
spin-degenerate part of the Hamiltonian is given by

HO = h̄vF(κσxkx + σyky) + �σz, (A1)

where vF is the Fermi velocity, σi, i = x, y, z are the Pauli
matrices acting on the orbital space with σ0 representing the
identity matrix, and κ = +1(−1) is the K (K ′) valley index.
The mass term �σz represents a proximity-induced spin-
independent breaking of sublattice symmetry in the graphene
layer that opens a band gap at the Dirac points. The spin-orbit
part of the Hamiltonian reads

HSO = HI + HVZ + HR + HPIA + H�PIA, (A2)

where

HI = λIκσzsz,

HVZ = λVZκsz,

HR = λR(κσxsy − σysx ),

HPIA = aGλPIAσz(kxsy − kysx ),

H�PIA = aG�PIA(kxsy − kysx ). (A3)

Here si, i = x, y, z are the Pauli matrices that operate on
the spin space and aG is the graphene lattice constant. HI

is the Kane-Mele SOC term which is responsible for spin-
independent topological gap. The VZ SOC, HVZ, leads to a
spin-valley locking shift of the Dirac cone. The intrinsic and
VZ terms can be thought of as the sublattice symmetric and
asymmetric contributions to a Kane-Mele type coupling. This
type of SOC does not mix spin channels and is typically very
weak in isolated graphene, but can be enhanced by substrate
or impurity effects. The Rashba term, HR, on the other hand,
is a substrate-induced SOC which arises due to symmetry-
breaking in the direction perpendicular to graphene layer. The
Rashba term acts to couple electrons of different spin orien-
tations introducing in-plane spin textures and spin precession
effects in the absence of external magnetic fields. The HPIA

and H�PIA terms are responsible for renormalization of the
Fermi velocity and for spin-dependent band splitting further
from the valleys. The orbital and spin-orbit parameters of
graphene in stacked graphene/TMDC heterostructures can be
found by fitting DFT results to the Dirac model Hamiltonian
in Eqs. (A1)–(A3). The full sets of parameters for pristine and
single-impurity configurations are given in Tables II and III,
respectively.

3. Tight binding

The Dirac Hamiltonian in Eqs. (A1)–(A3) has an associ-
ated TB Hamiltonian which reads [26,30,31]

H =
∑

〈i, j〉,σ
t c†

iσ c jσ +
∑
i,σ

� ξci c†
iσ ciσ

+ 2i

3

∑
〈i, j〉

∑
σ,σ ′

c†
iσ c jσ ′

[
λ

i j
R (ŝ × di j )z

]
σσ ′

+ i

3

∑
〈〈i, j〉〉

∑
σ,σ ′

c†
iσ c jσ ′

[
λ̃

i j
I√
3
νi j ŝz + 2λ̃

i j
PIA(ŝ × Di j )z

]
σσ ′

.

(A4)

Here, the c†
iσ (ciσ ) operator creates (annihilates) an electron at

atomic site i with spin σ . ξci = ±1 is a sublattice index and ŝ
is the spin vector made of Pauli matrices. di j and Di j are the
unit vectors connecting the nearest neighbor and next-nearest
neighbors, respectively, and νi j = 1(−1) defines the trajectory
sign, i.e., clockwise (counterclockwise) from site j to site
i. λ̃I and λ̃PIA are the generic sublattice-dependent intrinsic
and PIA parameters that in a pristine system with uniform
parameters can be written as

λ̃A
I = (λI + λVZ), λ̃B

I = (λI − λVZ),

λ̃A
PIA = (λPIA + �PIA), λ̃B

PIA = (λPIA − �PIA).

At low energies, excellent agreement is found between a
TB calculation with uniform parameters and the Dirac Hamil-
tonian model. However, the lattice nature of the tight-binding
model allows the strength of various terms to vary spatially,
e.g., λR → λR(r), and for local perturbations to be introduced
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TABLE III. Calculated orbital and spin-orbit parameters for composite graphene/TMDC heterostructures with single W and Mo defect.
The metal atoms in the TMDC layer are labeled in ascending order from one to nine according to their position in the cell. The cell is depicted
in the Fig. 2(a). The labels run from bottom left to top right corner of the unit cell. The parameters are calculated by fitting the DFT results to
those of continuum model. t is the hopping energy of graphene’s pz electrons, � denotes the sublattice staggered mass, λI the Kane-Mele, and
λVZ the valley-Zeeman SOC term. λR is the Rashba spin-orbit coupling, and λPIA and �PIA are the pseudospin-inversion-asymmetry SOC.

t � λR λI λVZ λPIA �PIA

nr. of W atoms atom label (eV) (meV) (meV) (μeV) (meV) (meV) (meV)

1 1 2.53 0.11 0.29 −1.68 0.29 −6.3 −0.68
2 2.53 −0.77 0.34 −10.19 0.38 −6.31 −0.82
3 2.531 −0.18 0.32 3.56 0.39 −6.16 −0.92
4 2.53 −0.38 0.33 −22.32 0.38 −6.31 −0.82
5 2.53 0.11 0.32 14.11 0.39 −6.31 −0.82
6 2.53 −0.53 0.3 −143.04 0.43 −6.31 −0.82
7 2.53 −0.77 0.32 −3.46 0.39 −6.31 −0.82
8 2.53 −0.47 0.37 143.18 0.45 −6.31 −0.82
9 2.53 −0.51 0.32 −7.61 0.39 −6.31 −0.82

8 1 2.53 −0.46 0.51 −4.14 1.16 0.88 1.47
2 2.531 −0.56 0.48 −8.88 1.08 −0.45 −0.51
3 2.531 −0.54 0.48 −0.28 1.07 −0.45 −0.51
4 2.531 −0.53 0.49 −10.13 1.07 −0.45 −0.51
5 2.531 −0.56 0.48 −11.46 1.08 −0.45 −0.51
6 2.531 −0.5 0.49 133.41 1.03 −0.45 −0.51
7 2.531 −0.56 0.49 −7.79 1.07 −0.45 −0.51
8 2.531 −0.65 0.45 −139.15 1.02 −0.45 −0.51
9 2.531 −0.55 0.48 1.16 1.07 −0.45 −0.51

at specific locations, e.g., λ
i j
R = λR + δ. The variation in pa-

rameter strength can be introduced in a number of ways. For
instance some studies consider the direct overlap between
orbitals in the two layers using a Slater-Koster approach, and
use this to examine how the effective spin-orbit fields vary
as a function of twist-angle between the two layers [59,72].
In this work, we use the tight-binding methods to examine
how changes to the proximity SOC in the graphene layer,
due to alloying the TMDC layer, can be accounted for by
locally changing parameters near an impurity. This is done by
comparing the TB and DFT calculations with the same unit
cell size and defect locations, and fitting selected perturbation
parameters to optimise the agreement between the two. Once
carefully parameterised, the computationally lightweight na-
ture of TB calculations also allows us to consider much
larger systems than ab initio calculations, and investigate
the effective proximity effects in realistic, large-scale alloyed
graphene/TMDC systems.

APPENDIX B: VALLEY CHERN NUMBER

The topological nature of the complex systems can be
better verified by evaluation of the valley Chern number. The
valley Chern index is CV = (CK − CK ′ )/2, where CK (K ′ ) =

1
2π

∫
�(k)dk denotes the Chern number at the nonequivalent

Brillouin zone corners. Here the integration runs over momen-
tum space near the K (K ′) valley and

�(k) = −2h̄2
∑

n

fn

∑
n′ �=n

Im
〈nk|vx|n′k〉〈n′k|vy|nk〉

(En(k) − En′ (k))2
(B1)

is the Berry curvature. n(n′) is the band index, fn is the
Fermi-Dirac distribution function, and vx(y) = ∂H/∂ (h̄kx(y) ) is
the velocity along the in-plane direction.
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