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Theoretical investigation of electron dynamics driven by laser pulses in graphene nanoribbons
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Control of electron dynamics in graphene nanoribbons (GNRs) is critically important for the future applica-
tions of graphene-based nanoelectronic devices. Based on real-time simulations, we investigate the manipulation
of electronic transport by femtosecond laser pulses in armchair GNRs. The simulation results show that the
multiphoton absorption process can drive the photon-excited electron flow along a GNR. The corresponding
transferred charges are determined by the order of multiphoton absorption and depend on the central frequency
and energy distribution of few-cycle laser pulses. Furthermore, the transferred charge can be controlled by
the carrier-envelope phase of pulses; this dependence vanishes as the duration time of laser pulses increases.
These results also provide insights into the manipulation of electron dynamics using lasers and the design of
optoelectronic devices based on graphene materials.
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I. INTRODUCTION

The manipulation of electron dynamics at the atomic scale
is a key issue for the design of next-generation electronic
devices [1,2]. This ultrafast dynamic phenomenon can be
realized with the photoexcitation of electronic devices by
few-cycle laser pulses [3–5]. The development of modern
laser technology makes it possible to control the waveform
of the pulses in experiments [6–8]. The transient electric
field of laser pulses leads to electron dynamics, which causes
a current across the electronic devices. While this electron
dynamics and transient current are usually too fast to mea-
sure experimentally, the time-integrated current (transferred
charge) is more relevant for the measurement of electron dy-
namics. Combined with the ultrahigh temporal resolution of
laser pulses, the measurements of transferred charge through
scanning-tunneling-microscopy (STM) junctions have been
developed to detect real-time dynamic phenomena in picosec-
ond and femtosecond timescales, such as molecular vibrations
[9], single-molecule structural transitions [10], the relaxation
dynamics of surface plasmons [11], and electron dynamics in
molecules [12,13]. In these nanojunction systems, the trans-
ferred charge can be controlled by the carrier-envelope phase
of laser pulses [14–17] and the gap width of the junctions
[11,18]. For semiconductor devices with a band gap, the pho-
toexcitation induced by the pulses should be related to the
band gap of the system. The dependence of electron dynamics
and transferred charge on the band gap requires further inves-
tigation.

*rulin11@qdu.edu.cn

Graphane nanoribbons (GNRs) have gained considerable
attention due to their potential application for future nano-
electronic devices [19]. The electronic properties of GNRs
can be adjustable according to the structural engineering by
bottom-up molecular assembly [20,21]. For example, zigzag
GNRs exhibit edge magnetism with ferromagnetic ordering
localized at the NR edge, which indicates their good ap-
plication prospects of zigzag GNRs in spintronics [22–24].
Armchair GNRs exhibit a controllable band gap depending on
the widths of the NRs, which indicates their potential applica-
tion in optoelectronic devices [25–27]. For bilayer armchair
GNRs, a continuous change of band gap has been realized by
applying a vertical electric field [28].

Previous studies of the photoresponse focused on the
steady photocurrent along the GNRs under stable light illumi-
nation [29–32]. In such photoelectronic devices, atomic-level
doping technology was employed to fabricate p-n junctions,
and the built-in electric field around the junction interface
drives the separation of photoexcited electron-hole pairs,
which is an indispensable step in generating photocurrent in
steady states. In this paper, we consider the transient pho-
toresponse in armchair GNRs driven by the few-cycle laser
pulses, for which the intensity of incident light varies in the
femtosecond time domain. Instead of the steady photocurrent
induced by the built-in electric field, we investigate transient
photocurrent and corresponding transferred charge originating
from an asymmetric electric field of laser pulses in pure GNRs
without local doping atoms.

To calculate the real-time electron dynamics, we use the
practical scheme of time-dependent simulation for open sys-
tems [33–35], and the transient electronic properties of open
systems are characterized by closed equations of motion for
the reduced single-electron density matrix [36–41]. The part
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of GNRs under illumination is taken as an open system
in which the electrons are excited to nonequilibrium states
by external laser pulses. The other parts of the GNRs are
treated as surrounding environments that provide the dissipa-
tive channels for the nonequilibrium states of open systems.
The influence of dissipative processes between systems and
environments is accounted for with an energy- (ε-)dependent
spectral function �(ε). �(ε) at each energy point is related to
the characterized relaxation time of electron dynamics.

In the framework of the nonequilibrium Green’s-function
(NEGF) method, a set of linearly coupled equations of mo-
tion is established to simulate the electron dynamics of an
open system and each equation of motion corresponds to an
energy point of �(ε) [36]. This inevitably results in huge
computational costs that are difficult to achieve in practical
simulation. One way to improve computational efficiency is
proposed in the simulation of electron dynamics occurring at
around the Fermi energy, which is known as a wide-band-limit
(WBL) approximation, in which �(ε) is assumed to be energy
independent and a constant spectral function at the Fermi
energy is used [42]. In the photoexcitation processes of GNRs,
especially for armchair GNRs with a band gap, the electron
dynamics away from Fermi level plays important roles in
the simulation. Here, we adopt a Lorentzian decomposition
scheme in which the ε dependence of �(ε) is taken into ac-
count and �(ε) is decomposed by Lorentzian functions; each
Lorentzian function corresponds to an equation of motion
[36,37,40].

The rest of this paper is organized as follows. In Sec. II, we
describe the simulation details of electron dynamics in arm-
chair GNRs and demonstrate the accuracy of the Lorentzian
decomposition scheme. In Sec. III, the control of transient
photocurrents and transferred charge by the waveform of laser
pulses is investigated and the dependence of electron dynam-
ics on the band gap of armchair GNRs presented. Finally,
Sec. IV concludes the paper with a summary of simulation
results obtained in this work.

II. SIMULATION DETAILS

We consider a photoelectric device of an armchair GNR
with width W = 0.74 nm (i.e., N = 7), as shown in Fig. 1(a).
The supercell includes 14 carbon atoms and extends along
the x axis with infinite length. The external laser pulses irradi-
ate on the part of the GNR involving six supercells (L = 6, the
blue-shaded region). A discussion of different lengths L of the
irradiation area will be given further below. The electric field
of pulses is polarized along the NR, which would drive the
region under irradiation out of equilibrium. In our simulation,
this irradiation area of the GNR is taken as an open system,
and the electron dynamics is obtained by the equation of
motion for the reduced single-electron density matrix σD(t ):

iσ̇D(t ) = [hD(t ), σD(t )] − iD(t ), (1)

where hD(t ) denotes the Hamiltonian of the open system and
D(t ) the dissipative processes from the open system to the
left- and right-hand sides of the GNR. The term D(t ) plays
a dominant role in the simulation of a photocurrent, which
provides a dissipative channel for the electron dynamics of the

FIG. 1. (a) Schematic of armchair GNR; the atoms under irra-
diation constitute the open system (blue-shaded part). Simulation
results with and without the Lorentzian decomposition approach for
the (b) projected density of states and (c) transmission.

open system and results in time-varying photocurrents across
the NR: I(t ) = −Tr[D(t )].

Employing the NEGF scheme, the D(t ) is represented by
the spectral function �(ε) [37], which can be obtained by a
highly convergent renormalization algorithm [43] for quasi-
one-dimensional systems, such as the NR system described
in this work. In this case, the spectral function is expressed
as an n × n matrix and the dimension n is the number of
atomic levels in the open system. To reduce computational
cost, the Lorentzian decomposition approach is employed to
decompose �(ε) with Lorentzian functions

�(ε) =
Nl∑

i=1

1

(ε − �i )2 + W 2
i

�̄i. (2)

Here, Nl is the number of Lorentzian functions used in the de-
composition, �i (Wi) the center (width) of the ith Lorentzian
function, and �̄i the corresponding coefficient parameters.
Without loss of generality, every element of the spectral
function matrix is fitted using Lorentzian functions with the
same centers �i and widths Wi. The parameters �̄i are deter-
mined by a least-squares fit to �(ε). Thus, the time-dependent
nonequilibrium Green’s-function (TD-NEGF) approach is
formulated by a set of closed equations of motion, and the
computational cost and number of equations is related to the
number of Lorentzian functions Nl . The details of the deriva-
tion can be found in our previous works [36,37,41].

In this calculation, the electronic structures of GNRs are
described by a nearest-neighbor tight-binding Hamiltonian.
The on-site energy of each atom is set to ε = 0 for the equi-
librium state and the energy ε would vary with the electric
field of pulses and be determined by the position of the atoms.
The carbon-carbon bond lengths are set to 1.42 Å. Owing
to the hydrogen passivation of edge carbon atoms, the cou-
pling strength at the edge of armchair GNRs is increased by
12% [23]. Therefore, we set the nearest-neighbor coupling

125305-2



THEORETICAL INVESTIGATION OF ELECTRON … PHYSICAL REVIEW B 106, 125305 (2022)

strengths to γ0 = −2.7 eV [44] and γe = 1.12γ0 for interior
carbon atoms and edge atoms, respectively.

The accurate description of the spectral function �(ε),
used to represent the electronic structure of the environment
and provide the dissipative paths for electron movement,
is crucially important in the simulation of transient current
occurring at the boundary between the open system and en-
vironment. The fitting Lorentzian functions are centered at
40 equally spaced energy points and the widths Wi are set
to the same value as the energy interval of these spaced
points. To examine the accuracy of reproducing �(ε) with
Lorentzian decomposition, we calculate the projected den-
sity of states (PDOS) and transmission of the open system
at equilibrium. Figures 1(b) and 1(c) show the simulation
results with Lorentzian decomposition (Nl = 40) compared
to the results obtained without Lorentzian decomposition. It
can be clearly seen from the figures that the curves agree with
each other very well, both for the simulation of PDOS and
transmission. In other words, for the system considered in
this work, Lorentzian decomposition can capture the overall
features of the electronic structure of the environment and the
dissipative paths through the designated boundary. We employ
Lorentzian decomposition to simulate the electron dynamics
of GNRs in the following sections.

III. RESULTS AND DISCUSSIONS

Next, we investigate the transient properties of the system
driven by the external laser pulses. The pulses are assumed
to be linearly polarized and the polarization is parallel to the
GNR direction. The electric field is considered an AC source
to avoid the influence of the DC component on the calcula-
tion results [16,18]. Thus, the vector potential of laser pulses
is given by A(t ) = (E0T )/(2π ) exp[−t2/(2σ 2)] sin(2πt/T +
ϕ). The waveform of pulses can be controlled by the elec-
tric field amplitude E0, period time T , duration time σ , and
carrier-envelope phase (CEP) ϕ of the incident laser. The
electric field is obtained as follows: E (t ) = −Ȧ(t ).

A. Influence of irradiation region size on transient photocurrent

In the beginning, the GNR system stays at thermal equilib-
rium. At a certain time, a laser pulse (E0 = 0.8 V/nm, T =
10 fs, σ = 0.5T, ϕ = 0) irradiates the part of GNR that
includes six supercells (L = 6) and 84 carbon atoms. Ex-
perimentally, this nanometer scale irradiation region may be
realized with field enhancement around the narrow gaps be-
tween metal nanoparticles and sharp tips in colloidal gold
particles [45]. Figure 2(a) shows the time-varying electric
field of the pulse and the positive (negative) values denote
fields pointing to the right (left). During the time period in
which the electric field is applied [−15, 15 fs], the field drives
the GNR out of equilibrium. After the electric field is applied
(t > 15 fs), the electronic response of the GNR dissipates so
that the system relaxes back to the equilibrium state. The elec-
tron dynamics is calculated with the electron density matrix
equation [Eq. (1)], and the transient photocurrent is obtained
using the dissipation term I (t ) = −Tr[D(t )], as shown in
Fig. 2(b). The corresponding time-varying transferred charge
is calculated by Qtr (t ) = ∫ t

−∞ I (t ′)dt ′ and plotted in Fig. 2(c).

FIG. 2. (a) Time-varying electric field of laser pulse with E0 =
0.8 V/nm, T = 10 fs, σ = 0.5T, and ϕ = 0. (b) Transient photocur-
rent and (c) time-dependent transferred charge flowing along the
GNR induced by the laser pulse. The irradiation region length is
L = 6.

In the same way, we simulate the electron dynamics of sys-
tems with different irradiation-region lengths (L = 8, 10, 12)
and plot the calculation results of Qtr (t ) in Fig. 3. Comparing
these curves with the results in Fig. 2(c), at t < 0 fs, the
four irradiation-region conditions give the same line shape of
transferred charge. This relies on the fact that, at the beginning
of applying the field, the electron exchange between the irradi-
ation area and other parts of the GNR is mainly determined by
the electron dynamics around the boundary. As time goes on,
the electrons from the center of the irradiation area propagate
to the boundary and result in the difference of Qtr (t ) varies
with the length L. When the equilibrium is restored, the trans-
ferred charges tend to positive constants, i.e., Q = Qtr (∞),
which indicates the total charge transfer from the left-hand
side to the right-hand side of the GNR induced by the laser
pulses due to the asymmetry of the electric field with much
larger positive values. The total transferred charges Q are

FIG. 3. Time-dependent transferred charge flowing along the
GNR with different irradiation region lengths: (a) L = 8, (b) L = 10,
and (c) L = 12.
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0.054e, 0.092e, 0.11e, and 0.099e for L = 6, 8, 10, and 12,
respectively. The overall increasing trend of the transferred
charges Q is due to higher potential gaps between the two ends
of the irradiation region as the length L increases.

From the perspective of time domain, Q is mainly estab-
lished at the driven part (−15 fs < t < 15 fs) of the electron
response by laser pulses, while the relaxation part (t > 15 fs)
has almost no contribution to transferred charge. The fluctua-
tions in the relaxation part represent the intrinsic properties
of the system and the frequency is equal to the band gap
of the GNR (1.14 eV). A characteristic relaxation time τd

can be defined as the time that the amplitude of the tran-
sient photocurrent is less than 0.1 μA. The relaxation time
τd [blue points in Figs. 2(c) and 3] is 49, 65, 82, and 100
fs, corresponding to L = 6, 8, 10, and 12, respectively. It is
clear that the time τd is proportional to the lengths L because
more relaxation time is needed for the photoexcited electron
dissipating into the surrounding environment as the lengths L
increase.

The real-space manipulation of the motion of electrons is
crucially important to the development of modern electronics.
Hereafter, we focus on the control of the transferred charge
Q by the waveform of a single laser pulse, and show the
dependence of Q on the band gap of an armchair GNR system.

B. Manipulation of transferred charge by CEP
and duration time of laser pulses

We now investigate the dependence of transferred charge
Q on the CEP of single laser pulses, the simulation results
have been plotted in Fig. 4. The other parameters of pulses
are set to E0 = 0.8 V/nm, T = 10 fs, and σ = 0.5T . The sign
of Q denotes the moving direction of the transferred charge,
the positive values indicate the charge flowing from the left- to
the right-hand side of the GNR, and negative values mean the
opposite direction. Similar CEP dependence of Q has been
found in previous works on junction systems [13,16,18]. In
these works, the positive values of Q are usually different
from the negative values because of the spatial dissymmetry
of junction systems and the electrons tend toward moving
in one direction compared to the other. In our calculation,
however, the curve with positive values is the same as that
with negative values due to the spatial symmetry of the
GNR device. The maximum value of the transferred charge
is given by Qmax = 0.056e, 0.097e, 0.120e, and 0.123e for
different lengths L = 6, 8, 10, and 12, respectively. It can be
seen that the charge Qmax increases significantly with lengths
L. This relies on the fact that more photons have been ad-
sorbed to generate a phototcurrent for the larger irradiation
area.

Figure 5 shows the maximum transferred charge as a func-
tion of pulse duration time with width σ . The irradiation
area is fixed at L = 6. As the duration time increases, Qmax

decreases in the range of width σ varying from 0.3T to 1.0T .
At σ = 1.0T , the curve of Qmax reaches a minimum point with
a value of approximately zero. In other words, this photon-
driven transferred charge vanishes when the duration time of
laser pulses is large enough. This is because the asymmetry
of the electric field fades away with increasing σ and the
external laser pulses tend to stable light illumination with a

FIG. 4. (a) CEP dependence of transferred charge for different
irradiation region lengths. (b) Scheme of the laser field for different
CEP ϕ.

FIG. 5. (a) Maximum transferred charge as a function of duration
time of pulses with width σ . (b) Scheme of the laser field for different
widths σ with CEP ϕ = 0.
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FIG. 6. Period time of pulses is set to T = 10 fs. (a)–(d) Simu-
lation results (black points) of maximum transferred charge varying
with the electric field amplitude E0, and the fitting by power exponent
Qmax ∝ E0

r (red lines) for different duration times of pulses. The
power indexes are 4.57, 4.80, 5.09, and 5.41 for σ = 0.5T , 0.6T ,
0.7T , and 0.8T , respectively. (e) Energy distribution of laser pulses;
the distribution is divided into three regions by the energy values
Eg/2 and Eg/3 with the band gap Eg of the GNR.

constant electric field amplitude. In this case, the generation of
photocurrent needs an additional driving force, such as the
built-in electric field in the p-n junctions. Note that we are
focused on the transferred charge (time-integrated photocur-
rent) directly induced by the laser pulses in pure GNRs; thus,
the width is always set to σ < 1.0T in the present work.

C. Multiphoton absorption process induced by laser pulses

To understand the origin of transferred charge, we calculate
the Qmax varying with the electric field amplitude E0. Here,
instead of CEP-dependent Q, we adopt Qmax to avoid the in-
fluence of the CEP. The period time of pulses is set to T = 10
fs. The simulation results (black points) are plotted in Fig. 6(a)
for σ = 0.5T on a log-log scale and are fitted by the following
power exponent: Qmax ∝ E0

r (red line). It is clear that the

FIG. 7. Period time of pulses is changed to T = 6 fs. (a)–
(d) Simulation results (black points) of maximum transferred charge,
and the fitting by the power exponent (red lines). The power indexes
are 2.39, 3.05, 3.75, and 4.29 for σ = 0.5T , 0.6T , 0.7T , and 0.8T ,
respectively. (e) Energy distribution of laser pulses; the distribution
is divided into three regions by the energy values Eg and Eg/2.

charge Qmax has a power-exponent relation to field amplitude
with a power index r = 4.57. The noninteger number of mul-
tiphoton excitation is due to the classical approximation of
laser fields in our simulation. Results indicate that two- (2PA)
and three-photon absorption (3PA) processes play dominant
roles in the generation of the photocurrent. This conclusion
can also be observed from the energy distribution of the
laser pulses, which is given by the Fourier transform of the
time-varying electric field and remain unchanged for different
CEPs of the pulses. The red line in Fig. 6(e) shows the energy
distribution for σ = 0.5T . From Fig. 1(b), the band gap of a
seven-armchair GNR is found to be Eg = 1.14 eV; this band
gap is consistent with the previous simulation results [23,46].
Thus, the energy distribution can be divided into three regions:
2PA (Eg > E > Eg/2), 3PA (Eg/2 > E > Eg/3) and higher
multiphoton absorption (Eg/3 > E ). The photon absorption
is more likely to occur at the lower multiphoton absorption
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region, so the transferred charge mainly originates from 2PA
and 3PA.

Similarly, we also calculate the Qmax for different pulse
duration times with the widths σ = 0.6, 0.7, and 0.8T
[Figs. 6(b) to 6(d)], which have been fitted by power expo-
nents. It can be seen that the power index grows gradually
from 4.57 to 5.41, which means that the multiphoton absorp-
tion varies from a 2PA process to a 3PA process. The reason
for this change is the adjustment of the energy distribution
according to the pulse duration time, as shown in Fig. 6(e).
The increase of duration time narrows the range of energy
distribution to the 3PA region, and the distribution in the 2PA
region becomes increasingly smaller. This would lead to the
dominant contribution of photocurrent generation changing
from a 2PA process to a 3PA process.

To further examine multiphoton absorption, the period time
of pulses is changed to T = 6 fs and the central frequency
0.69 eV is adjusted to the 2PA region. Figures 7(a) to 7(d)
show the simulation results of maximum transferred charge
Qmax and the fitting by power exponents for different duration
times. The power indexes are found to be 2.39, 3.05, 3.75,
and 4.29 for σ = 0.5T , 0.6T , 0.7T , and 0.8T , respectively.
Figure 7(e) shows the corresponding energy distribution of
the laser pulses. The distribution is divided into the following
three regions by the energies Eg and Eg/2: single-photon ab-
sorption (SPA), 2PA, and higher multiphoton absorption. At
σ = 0.5T , the photon absorption mainly occurs in the SPA
process due to a significant distribution in that region [red
line in Fig. 7(e)]. With increasing width σ , it can be seen
that the origin of Qmax changes from the SPA process to the
2PA process since the power index changes from 2.39 to 4.29.
This relies on the fact that the range of energy distribution
is narrowing into the 2PA region [Fig. 7(e)], and thus the
distribution in the SPA region becomes increasingly smaller.
For σ = 0.8T , the photon absorption completely turns into

the 2PA process because of the vanishing of distribution in
the SPA region.

It can also be seen that the transient photocurrent in a GNR
is mainly driven by multi-photon absorption, especially for a
laser pulse with a smaller central frequency compared to the
band gap. The order of multiphoton absorption is determined
by the energy distribution of laser pulses and by the band gap
of the system. A similar phenomenon was found in previous
work on photocurrents in dielectrics [47].

IV. CONCLUSION

In this study, we employed the TD-NEGF approach to
simulate the electron dynamics driven by few-cycle laser
pulses in pure armchair GNRs. The transferred charge can be
controlled by the waveform of the pulses, such as the CEP,
duration time, electric field amplitude, and period time of the
incident laser. When the duration is short enough (σ < 1.0T ),
the transferred charge is clearly dependent on the CEP due to
the asymmetry of the electric field. With increasing duration
time, the asymmetry of the electric field fades away and the
transferred charge induced by the laser pulse gradually van-
ishes. From the calculation results of Qmax varying with the
electric field amplitude, it can be seen that the origin of trans-
ferred charge comes from the multiphoton absorption process.
The order of the photon absorption can be controlled from
SPA to 3PA by adjusting the energy distribution of the laser
pulses.
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