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Extrinsic spin-valley Hall effect and spin-relaxation anisotropy in magnetized and strained graphene
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The implementation of the quantum spin-valley Hall effect is a critical challenge for the spintronics and
valleytronic experimentalists because it requires breaking both time-reversal symmetry (T ) and spatial inversion
symmetry (P) while preserving the joint symmetry O = T P . Here, we demonstrate an extrinsic spin-valley Hall
effect by the magnetic field and temperature modulation of the nonlocal resistance in a Hall bar device consisting
of magnetized and strained graphene. Besides, we achieve a striking crossover from positive to negative nonlocal
magnetoresistance owing to the magnetic field dependence of spin-valley relaxation instead of the usual Hanle
spin precession. Moreover, we microscopically derive a large and tunable spin-relaxation anisotropy of the
magnetized graphene within the Born-Markov and the Weiss-field approximations. Our findings offer fascinating
opportunities to manipulate the spin and valley degrees of freedom and design novel electronic devices.
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I. INTRODUCTION

The discovery of a large magnetic exchange field in
two-dimensional (2D) materials/ferromagnetic insulator het-
erostructures has spurred a resurgence of interest in spintron-
ics [1–9] that enables local spin manipulation via magnetic
gates [10,11] and efficient spin generation for spintronic
applications [12,13]. The 2D materials without intrinsic
magnetism, such as graphene [4–7] and monolayer transition-
metal dichalcogenides [8,9], are supposed to have a large
interfacial magnetic exchange field owing to the short-
range nature of the ferromagnetic proximity effect [14].
Ferromagnetic insulator EuS induces a large magnetic ex-
change field (>10 Tesla) in the graphene/EuS [1] and WSe2

monolayer/EuS [2] heterostructures with the potential to
reach hundreds of Tesla. Furthermore, first-principles cal-
culations have demonstrated a magnetic exchange field in
functionalized bismuth monolayers with strong spin-orbit
coupling [15], where LaFeO3 magnetic substrates introduce
a staggered exchange field to break both time-reversal (T )
and spatial inversion (P) symmetries, with the latter resulting
in quantum valley Hall effect [16–18]. Thus, we reach the
coexistence of quantum spin and valley Hall effects. The
integration of spin and valley transport is ubiquitous in 2D ma-
terials with broken T and/or P symmetry [15,19–23], which
provides eye-catching opportunities for novel electronic de-
vices, such as spin-valley filters [24–26] and valley-spin
valves [27,28].

Moreover, the combination of the spin and valley de-
grees of freedom offers fascinating opportunities to achieve
an exotic transport phenomenon: quantum spin-valley Hall
effect (SVHE) [29–34]. However, it is a critical challenge
for spintronics and valleytronics experimentalists to imple-
ment quantum SVHE because it requires breaking both
the T and the P symmetries while preserving the joint

symmetry O = T P [19,20,32]. Consequently, there are few
experimentally feasible proposals for quantum SVHE in con-
densate matter systems, such as antiferromagnetic manganese
chalcogenophosphates [20], strained graphene [30], SbAsH2

[33] monolayer, side-potential graphene [34], AA-stacked
graphene bilayer [35], and graphene monolayer with an in-
plane applied magnetic field [36]. Alternatively, an optically
reconfigurable quantum SVHE was recently proposed in a
2D honeycomb array of ring resonators [32]. So far, most
proposals are in the quantum regime, while little attention is
paid to the classical version of the SVHE.

In this work, we present an experimentally feasible pro-
posal for the classical SVHE in strained and magnetized
graphene. Graphene subject to modest strain levels can sus-
tain valley Hall current as a result of breaking P symmetry
[37]. Besides, if the T -broken magnetic atoms induce local
magnetized coupling [5,6], such functionalized graphene can
generate a longitudinal spin current as well. The interplay of
the transverse valley and longitudinal spin currents leads to
the emergence of an additional transverse neutral spin-valley
current. The existence of SVHE can be proved by the presence
of out-of-plane magnetic field and temperature dependence
of nonlocal resistance, which results from the magnetic field
and temperature dependence of the spin-valley Hall angle and
diffusion length. Furthermore, we microscopically derive a
large and tunable spin-relaxation anisotropy of the magnetized
graphene within the Born-Markov and the Weiss-field approx-
imations.

We organize the remainder of this paper as follows. In
Sec. II, we describe the detailed Hamiltonian of the hybrid
itinerant electron and magnetic moment system. In Sec. III,
we present the microscopic theory of the spin anisotropy and
the extrinsic spin-valley Hall effect in the trained and mag-
netized graphene. In Sec. IV, we take ferromagnetic insulator
EuS as an example and show our main results and discussions.
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FIG. 1. (a) The sketch of a Hall bar device used for measuring
nonlocal resistance in magnetized and strained graphene. Inset is
the lateral view. The spin-exchange coupling Jν

jm in Eq. (4) decays
fast away from the graphene layer, and hence the itinerant electrons
merely interact with the interfacial magnetic moment (red circles).
(b) The skew motion of the itinerant electrons in the magnetized and
strained graphene. Here, the subscripts s =↑,↓ and τ = K, K ′ cor-
respond to spin and valley degrees of freedom, respectively. (c) The
summation of charge (Jc), spin (Js), valley (Jv), and spin-valley (Jsv)
currents. When we inject a charge current between two opposite
left-hand-side contacts of the device, valley and spin-valley Hall
currents emerge and diffuse along the channel due to the valley and
spin-valley Hall effects, respectively. Both are converted back into
the charge current via the inverse valley and spin-valley Hall effects,
which leads to a charge accumulation and a nonlocal voltage on the
right-hand side of the device. The nonlocal resistance Rnl is defined
as the ratio of the voltage detected on the right side Vnl and the
injection current on the left side Jc, i.e., Rnl ≡ Vnl/Jc.

Section V summarizes our findings. Finally, Appendix B gives
the detailed derivations of the nonlocal resistance, and Ap-
pendix C shows the result of the antiferromagnetic case.

II. MODEL

The setup plotted in Fig. 1 is a Hall bar device made up of
strained graphene on the top of a magnetic insulator [4–7].
The total Hamiltonian of the hybrid itinerant electron and
magnetic moment system is

H = He + Hm + Vem. (1)

Within the k · p approximation, the nonuniform strain pro-
duces a pseudogauge field that points to the opposite
directions at opposite valleys K and K ′ [38–41]

He[k − τ zA(r)] = h̄vF [soτ zσ x(k1 − eτ zAx )

+ soσ y(ky − eτ zAy)]. (2)

h̄ is the reduced Planck constant, vF is the Fermi velocity, e
is charge of electron, and k is kinetic momentum. sw, σw, and
τw are the Pauli matrices for the spin, sublattice, and valley
degrees of freedom of itinerant electron with w = o, x, y, z, re-
spectively, where w = o corresponds to 2 × 2 identity matrix.
The pseudogauge field reads A(r) � 2

ae (uxx − uyy,−2uxy),
where ui j = 1

2 (∂iu j + ∂ jui ) is strain tensor, u is displacement
field, and a is the carbon-carbon distance of graphene without
strain [39]. We derive the thermodynamics of the magnetic
insulator from the Heisenberg Hamiltonian

Hm = gınμBBb̂ · Sın − 1
2 Jın,jmSın · Sjm. (3)

Hereafter, the repeated indices imply summation over. μB is
the Bohr magneton, B is a uniform external magnetic field
in b̂ = B/B direction, and gın is the g factor for the unit cell
n and sublattice ı. Sın = (Sx

ın, Sy
ın, Sz

ın) is the spin-So
ı operator

situated on unit cell n of sublattice ı and Jın,jm = J (rın − rjm)
is the exchange energy between spins situated on rın = Rn +
rı and rjm = Rm + rj , where Rn is the replacement of unit cell
n and rı is the replacement of sublattice ı [inset of Fig. 1(a)].

The challenge of this work arises from the spin exchange
between the itinerant electrons of the graphene and the d- or
f-shell electrons of the magnetic atoms [42–44]

Vem = −1

2
Kα

ınSα
ınsαδ(r − rın). (4)

The Greek superscript α sums over four components, where
Ko

ın describes the scalar potential and Ka
ın describes the

strength of the Kondo-type interaction with a = (x, y, z). Kα
ın

decays fast away from graphene layer [inset of Fig. 1(a)].
Therefore, only the interfacial magnetic moments [red cir-
cles in Fig. 1(a)] interact with the itinerant electrons in the
graphene. The interfacial magnetic moments can be assumed
to be randomly distributed due to the imperfect magnetic
interface but maintain their spin-spin coupling [45].

III. THEORY

A. Spin-relaxation anisotropy in a magnetized graphene

We microscopically derive the spin-relaxation time of
the magnetized graphene within the random impurity, Born-
Markov, and Weiss-field approximations [45,46]. The spin-
relaxation time of longitudinal (s‖ = s · b̂) and transverse
[s⊥ = b̂ × (s × b̂)] spin components can be expressed in
terms of the spin-spin correlators of the magnetic insulator
and the microscopic parameters of the magnetic interface (see
the detailed derivations in Appendix A 2)

1

τ‖
= 1

τ0

+ π

4h̄

∑
j

njνF
(
Ks

j

)2
βε

j
LnB

(
ε

j
L

)[
1 + nB

(
ε

j
L

)]|〈S‖
j 〉|,

(5)
1

τ⊥
= 1

2τ0

+ 1

2τ‖
+ π

8h̄

∑
j

njνF
(
Ks

j

)2〈S‖
j S‖

j 〉. (6)

115437-2



EXTRINSIC SPIN-VALLEY HALL EFFECT AND … PHYSICAL REVIEW B 106, 115437 (2022)

S‖
j = Sj · b̂ is the spin operator in the magnetic-field direc-

tion of sublattice j and nj is the density of the interfacial
magnetic moments of sublattice j . nB(εj

L ) = 1/(eβε
j
L − 1)

is the Bose-Einstein distribution function at temperature
β = 1/(kBT ) and effective Larmor frequency ε

j
L = gjμBB −∑

ın Jın,jm〈S‖
ın〉. τ0 is the spin-relaxation time arising from

intrinsic and extrinsic spin-orbit coupling as well as static
disorders, which is assumed to be isotropic and independent
of magnetic field and temperature. Here, we exclude the feed-
back effect of the itinerant electrons on the thermodynamic
equilibrium state of the magnetic moments. Besides, we as-
sume that the interfacial magnetic moments have the same
thermodynamic equilibrium state as the bulk ones. Further-
more, it is assumed that all of the atoms on sublattice ı are
identical with gın = gı , Ko

ın = Ko
ı , Ka

ın = Ks
ı , 〈Sa

ı 〉 = 〈Sa
ın〉, and

〈Sa
ı Sa

ı 〉 = 〈Sa
ınSa

ın〉 with a = (x, y, z).
Let us study the spin anisotropy of both strongly and

weakly magnetized regimes of magnetic insulators. The for-
mer happens at a low enough temperature or strong enough
field in a paramagnetic insulator, at low enough tempera-
ture (T � TC) in a ferromagnetic insulator, as well as at
low enough temperature (T � TN ) in an antiferromagnetic
insulator, where TC (TN ) is the critical (Neel) temperature of
ferromagnetic (antiferromagnetic) insulator. In the strongly
magnetized regime, spins of the magnetic moments are frozen
and spin flip is prohibited. Thus, the spin-relaxation time
(5) and (6) reduces τ−1

‖ = τ−1
0 and τ−1

⊥ = τ−1
0 + ∑

j �
j

0, re-
spectively, where �

j

0 = π
h̄ njνF (Ks

j So
j )2. Then, we reach the

most anisotropic case with 〈S‖
j 〉 = −Sj and 〈S⊥

j 〉 = 0. In the
opposite limit, where the microscopic magnetic order is fully
destroyed, the spin-relaxation time (5) and (6) reduces τ−1

‖ =
τ−1
⊥ = τ−1

0 + ∑
j �

j

1, where �
j

1 = 2π
3h̄ νF (nj Ks

j Ks
j )So

j (So
j + 1).

Thus, we reach isotropic case with 〈S‖
j 〉 = 0 and 〈S⊥

j 〉 = 0.

B. Extrinsic spin-valley Hall effect in a magnetized
and strained graphene

We present the spin-diffusion formalism in strained and
magnetized graphene. In the diffusive regime [47–51], we
describe the transport of spin and valley degrees of free-
dom of itinerant electrons with the system of drift-diffusion
equations [22] derived microscopically from the Boltzmann
equation [37,52,53] or the Kubo formalism [54,55]

D∂iN
μ − σδμcEμ

i = [−δμνδi j + (R)μν
i j

]
Jν

j . (7)

The Latin subscripts refer to the spatial component, i.e.,
{i, j} ∈ {x, y}, while the Greek superscripts ν and μ sum over
the set {c, s, v, sv}, which correspond to the charge (c), spin
(s), valley (v), and spin-valley (sv) current Jν

j (density Nμ) of
the itinerant electrons, respectively. δμν and δi j are Dirac delta
functions. The spin density and current are polarized in the
direction of the external magnetic field (s‖ = s · b̂), and hence
there is no spin precession (i.e., Hanle effect). The left-hand
side of Eq. (7) includes the diffusion current from spatial
nonuniformity of the densities −D∂iNμ and the drift current
from the generalized electric fields σEμ

i , where Eμ
i = 0 for

all μ = c in typical spintronic materials. σ = ne2τ/m is the
Drude conductivity and D = v2

F τ/2 is the diffusion constant,

where m, n, and τ are the electron mass, the electron density,
and the momentum relaxation time of the magnetized and
strained graphene, respectively. Hereafter, we consider the
case of Ko

j � Ks
j for simplicity and hence the momentum

relaxation time is dominated by the scalar potential τ−1 �
π
8h̄

∑
j njνF (Ko

j So
j )2.

The right-hand side of Eq. (7) is current relaxation. We
describe the coupling of different currents with a resistivity
matrix

(R)μν
i j = ωsτδi j

⎡
⎢⎣

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

⎤
⎥⎦

+ ωvτεi j

⎡
⎢⎣

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

⎤
⎥⎦

c
s
v

sv

. (8)

We have introduced the Dirac delta (δi j) and the 2D Levi-
Civita (εi j) tensors in symmetric and antisymmetric resistivity
matrices, respectively. The symmetric resistivity matrix cou-
ples the charge (c, first row) and valley currents (v, third
row) to spin (s, second row) and spin-valley (sv, fourth row)
currents, respectively. This kind of coupling can originate
from the interplay of the scalar potential and the Kondo-type
interaction [Eq. (4)], parameterized by the spin-scattering rate
(see the detailed derivations in Appendix A 1)

ωs � π

4h̄

∑
j

njνF Ko
j Ks

j So
j |〈S‖

j 〉|. (9)

νF is the density of the state of the graphene. On the other
hand, the asymmetric resistivity matrix couples the charge
(c, first row) and spin (s, fourth row) to the valley (v, third
row) and spin-valley currents (sv, second row) currents, re-
spectively. This kind of coupling arises from nonuniform
strain and results in strong pseudovalley magnetic field Bv =
∇ × Av [56]. It induces an effective valley Lorentz force
[37,57,58], similar to spin Lorentz force from the spin-orbit
coupling [59,60]. We parametrize the valley magnetic field Bv

by valley cyclotron frequency [22,37]

ωv = evF

2m
Bv. (10)

The pseudovalley magnetic field has been assumed to be spa-
tially uniform for simplicity.

The spin and valley transport of the magnetized and
strained graphene can be intuitively understood by the
skew scattering plotted in Fig. 1(b). In the presence of the
strain-induced valley magnetic field [Eq. (10)], the valley-K
electrons are deflected to the right, while the valley-K ′ elec-
trons are deflected to the left. A valley current emerges in
the transverse direction. In the presence of the spin-dependent
scattering [Eq. (9)], we reach a spin-resolved skew scatter-
ing, which results in longitudinal spin current and transverse
spin-valley current [Figs. 1(b) and 1(c)]. We solve Eq. (7) in
the spatial uniform case, where ∂ jNμ = 0. The ratio of the
longitudinal spin current Js, transverse valley current Jv , and
transverse spin-valley current Jsv over the longitudinal charge
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current Jc are dubbed as charge-to-spin efficiency, valley Hall
angle, and spin-valley Hall angle, respectively,

ηs(B, T ) = 1 − (ωvτ )2 + (ωsτ )2

1 + (ωvτ )2 + (ωsτ )2
(ωsτ ), (11)

θv (B, T ) = 1 + (ωvτ )2 − (ωsτ )2

1 + (ωvτ )2 + (ωsτ )2
(ωvτ ), (12)

θsv(B, T ) = 2(ωsτ )(ωvτ )

1 + (ωsτ )2 + (ωvτ )2
. (13)

The interplay of strain and magnet not only results in the
renormalization of the charge-to-spin conversion [Eq. (11)]
and the valley Hall effect [Eq. (12)] but also leads to the emer-
gence of the SVHE [Eq. (13)]. Note that θsv is proportional
to both ωvτ and ωsτ , and hence it is nonzero only if both
magnet and strain coexist. The formation of the spin-valley
Hall current is a two-stage process requiring the generation
of a longitudinal spin (transverse valley) current from driving
electric current via the magnet (strain). The resulting currents
are then converted into a transverse spin-valley current by
strain (magnet).

Then, we present a convenient way to detect the ex-
trinsic SVHE. Being electrically neutral, direct detection of
spin-valley Hall current is not possible. Its existence must
be inferred by indirect means such as nonlocal transport
measurements performed on a Hall bar device as depicted
in Fig. 1(a). When we drive an electric current between
the two opposite left-hand-side contacts of the Hall bar device,
both valley and spin-valley Hall currents emerge and diffuse in
the transverse direction to the applied electric current. Then,
they are converted back into electric current by the inverse
valley and spin-valley Hall effects, which leads to a charge
accumulation and a nonlocal voltage on the right-hand side
of the device. The nonlocal resistance Rnl is defined as the
ratio of the nonlocal voltage Vnl to the external current applied
to the device Jc, such that Rnl = Vnl/Jc. In typical spintronic
materials, the charge-to-spin efficiency is small ωsτ � 1 [62],
while the nonuniform strain in graphene can yield large valley
Hall angle ωvτ � ωsτ (ωvτ ∼ 1 [37]). Therefore, the non-
local resistance from the valley Hall effect is much larger
than the contribution from the SVHE. To have sizable SVHE,
we are required to tune the strain level such that ωvτ � 1
and the spin-valley Hall angle reach its maximum θsv � ωsτ

[see Eq. (13)]. In this case, the charge-to-spin efficiency ηs =
(ωsτ )3/2 is negligibly small [see Eq. (11)] and transverse
modes, valley and spin-valley densities, are decoupled and
can independently propagate along the Hall bar [see Eq. (B2)
in Appendix B]. We are interested in the magnetic field and
temperature dependence of the nonlocal resistance induced by
the SVHE (see detailed derivation in Appendix B)

Rsv
nl (B, T ) � θ2

sv
W

2�sv
ρe−|X |/�sv . (14)

X and W are the length and width of the Hall bar de-
vice, respectively [Fig. 1(a)]. �sv = √

Dτsv is spin-valley
diffusion length. Both spin- and valley-flip scattering re-
sult in spin-valley-flip scattering. Hence, spin-valley relax-
ation time reads τ−1

sv = τ−1
‖ + τ−1

vf , where τvf includes the

FIG. 2. Anisotropic spin relaxation described by the ratio τ‖/τ⊥
[Eqs. (5) and (6)] as a function of temperature, T for different in-
trinsic spin-relaxation times τ0, where B → 0 T. Here, ferromagnetic
substrate is chosen as EuS with the Curie temperatures TC = 16.5 K
[61]. At low enough temperature (T � TC), all spins within the
ferromagnetic insulator are frozen and spin flip is prohibited. Hence,
the ratio of longitudinal and transverse spin relaxation reads τ‖/τ⊥ =
1 + �0τ0 (red circles). At the temperature T > TC , the magnetic
order is fully destroyed and the spin-flip processure dominates. Thus,
the spin-relaxation time (5) and (6) reduces τ−1

‖ = τ−1
⊥ = τ−1

0 + �1

and we reach isotropic case, i.e., τ‖/τ⊥ = 1 (black circle).

contribution from the valley-flip scattering from the short-
region of disorders [37].

IV. RESULTS AND DISCUSSIONS

The magnetic and thermal properties of the spin and val-
ley transport in the magnetized graphene greatly rely on the
microscopic magnetic ordering within the magnetic insula-
tors. The numerous magnetic configurations of the magnetic
moments such as paramagnet [63], ferromagnet [64], ferri-
magnet, and antiferromagnet provide multiple behaviors of
spin relaxation [Eqs. (5) and (6)] and nonlocal resistance
[Eq. (14)]. Hereafter, we focus on the ferromagnetic insulator
for simplicity. There exists only one sublattice. Thus, we can
remove subscript j in Eqs. (5), (6), and (9). We study EuS with
Curie temperature TC = 16.5 K [61], large exchange coupling
(∼ 10 meV), and large magnetic moment per Eu ion (∼7μB)
[65]. We also study the antiferromagnetic case in Appendix C,
which is a special case of ferrimagnet.

Let us begin with the temperature dependence of spin-
relaxation anisotropy induced by the ferromagnetic insulator.
Prior work on spin anisotropy mainly focused on the spin-
orbit interaction [66,67]. Recently, a giant spin-relaxation
anisotropy has been reported in graphene in proximity to
transition-metal dichalcogenides [68–72]. Alternatively, we
here achieve strongly anisotropic spin relaxation by ferromag-
netic proximity effect. Here, we express the spin-relaxation
time, as shown in Eqs. (5) and (6), in terms of the micro-
scopic parameters of the magnetic interface as well as the
magnetization and spin-spin correlators of the magnetic mo-
ments. Figure 2 plots the ratio of longitudinal and transverse
spin-relaxation time τ‖/τ⊥ as a function of temperature T in
the limit of B → 0. At low enough temperature (T � TC),
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FIG. 3. The out-of-plane magnetic field and temperature dependence of SVHE for EuS substract with Curie temperature TC = 16.5 K [61].
(a) Spin-valley Hall angle, θsv as a function of temperature T (K) [Eq. (13)]. (b) Spin-valley diffusion length �sv as a function of temperature T
and field B. The red line corresponds to �sv = X and the color bar is in the unit of μm. (c), (d) Relative nonlocal resistance of ferromagnetic
substrate, [Rsv

nl (B) − Rsv
nl (0)]/ρ, as a function of (c) magnetic field B and (d) temperature T [Eq. (14)]. Inset of (c) plots f (�sv/X ) = X

�sv
e−X/�sv

as a function of �sv/X . The red line in (b) corresponds to �sv = |X |. We find that positive and negative nonlocal magnetoresistance correspond
to �sv < |X | and �sv > |X |, respectively [(c)]. This also results in a maximum of nonlocal resistance as a function of T [Fig. 3(d)]. Other
parameters: �max

sv = 5μm, �min
sv = 1μ m, X = 2μ m, W = 1μ s, and Ks/Ko = 0.05.

i.e., the fully magnetized regime, all spins within the fer-
romagnetic insulator are frozen, and spin flip is prohibited.
Hence, the ratio of longitudinal and transverse spin relaxation
reads τ‖/τ⊥ = 1 + �0τ0. As shown in Fig. 2, the larger τ0

corresponds to the stronger anisotropy (at T → 0 K). With in-
creasing temperature, the spin flip of itinerant electrons caused
by the ferromagnetic insulator is allowed. At the temperature
T > TC , the magnetic order is fully destroyed and the spin-
flip procedure dominates. Thus, the spin-relaxation time (5)
and (6) reduces to τ−1

‖ = τ−1
⊥ = τ−1

0 + �1 and we reach the
isotropic case.

We study the out-of-plane magnetic field1 and the tem-
perature dependence of the nonlocal resistance [Eq. (14)] to
prove the existence of the SVHE. This dependence can extract
the nonlocal resistance from the valley Hall effect, which is
independent of magnetic field and temperature. Second, the
ordinary Hall effect is negligible because the ordinary Hall
angle ∝ τB (B ∼ 10 T) is much smaller than the valley Hall
angle ∝ τBv (Bv ∼ 300 T [56]) for small enough τ in the
diffusive limit. Third, we exclude the Hanle effect, that is,

1In principle, we also use the in-plane magnetic field. The spin Hall
effect with an out-of-plane spin polarization will decay fast due to the
short spin diffusion length induced by the magnetic moments.

the oscillation of the nonlocal resistance as a function of an
in-plane magnetic field [47,48,53,73]. From Eq. (14), there are
two origins of the magnetic field and the temperature depen-
dence of nonlocal resistance, spin-valley Hall angle [Eq. (13)
and Fig. 3(a)] and diffusion length [Eq. (5) and Fig. 3(b)].
For the case of the ferromagnetic insulator EuS, with one sub-
lattice, the spin-valley Hall angle, θsv = (2Ks〈S‖〉)/(KoSo),
is proportional to the spin expectation 〈S‖〉. The temperature
dependence of spin-valley Hall angle θsv is plotted in Fig. 3(a)
for different magnetic field. In the limit of B → 0 T, we ob-
serve that θsv = 0 for T > TC . Figure 3(b) plots the spin-valley
diffusion length �sv as a function of field B and tempera-
ture T , which monotonically increases (decreases) with B
(T ). In the low-temperature limit, it reaches its maximum
�max

sv = √
Dτ0, which depends on both isotropic spin- and

valley-flip scattering irrelevant to EuS. In high-temperature
limit, spin-valley diffusion length reaches its minimum �min

sv =√
Dτ0/(1 + �1τ0), which relies on the density of magnetic

moments and spin exchange coupling. The magnetic field
modulation of the spin-valley Hall angle [Fig. 3(a)] and dif-
fusion length [Fig. 3(b)] reveals a new mechanism of the
nonlocal magnetoresistance effect.

Next, we discuss the magnetic and thermal properties of
nonlocal resistance. To exclude the large nonlocal resistance
from the valley Hall effect, Figs. 3(c) and 3(d) plot the
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relative nonlocal resistance of the ferromagnetic substrate,
[Rnl(B) − Rnl(0)]/ρ, as a function of (c) magnetic field B
and (d) temperature T [Eq. (14)]. For �min

sv < |X | < �max
sv ,

we expect a maximum of nonlocal resistance, as shown in
Figs. 3(c) and 3(d). It happens around �sv = |X | [red line in
Fig. 3(b)]. To better understand this behavior, let us assume
spin-valley Hall angle θsv is independent of the magnetic field
and temperature for simplicity. Then, the relative nonlocal
resistance is proportional to a function f (�sv/X ) = X

�sv
e−X/�sv ,

which monotonically increases for �sv/X ∈ (0, 1) and mono-
tonically decreases for �sv/X ∈ (1,∞) [inset of Fig. 3(c)].
Increasing magnetic field or reducing temperature inhibits
spin-valley flip (or spin flip) and results in longer spin-valley
diffusion length [Fig. 3(b)]. For the zero-field spin-valley
length �sv(B = 0) smaller than X [black circles of the inset
of Fig. 3(c)], increasing magnetic field first enhances the
relative nonlocal resistance for �sv < X , and then lessens
the relative nonlocal resistance for �sv > X . The position of
this maximum is dependent on X , B, and T , as shown in
Figs. 3(b) and 3(d). If we begin with a low enough temper-
ature (T � TC) that �sv(B = 0) > X [red circles of the inset
of Fig. 3(c)], the relative nonlocal resistance monotonically
decreases with the magnetic field [red line in Fig. 3(c)]. This
roughly estimates the spin-valley diffusion length, where pos-
itive and negative nonlocal magnetoresistance correspond to
�sv < |X | and �sv > |X |, respectively. This criterion is ob-
tained when we omit the influence of the magnetic field and
temperature dependence from θsv, which only leads to a small
shift of the location of maximum. Using the experimentally
feasible parameters, we obtain the relative nonlocal resistance
[Rsv

nl (B) − Rsv
nl (0)]/ρ ∼ 10−3, that is, [Rsv

nl (B) − Rsv
nl (0)] ∼ 1�

for ρ ∼ 1000 � [16,48], which is observable for current tech-
niques [16,47–49].

V. CONCLUSION AND OUTLOOK

In conclusion, we demonstrate the extrinsic spin-valley
Hall effect by the magnetic field and temperature mod-
ulation of nonlocal resistance in magnetized and strained
graphene. The rich magnetic field and temperature depen-
dencies from different magnetic ordering within materials
allow for fruitful control of the spin-valley Hall effect and
demonstrate its existence by nonlocal resistance in the Hall
bar device. We achieve a striking crossover from positive to
negative nonlocal magnetoresistance owing to the magnetic
field dependence of spin-valley relaxation rather than spin
precession. In addition, we determine the giant spin-relaxation
anisotropy due to the ferromagnetic insulator, which also
works on the magnetic semiconductors [74–76]. Though we
concentrate on the spin-valley Hall effect, the magnetic field
dependence of the spin-relaxation time also offers a new mod-
ulation of nonlocal resistance instead of the usual Hanle spin
precession [47,48,77]. The physical understanding of spin
relaxation in semiconductors plays a crucial role in the current
development of spin-based electronics [78] and spin-based
quantum computation [79].
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APPENDIX A: MAGNETIC IMPURITY

In this section, we derive the spin-scattering rate [Eq. (9)
of the main text] and spin-relaxation time [Eqs. (5) and (6)
of the main text]. We study the spin-dependent scattering and
spin-relaxation time of the itinerant electrons of the graphene
in the presence of the interfacial magnetic moments of the
magnetic insulator. The calculation of the spin-relaxation time
from magnetic moments itself is already a challenge. During
the derivation of scattering and relaxation time, we have made
the following two assumptions for simplicity. First, we ex-
cluded the feedback effect of the itinerant electrons on the
thermodynamic equilibrium state of the magnetic moments
and assume that the interfacial magnetic moments have the
same thermodynamic equilibrium state as the bulk ones de-
scribed by the Heisenberg Hamiltonian (3) in the main text.
The resulted magnetized graphene Hamiltonian is given by

H = He + Vem. (A1)

Here, we did not add the Hamiltonian of the local moments,
because it will not influence the calculation of spin scattering
and relaxation time. Second, we omit the effect of the strain
on the spin scattering and relaxation time. Thus, during the
derivation of spin-relaxation time, we use the Hamiltonian of
the pristine graphene

He = h̄vF (kxsoτ zσ x + kysoτ oσ y). (A2)

h̄ is the reduced Planck constant, vF is the Fermi velocity, e
is charge of electron, and k is kinetic momentum. sw, σw, and
τw are the Pauli matrices for the spin, sublattice, and valley
degrees of freedom of itinerant electron with w = o, x, y, z, re-
spectively, where w = o corresponds to 2 × 2 identity matrix.
Obviously, spin (s) and valley (τ ) are good quantum numbers
and we can easily obtain eigenstates and eigenvalues of the
pristine Hamiltonian

Esτ
ηk = η

√
k2

x + k2
y , (A3)

∣∣Esτ
ηk

〉 = ςsζτ

1√
2

[
τe−iτθk/2

ηe+iτθk/2

]
. (A4)

In the position representation, the wave function of the eigen-
state (A4) reads

〈
r
∣∣Esτ

ηk

〉 = 1√
�

e+ik·rςsζτ

1√
2

[
τe−iτθk/2

ηe+iτθk/2

]
. (A5)

Hereafter, we set the area of graphene � equal to 1. Obviously,
|Esτ

ηk〉 is not depended on the magnitude of kinetic momen-
tum |k|. The spin-dependent scattering arises from the spin
exchange between the itinerant electrons of the graphene and
the d- or f-shell electrons of the magnetic atoms [42–44]

Vem(r) = −1

2

∑
ınα

Kα
ı Sα

ınsαδ(r − rın). (A6)

Sın = (Sx
ın, Sy

ın, Sz
ın) is the spin-So

ı operator situated on unit
cell n of sublattice ı. Ko

ı describes the scalar potential and
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Ka
ı describes the strength of the Kondo-type interaction with

a = (x, y, z). Hereafter, we consider the case of Ko
ı � Ks

ı for
simplicity.

1. Charge-to-spin conversion

In this section, we study the charge-to-spin conversion up
to the first order of Ks

ı . In this case, the spins of the magnetic
momentum can be treated as classical spin and Eq. (A6)
reduces into

Vem(r) = −1

2

∑
α=o,z

∑
ın

Kα
ı 〈Sα

ın〉sαδ(r − rın). (A7)

s =↑,↓ correspond to spin up and down polarized in the
direction of the external magnetic field, respectively. Then,
we consider the spin- and energy-conserved scattering. The
transition rate from |Esτ

ηp〉 to |Esτ
ηk〉 is given by

ws
k←p = −1

2

∑
jm

(
Ko

j So
j + sKs

j

〈
Sz

j

〉)
cos

(
θp − θk

2

)

× ei(k−p)·rjm , (A8)

and we obtain the spin-dependent scattering probability

Ws(k − p) = 1

4

∑
ınjm

(
Ko

j So
j + sKs

j

〈
Sz

j

〉)(
Ko

ı So
ı + sKs

ı

〈
Sz

ı

〉)

× cos2

(
θp − θk

2

)
ei(k−p)·(rın−rjm ). (A9)

After the conventional impurity averaging, the spin-dependent
scattering probability (A9), up to the first order of nj and Ks

j ,
reduces to

Ws(k − p) � 1

4

∑
j

nj

[(
Ko

j So
j

)2 + 2sKo
j Ks

j So
j

〈
Sz

ı

〉]

× cos2

(
θp − θk

2

)
. (A10)

The collision integral of each spin species reads

I
[

f sτ
ηk

] = −2π

h̄

∑
p

Ws(k − p)δ(Eηk − Eηp)
(

f sτ
ηk − f sτ

ηp

)
.

(A11)

f sτ
ηk is the distribution function of graphene electrons. In equi-

librium, we reach

f sτ,eq
ηk = f (Eηk) = 1

eβ(Eηk−μF ) + 1
. (A12)

f (E ) is the Fermi-Dirac distribution function with chemical
potential μF and temperature β = 1/kBT , where kB is the
Boltzman constant and T is the temperature. Obviously, we
have Is[ f sτ,eq

ηk ] = 0. For small electric field, E, the distribu-
tion is not much different from the equilibrium ones f sτ

ηk =
f sτ,eq
ηk + δ f sτ

ηk , with f sτ,eq
ηk � δ f sτ

ηk . In the lowest order of E,
we have the following ansatz:

δ f sτ
ηk = (k · E )Fs(Eηk). (A13)

By substitution of Eq. (A13), the collision term (A11) be-
comes

I[δ f sτ
ηk ] = −2π

h̄

∫ +π

−π

dθp

2π
ν(Eηk)Ws

(
θp − θk

2

)
(A14)

× [cos(θk) − cos(θp)]kEFs(Eηk).

where ν(Eηk) is the density of state of the graphene at energy
Eηk. Using the identity

cos(θp) = cos(θp − θk) cos(θk) − sin(θp − θk) sin(θk),
(A15)

Eq. (A14) reduces to

I
[
δ f sτ

ηk

] = − 1

τ s
δ f sτ

ηk . (A16)

The spin-dependent scattering rate is given by

1

τ s
= 2π

h̄
νF

∫ +π

−π

dθ

2π
Ws

(
θ

2

)
[1 − cos(θ )], (A17)

where νF is the density of state of graphene at Fermi energy.
The spin-dependent scattering rate (A17) can be divided into
two parts

1

τ s
= 1

τ
− sωs, (A18)

where the momentum relaxation time and spin scattering rate,
respectively, are given by

1

τ
= π

8h̄

∑
j

njνF
(
Ko

j So
j

)2
, (A19)

ωs � π

4h̄

∑
j

njνF Ko
j Ks

j So
j |〈S‖

j 〉|, (A20)

where 〈S‖
j 〉 � 0. Then, the collision term (A11) becomes

I[δ fηk] = − 1

τ
δ fηk + ωsŝ

zδ fηk, (A21)

with

δ fηk =
[
δ f ↑τ

ηk 0

0 δ f ↓τ

ηk

]
. (A22)

The second term of the right-hand side of Eq. (A21) is respon-
sible for the charge-to-spin conversion.

2. Spin-relaxation time

In this section, we study the spin-relaxation time up to
second order Ks

j . We define spin states at the Bloch sphere
with arbitrary coordinates (θ, φ), where θ ∈ [0, π ] and φ ∈
[0, 2π ),

|⇑〉 = cos

(
θ

2

)
|↑〉 − e−iφ sin

(
θ

2

)
|↓〉, (A23)

|⇓〉 = cos

(
θ

2

)
|↓〉 + e+iφ sin

(
θ

2

)
|↑〉. (A24)

The Kondo-type spin exchange coupling in Eq. (A6) in the
rotated spin basis (A23) and (A24) reads

Vsd = −
∑

i

Ks
ı

2

{
1

2
[Si,z

+ sz
−(r) + Si,z

− sz
+(r)] + Si

zsz(r)

}
, (A25)
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with

Si,z
+ = Si

x + iSi
y, sz

+(r) = sx(r) + isy(r), (A26)

Si,z
− = Si

x − iSi
y, sz

−(r) = sx(r) − iσy(r). (A27)

where i = (ı, n). The first (second) term of the right-hand side
of equation (A25) describes spin flip (split) in the rotated basis
| ⇑〉 and | ⇓〉) with quantization Pauli matrix sz.

The spin relaxation arises from the spin flip. The expres-
sion of the spin-relaxation time is given by [45]

1

tz
= 2β

νF

∑
kp

W τη

⇓⇑(p, k) f
(
E⇑τ

ηk

)[
1 − f

(
E⇓τ

ηp

)]
. (A28)

Within impurity averaging, the Born-Markov, and the Weiss-
field approximations, the rate for free electron transition from
|E⇑τ

ηk 〉 into momentum |E⇓τ
ηp 〉 is given by

W τη

⇓⇑(p, k) = π

8h̄2

∑
j

nj

(
Ks

j

)2
Dj ,z

−+
(
E⇑τ

ηk /h̄ − E⇓τ
ηp /h̄

)

× cos2

(
θp − θk

2

)
, (A29)

where Dj ,z
−+(ω) is the Fourier transformation of the spin-spin

correlation function 〈S j,z
− (t )S j,z

+ 〉.
The longitudinal spin-relaxation time corresponds to θ =

0, φ = 0. We have spin-flip operators Sj ,‖
+ = Sx

j + iSy
j and

Sj ,‖
− = Sx

j − iSy
j . Then, the spin-spin correlation function be-

comes

Dj ,‖
−+(ω) = 2

[
1 + nB

(
ε

j
L

)]|〈S‖
j

〉|δ(ω − ε
j
L/h̄

)
, (A30)

where nB(E ) = 1/(eβE − 1) is the Bose-Einstein distribu-
tion function. ε

j
L = gjμBB − ∑

jm Jjm,ın〈Sz
ın〉 is the energy of

Weiss field, where μB is the Bohr magneton, B is a uniform
external magnetic field, and gın is the g factor for the unit
cell n and sublattice j . Jın,jm is the exchange energy between
spins Sın and Sjm. Thus, the longitudinal spin-relaxation time
is given by

1

τ‖
= π

4h̄

∑
j

njνF
(
Ks

j

)2
βε

j
LnB

(
ε

j
L

)[
1 + nB

(
ε

j
L

)]|〈S‖
j 〉|,

(A31)

where we use the integral formula∫ ∞

−∞
dE f

(
E + ε

j
L

)
[1 − f (E )] = ε

j
LnB

(
ε

j
L

)
. (A32)

For the case of transverse spin-relaxation time, we take θ =
π/2, φ = π . We have spin-flip operators Sj ,⊥

+ = Sz
j − iSy

j

and Sj ,⊥
− = Sz

j + iSy
j . Then, the spin-spin correlation function

becomes

Dj ,⊥
−+ (ω) = + 1

4

[
Dj ,‖

+−(ω) + Dj ,‖
−+(ω)

] + δ(ω)〈S‖
j S‖

j 〉. (A33)

Then we obtain transverse spin-relaxation time

1

τ⊥
= 1

2τ‖
+ 1

τφ

, (A34)

with

1

τφ

= π

8h̄

∑
j

njνF
(
Ks

j

)2〈S‖
j S‖

j 〉. (A35)

Here we have used the identities

Dj ,‖
+−(ω) = 2nB

(
ε

j
L

)|〈S‖
j 〉|δ

(
ω + ε

j
L/h̄

)
, (A36)

∫ ∞

−∞
dE f

(
E − ε

j
L

)
[1 − f (E )] = ε

j
L

[
1 + nB

(
ε

j
L

)]
. (A37)

APPENDIX B: DIFFUSION EQUATION

In this section, we calculate the nonlocal resistance in
Eq. (14) of the main text. Away from the boundaries, the
diffusion equation can be written as follows:

∇2Nμ − Mμ
ν Nν = 0, (B1)

with

Mμ
ν = 1

1 − η2
s

[
�−2

v −ηs�
−2
sv

−ηs�
−2
v �−2

sv

]
v

sv
. (B2)

where ηs is the charge-to-spin conversion efficiency
[Eq. (11)]. Only spin and valley densities are considered
in the above equations because they are the only responses
in the transverse direction to the applied electric field. In this
expression, �v = √

Dτ v (�sv = √
Dτ sv) is valley (spin-valley)

diffusion length, where D is the diffusion coefficient.
Here the valley relaxation time comes from valley-flip
scattering induced by short-range disorders [37]. While the
spin-valley relaxation time origins from the spin-valley-flip
scattering

1

τ sv
= 1

τ0
− π

4h̄

∑
j

njνF
(
Ks

j

)2
βε

j
LnB

(
ε

j
L

)[
1 + nB

(
ε

j
L

)]〈S‖
j 〉.

(B3)

Note that both spin- and valley-flip procedures result in
the spin-valley flip. The spin-flip contribution has been ex-
pressed by the microscopic parameters, and spin expectations
of the local moments within Weiss-field theory. Here, τ sv

0
is the external spin-valley relaxation time induced by such
as intrinsic spin (valley)-orbit coupling or extrinsic spin
(valley)-flip disorders, which is assumed to be independent
of field and temperature. Note that the off-diagonal terms
proportional to ηs mix the spin and spin-valley densities.
Equation (B1) is solved by first finding the eigenvalues and
eigenvectors of the diffusion matrix, i.e., Mμ

ν |êν
a〉 = L−2

a |êμ
a 〉,

where La (a = 1, 2) corresponds to the diffusion length of the
eigenvector |êμ

a 〉.
Next, we solve the diffusion equation for a Hall bar device

geometry, consisting of a channel of width W , which we
assume to be infinitely long. We assume complete screening
of the electric field in the device, which amounts to take
charge density into zero, i.e., Nc(r) = 0. Thus, we get Laplace
equation ∇2

r �(r) = 0. If we define nonlocal resistance as
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FIG. 4. The out-of-plane field and temperature dependence of SVHE for MnO substrate with Neel temperature TN = 118 [80,81]. (a) Spin-
valley Hall angle θsv as a function of temperature T (K) [Eq. (13)]. (b) Spin-valley diffusion length �sv as a function of temperature T and
field B. The red line corresponds to �sv = X and the color bar is in the unit of μm. (c), (d) Relative nonlocal resistance of antiferromagnetic
substrate, [Rnl(B) − Rnl(0)]/ρ, as a function of (c) temperature T and (d) magnetic field B. Parameters: �max

sv = 5μ m, �min
sv = 1μm, X = 2μ m,

W = 1μ m, and Ks/Ko = 0.05.

Rnl(X ) = (1/I )[�(X,−W/2) − �(X,+W/2)]. Using the ap-
propriate boundary conditions [37,82], we reach nonlocal
resistance

Rnl(X ) � ρ
4

π
e−|X |/L0

︸ ︷︷ ︸
R0

nl

+
∑

ν

ρ
θ2
ν

1 + θ2
ν

W

2Lν

e−|X |/Lν

︸ ︷︷ ︸
Rν

nl

, (B4)

with Lν = �ν/(1 + θ2
ν )1/2, where the first term is ohmic

contribution, R0
nl, and the second term is described by the

summary of exponential dependence of each eigenmode, Rν
nl.

Near the current injection point (|X | � �0), Rnl is dominated
by ohmic contribution, which will disappear at long enough
distance (|X | � �0). We focus on the behavior of Rnl. In the
case of ωvτ � 1 and ωsτ � 1, we obtain θv � ωvτ , θsv �
ωsτ , and ηs � 0. Thus, valley and spin-valley densities, are
decoupled and can independently propagate along the Hall
bar, as shown by Eq. (B2). The nonlocal resistance induced
by the SVHE becomes

Rsv
nl (B, T ) � θ2

sv
W

2�sv
ρe−|X |/�sv . (B5)

APPENDIX C: NONLOCAL RESISTANCE
IN ANTIFERROMAGNET

In this section, we show the field and temperature depen-
dence of SVHE in an antiferromagnetic insulator. Let us study
the antiferromagnetic substrate, MnO. It has a typical Neel
temperature TN = 118 K [80,81]. The spins of two sublattices
align antiparallel and cancel with each other in the absence of
magnetic field. Hence, the magnetization of the antiferromag-
netic insulator is much weaker. The temperature dependence
of nonlocal resistance becomes much more interesting, espe-
cially for a temperature around Neel temperature, where the
temperature dependence of magnetization (or spin-valley Hall
angle) is not monotonic anymore, as shown in Fig. 4(a). This
leads to similar behavior of nonlocal resistance [Fig. 4(c)]. Be-
sides, we find maximal modulation of nonlocal resistance with
the magnetic field at Neel temperature TN = 118 K [green line
of Fig. 4(d)]. Furthermore, it is hard to observe the negative
nonlocal magnetoresistance effect [Fig. 4(d)], because of the
weak modulation of spin-valley diffusion length with mag-
netic field [Fig. 4(b)].
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