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We studied the low-energy electronic response of the prototypical correlated metal SrVO3 in the ultraclean
and disordered limit using infrared spectroscopy and density functional theory plus dynamical mean field theory
calculations (DFT + DMFT). A strong optical excitation at 70 meV is observed in the optical response of the
ultraclean samples but is hidden by the low-energy Drude-like response from intraband excitations in the more
disordered samples. DFT + DMFT calculations reveal that this optical excitation originates from interband
transitions between the bands split by orbital off-diagonal hopping, which has often been ignored in cubic
systems, such as SrVO3. A memory function analysis of the optical data shows that this interband transition
can lead to deviations of optical self-energy from the expected Fermi-liquid behavior. Our findings demonstrate
that analysis schemes employed to extract many-body effects from optical spectra may be oversimplified to study
the true electronic ground state and that improvements in material quality can guide efforts to refine theoretical
approaches.
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I. INTRODUCTION

Fermi-liquid theory is a cornerstone of the current under-
standing of the metallic state of condensed matter [1]. The
characteristic feature of a Fermi liquid is the presence of well-
defined quasiparticles with a scattering rate that is smaller
than their energy (h̄ω) and temperature (T ), and varies as ω2

and T 2. The responses of some correlated metals deviate from
the responses expected in Fermi-liquid theory. Prominent ex-
amples include the linear increase in the resistivity with T
without a saturation, while the Fermi-liquid T 2 behavior ap-
pears at very low temperatures. This strange metallic behavior
is one of the most enigmatic problems in condensed matter
physics [2–4].

Optical spectroscopy has played a pivotal role in doc-
umenting the strange metallic behavior of the low-energy
electronic response of strongly correlated electron systems
[5–7]. Optical signatures of the non-Fermi liquid include a
slower decay of the real part of the optical conductivity σ1(ω)
than ω–2 expected for the Drude response, and sizeable spec-
tral weight at midinfrared energies of h̄ω � 0.1 eV [8–13].
Dynamical mean field theory (DMFT) studies suggested that
well-defined quasiparticles survive in a broad temperature
range [14–16], and these “resilient” quasiparticles are re-
sponsible for the large midinfrared conductivity [14,17]. The
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scattering rate of the resilient quasiparticles are expected to
show a saturation or decrease at finite frequencies, and thus
the quasiparticles have larger velocities above the correspond-
ing energies than the bare velocity from the band dispersion,
leading to an excess spectral weight in σ1(ω) [14,17]. The pic-
ture of the resilient quasiparticles is applied to describe optical
experiments on correlated metallic ruthenates, vanadates, and
the nickelates [16,18,19].

In multiband systems, band structure effects can compli-
cate the low-energy optical response. Structural distortions
in multiband metal can induce interband transitions. It was
shown that the GdFeO3-type lattice distortion in CaRuO3

led to the formation of a complex Fermi surface com-
posed of multiple pockets [20]. A density functional theory
(DFT) + DMFT study on CaRuO3 suggested that inter-
band transition between bands split by the GdFeO3-type
orthorhombic distortions gives rise to a power-law behavior
σ1(ω) ∼ ω0.5 for frequencies below 0.1 eV [21], mimicking
the non-Fermi-liquid behavior. The spin-orbit coupling can
also affect the low-energy electronic response. In σ1(ω) of
Sr2RhO4, interband transitions between the spin-orbit-split
bands are observed at about 0.18 eV [22]. It should be
noted that the energy of this interband transition is simi-
lar with those where the excess spectral weight attributed
to the resilient quasiparticle excitations are observed in
Sr2RuO4. The complexity in the optical data of correlated
metals demonstrates the importance of disentangling the ef-
fects from the band structure and electronic correlations to
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understand the quasiparticle dynamics in strongly correlated
systems.

In this work, we investigated the electronic response of
SrVO3 thin films by using infrared spectroscopy and DFT +
DMFT calculations. SrVO3 is an archetypal correlated metal
where electronic correlations are not strong enough to desta-
bilize the metallic ground state, but play a crucial role in
transport and optical properties [23–25]. Because of the cu-
bic crystal structure [26] and the small spin-orbit coupling
(∼20 meV) [27,28], it is expected that additional complexity
in the optical response due to band structure effects is small.
Indeed the Fermi surface and the low-energy electronic band
dispersion of SrVO3 can be described by the three t2g orbitals
with moderate bandwidth renormalization [28–33]. We also
stress that our SrVO3 thin film is very clean: the residual resis-
tivity ratio (RRR) is about 130. The low disorder of the films
studied enabled us to probe fine structures of the low-energy
spectrum. At low temperatures, we observed an extremely
narrow Drude-like peak at zero frequency and a well-defined
peak structure at about 70 meV in σ1(ω) of the SVO film
with RRR = 130. The 70-meV structure was not resolved in
σ1(ω) of SVO films, with a much lower RRR = 6. We present
theoretical calculations that reveal that the optical excitation
at about 70 meV originates from interband transition, which
is induced by an orbital off-diagonal hopping term between
V sites separated at a larger than nearest-neighbor distance,
and we show that in the more disordered sample, this feature
appears as a non-Fermi-liquid signature in the conductivity.
The intrinsic optical response of SrVO3 in an ultraclean limit
revealed in our work demonstrates that interband transition,
which has often been neglected, can give rise to a significant
contribution to an optical response even in a simple cubic
system, and that the effects of interband transitions should
be accounted for to understand the intrinsic electrodynamic
response of correlated electron materials.

II. METHODS

A. Experiments

SrVO3 thin films were grown by hybrid molecular beam
epitaxy [34] on the (LaAlO3)0.3(Sr2TaAlO6)0.7 (LSAT) sub-
strate by cosupplying elemental Sr from an effusion cell
and the metal–organic precursor vanadium oxytriisopropox-
ide (VTIP) [35]. Properly matching the Sr-to-VTIP flux ratio
resulted in the growth of stoichiometric SrVO3 films, which
were confirmed by extracting the intrinsic lattice parameter of
strained SrVO3 on LSAT, resulting in an out-of-plane lattice
parameter of 3.824 Å when coherently strained on LSAT, and
a large RRR of over 100. High-resolution x-ray diffraction
(XRD) 2θ -ω scans around the 002 peaks of LSAT and SrVO3

were taken using a Phillips PANalytical X’Pert Pro using
Cu-Kα1 radiation. Thickness and intrinsic lattice parameters
were extracted from the periodicity of the Kiessig fringes
and the SrVO3 002 peak position. Temperature-dependent
resistivity measurements using the Van der Pauw geometry
and indium contacts were performed using a Quantum De-
sign Physical Properties Measurement System operated in
AC mode. The reflectivity spectra R(ω) of the SrVO3/LSAT
samples and the LSAT substrate between 5 meV and 1 eV

FIG. 1. (a) Temperature-dependent dc resistivity ρ(T ) of SrVO3

films. (b) X-ray diffraction 2θ -ω scans taken around the 002 peaks
of SrVO3 films and LSAT substrate.

were measured using a Fourier transform infrared spectrome-
ter (Bruker Vertex 70v) with an in situ overcoating technique
[36]. Complex optical conductivity spectra σ (ω) = σ1(ω) +
iσ2(ω) of the films were obtained via a two-layer model fit
with Kramers–Kronig-constrained variational dielectric func-
tions [37,38]. The optical constants in the energy region
between 0.74 and 6 eV were obtained by using a spectroscopic
ellipsometer.

B. Theoretical calculations

The DFT calculations were carried out by using WIEN2k
[42] with the standard Perdew-Burke-Ernzerhof (PBE) ver-
sion of the generalized gradient approximations (GGA)
functional [43]. For the DMFT calculations, we used
TRIQS/DFTTools [44] and the TRIQS/cthyb solver [45],
which are based on the TRIQS library [46]. For Wannier
model calculations, wien2wannier [47] and Wannier90 [48]
were used to construct maximally localized Wannier functions
[49,50] for the three orbitals of the t2g symmetry near the
Fermi energy on a 10 × 10 × 10 k-point grid. Details of the
calculations are described in the Supplemental Material [38].

III. RESULTS AND DISCUSSION

Figure 1 shows the resistivity and the XRD data of the
SrVO3 for two samples: one ultraclean (RRR = 130) and
one more disordered (RRR = 6). The resistivity ρ of the
two samples show metallic behavior, i.e., dρ/dT > 0 at all
temperatures. The RRR value, which is a measure of the sam-
ple purity, of the SrVO3 film grown inside the self-regulated
growth window is about 130 (SVO-130), much higher than
conventional thin film and even bulk single crystals, which
exhibit RRR values ranging from 2 to 56 [24,51–55]. We refer
to the RRR = 130 film as the ultraclean limit. To contrast the
intrinsic low-energy electronic response of ultraclean SrVO3,
a film with much lower RRR = 6 (SVO-6) was grown, which
is similar to the crystalline quality commonly achieved. The
XRD data with clear Kiessig fringes in Fig. 1(b) highlight
the structural excellence of the SrVO3 films. SrVO3 single
crystals have a cubic perovskite structure with the lattice con-
stant a = 3.842 Å. Because the lattice constant of the LSAT
substrate is 3.868 Å, SrVO3 films are under tensile strain
giving rise to an out-of-plane lattice constant of 3.824 Å for
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FIG. 2. The real part of optical conductivity σ1(ω) for (a) SrVO3

films with RRR = 130 and (b) RRR = 6. Insets: the log-log plot of
σ1(ω); closed circles correspond to the values of the dc conductiv-
ities taken from the ρ(T ) in Fig. 1. The dashed lines represent the
extrapolated σ1(ω).

stoichiometric films, and larger values in case of Sr-rich or
V-rich films.

Figure 2 shows the low-energy σ1(ω) of the SVO-130
and the SVO-6 films. The low-energy conductivity spectra of
both the samples display a strong Drude-like peak centered
at zero frequency, confirming the metallicity of the samples.
The sharp peaks at about 0.038 and 0.069 eV are due to optical
phonons. Insets display low-energy extrapolation of σ1(ω) at
different temperatures and corresponding dc conductivity val-
ues from four-probe resistivity measurements shown in Fig. 1,
which are found to be in excellent agreement with the values
of σ1(ω) at the zero-frequency limit.

While both the samples show a metallic response, the dif-
ferent degree of defects present in the films gives rise to a
striking difference in the spectral shape of the optical conduc-
tivity at low temperatures. The Drude-like peak in σ1(ω) of
the SVO-130 sample at 6 K is found to be extremely narrow,
with a width of about 0.24 meV. For comparison, the width
of the Drude-like peak of the SVO-6 sample at 6 K is about
5.27 meV. Due to the remarkably sharp Drude-like response,
a peak structure located at about 0.07 eV is clearly resolved
at low temperature in the SVO-130 sample [Fig. 2(a)]. We
stress that the low-energy peak structure has not been reported
in previous optical studies of SrVO3 [25], which was likely
masked by disorder and a resulting wider Drude-like peak.
Indeed for the disordered SVO-6 sample, the peak structure
is masked by a broad Drude-like response even at the lowest
temperature. As the temperature increases, the peak structure
in σ1(ω) of the SVO-130 sample blends into the Drude-like

FIG. 3. (a) Band structure of SrVO3 from the DFT calculations
(solid line) and the spectral function from the DFT + DMFT cal-
culations (color-coded). (b) Optical conductivity extracted from the
DFT band structure (black line) and the DFT + DMFT calculations
(orange line). (c) Wannier model band structures for the full Hamil-
tonian (black line) and without the orbital off-diagonal hopping
(red line). Inset shows the zoomed-in band dispersion in the �-M
direction.

peak due to the broadening of the latter. At 300 K, the width
of the Drude-like peak of the SVO-130 sample is found to be
about 30 meV, which is smaller than that of the SVO-6 sample
(40 meV). With the exception of the quantitative difference in
the magnitude of the conductivity, the overall spectral shapes
of the room-temperature σ1(ω) of the two samples are similar
to each other.

The spectral shape of the low-temperature σ1(ω) data of
SVO-6 in Fig. 2(b), represented by a smooth midinfrared
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FIG. 4. (a) Real and (b) imaginary parts of the memory function of the SrVO3 film with RRR = 130. (c) Real and (d) imaginary parts of
the memory function of the SrVO3 film with RRR = 6. Dashed lines in (a), (c) and (b), (d) represent the linear and the quadratic frequency
dependences of the real and imaginary parts of the memory function at 6 K, respectively.

continuum following the Drude-like peak, is commonly ob-
served in many strongly correlated metals [5,6,9,10]. The
featureless midinfrared background has been attributed to
many-body effects present in the material, such as electron–
boson interactions and/or electron–electron interactions [5].
The interactions can induce a spectral weight transfer from
the zero-frequency Drude-like peak into finite-energy exci-
tations with an energy scale determined by the many-body
interactions present. Such a spectral weight shift leads to the
development of the smooth continuum in σ1(ω); however,
attributing the midinfrared continuum feature to many-body
effects is based on the assumption that intraband excitations
from itinerant carriers are sole contributors to the low-energy
conductivity. The conductivity data of the SVO-130 sam-
ple, exhibiting the clear separation between the Drude-like
response and the peak structure at about 0.07 eV, put this
assumption to the test theoretically.

In order to gain insights into the origin of the low-energy
peak structure in our optical data, DFT calculations were per-
formed. Since the tetragonal distortion arising from epitaxial
strain in films has been found to have only a negligible effect
on band dispersion [38], which has been experimentally veri-
fied by angle-resolved photoemission spectroscopy studies of
strained SrVO3 films [30–32,56], we used the cubic structure
of bulk SrVO3. The band dispersion from the DFT calcula-
tions [black solid lines in Fig. 3(a)] between –1.5 and 1.5 eV,
where the three V 3d t2g states are main contributors, is shown
in Fig. 3(a). The result is consistent with the band dispersion
of the previous DFT studies of SrVO3 [32,33,57,58]. The
interband part of the calculated σ1(ω) based on the DFT band
structure predicts strong optical excitations at about 0.15 eV,
as shown in Fig. 3(b). The position of the interband transition

in the DFT σ1(ω) is close to the 0.07 eV peak observed in the
RRR = 130 sample.

A crucial aspect of the band structure is a weak split-
ting of the three t2g-derived bands along the �-M direction.
The low-energy electronic structure of SrVO3 is described by
the three t2g orbitals [28–33]. For cubic structures, nearest-
neighbor hopping is allowed only between the same orbitals
(orbital-diagonal hopping) due to their symmetries, and inter-
band transition is not allowed. The presence of the low-energy
interband transitions in σ1(ω) of SrVO3, however, suggests
that the t2g orbitals are mixed and become split to activate
interband transition.

Wannier model calculations show that orbital off-diagonal
hoppings between V sites separated at larger than the nearest-
neighbor distance are responsible for the band splitting and the
interband transition. Figure 3(c) displays the band dispersion
from the Wannier model calculations with and without orbital
off-diagonal hoppings. The effect of the orbital off-diagonal
hopping is most pronounced in the �-M direction. When
the orbital off-diagonal hoppings are set to zero (red line),
two bands are present in the �-M direction. We find that
the optical conductivity calculated from the band structure
without the orbital off-diagonal hoppings displays no inter-
band transitions. When the full Hamiltonian, which includes
the orbital off-diagonal hoppings, is employed, the lower en-
ergy degenerate band (red line) becomes split into two bands
(black line). The energy difference between the split bands is
about 0.15 eV, which matches with the peak position of the
interband transition in the σ1(ω) from the DFT calculations
[Fig. 3(b)].

To encode the effect of the electron–electron correlations,
DMFT calculations were carried out by adding local (d-d) on-
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site interactions of the Hubbard–Kanamori form [59]:

H = U
∑

l

nl↑nl↓ +
∑

l<l ′,σ

[U ′nlσ nl ′σ̄ + (U ′ − J )nlσ nl ′σ

− Jc†
lσ clσ̄ c†

l ′σ̄ cl ′σ ] − J
∑
l<l ′

[c†
l↑c†

l↓cl ′↑cl ′↓ + H.c.], (1)

with l ∈ {xy, xz, yz} and U ′ = U−2J , and solving the re-
sulting model within the DFT plus single-site DMFT method
[44,46,60]. We used the parameters of U = 5.0 eV and J =
0.6 eV, which are appropriate values for SrVO3 [28,61].
The momentum-resolved spectral function from the DFT +
DMFT calculations (color-coded) in Fig. 3(a) shows an ap-
proximate factor of 2 renormalization of the bandwidth. The
interband splitting is similarly renormalized. Accordingly,
the optical conductivity calculated with the full DMFT self-
energy yields the interband transition located at about 0.07 eV
[Fig. 3(b)], which agrees well with the peak position of the
experimentally observed optical excitation.

Knowing that the majority of the spectral weight at about
0.07 eV comes from the interband transitions, we show that
the interband transitions can mimic the non-Fermi-liquid be-
havior of the charge dynamics. In single-band correlated
metals, the memory function analysis was employed to inves-
tigate many-body effects on the intraband component of the
optical conductivity [17,18,62,63]:

σ (ω) = iε0ω
2
p

ω + M(ω)
, (2)

where ε0 is the permittivity of free space and ωp is the plasma
frequency. The complex memory function M(ω) = M1(ω) +
iM2(ω) corresponds to the optical self-energy and reflects
the renormalization of the mass and the lifetime of itinerant
carriers. They can be calculated from the optical conductivity
σ (ω) [17,18,62,63]:

1 + M1(ω)

ω
= m∗(ω)

mb
= −Im

[
ε0ω

2
p

ωσ (ω)

]
(3)

and

M2(ω) = 1

τ (ω)
= Re

[
ε0ω

2
p

σ (ω)

]
. (4)

Here mb is the band mass, and m∗(ω) and 1/τ (ω) are
the frequency-dependent effective mass and scattering rate,
respectively. The renormalization of the lifetime and the effec-
tive mass of the itinerant carriers leads to the deviation of the
optical conductivity from the Drude response where the mass
enhancement is one and the scattering rate is constant. For
Fermi-liquid quasiparticles, the real and imaginary parts of the
memory function are expected to show linear and quadratic
frequency dependences, respectively. Deviations from the
Fermi-liquid behaviors of the memory function are attributed
to electron–boson or electron–electron interactions [5,18].

We display the real and imaginary parts of the memory
function of the SrVO3 films calculated directly from the data
in Fig. 4. The memory functions of both the SVO-130 and
SVO-6 samples share the same spectral trends, but differ in
their absolute magnitude. The M1(ω) and M2(ω) show the
linear and the quadratic frequency dependences in the energy
region below 50 meV, respectively, as expected for a Fermi

FIG. 5. (a) Drude–Lorentz fitting results of σ1(ω) of the SVO-
130 sample at 6 K. (b) The real part and (c) the imaginary part of the
memory function for the intraband response [M intra

1 (ω) and M intra
2 (ω)]

of the SVO-130 sample at 6 K.

liquid. In the higher energy region, a deviation of the M1(ω)
and the M2(ω) from the Fermi-liquid behavior is registered.
The M1(ω) has a weak maximum at about 60 meV and de-
creases slightly at higher energies. The M2(ω) exhibits a linear
frequency dependence at h̄ω > 60 meV. These behaviors of
the memory function are widely observed in various corre-
lated metals, including the doped cuprates, titanates, and the
ruthenates, and are linked to non-Fermi-liquid self-energies
[5,8,18].

We stress that the energies at which the deviation from the
Fermi-liquid behavior of the memory function coincide with
those where the interband transitions are observed in σ1(ω).
To isolate the memory function corresponding to the intraband
response, M intra (ω), we fit the σ (ω) by using the Drude–
Lorentz model and subtract the interband contributions from
the experimental σ (ω). We employ two Drude oscillators
for the intraband response and one Lorentz oscillator for the
interband transition. The best-fit result for the σ1(ω) data of
the SVO-130 sample is shown in Fig. 5(a). For the M intra (ω)
shown in Figs. 5(b) and 5(c), the pronounced deviations from
the Fermi-liquid behavior at the energies h̄ω � 50 meV in the
M(ω) is drastically suppressed, and the Fermi-liquid behavior,
i.e., M intra

1 (ω) ∼ ω and M intra
2 (ω) ∼ ω2, persists in the energies

at least up to 100 meV. This analysis highlights that the non-
Fermi-liquid behavior observed in the M(ω) is mostly due to
the interband transitions.
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While the DFT + DMFT calculations presented here re-
produce the main spectral features of the experimental data,
there is a quantitative difference in the magnitude of σ1(ω)
at h̄ω > 70 meV. The calculated conductivity is substantially
smaller than the measured conductivity. This difference may
be attributed to effects that are not included in our DMFT
calculations, such as electron–phonon interactions and/or ver-
tex corrections. Electron–phonon coupling may give rise to
a formation of the sideband in the phonon energy region.
While a kink structure, which is attributed to an electron–
phonon coupling, in the band dispersion at about 60 meV
below the Fermi energy is reported [32], the effects of the
electron–phonon coupling to the self-energy is found to be
weak [32,64]. Single-band Hubbard model studies show that
vertex corrections can affect the optical conductivity in the
gap energy region [65–68]. The effects of the vertex correc-
tions may be enhanced in multiband systems, which is the
case with SrVO3 [5]. On the other hand, we note that the
intraband conductivity extracted from the experimental data
[Fig. 5(a)] are quite close to that from the DFT + DMFT
calculations [Fig. 3(b)]. This suggests that the origin of the
difference between the calculated and measured conductivity
may be with understanding the interband transitions. Further
studies are required to address this issue.

Our finding of the low-energy interband transition in the
σ1(ω) of SVO demands a revisit of the optical response of
the correlated electron system. Due to the cubic symmetry
of SVO, the orbital off-diagonal hopping has been expected
to be strongly suppressed and to hardly affect the low-energy
electronic response. However, our result reveals that the weak
orbital off-diagonal hopping between further neighbors can
induce strong interband transitions in the energy region where
the tail of the Drude-like peak is present. For the samples
with a higher degree of disorder, the Drude peak masked
this interband transition, resulting in the spectral shape mim-
icking the non-Fermi-liquid behavior, as exemplified in the
SVO-6 sample. Similar phenomena can, in general, happen
in any multiband materials. In particular, multiband materi-
als with the GdFeO3-type orthorhombic distortion, such as
the perovskite-type titanates, vanadates, and ruthenates, may
have stronger low-energy interband transitions than the cubic
SrVO3, because the orbital off-diagonal hoppings are allowed
not only between the further nearest neighbors, but also be-
tween the nearest neighbors in the distorted structure.

IV. CONCLUSIONS

We investigated the electronic response of SrVO3 thin films
with different degrees of disorder using infrared spectroscopy
and DFT + DMFT calculations. We observed a strong excita-
tion in the optical conductivity at about 70 meV in ultraclean
SrVO3. The DFT + DMFT and the Wannier model calcula-
tions revealed that the peak should be assigned to interband
transitions induced by long-range orbital off-diagonal hop-
pings between V sites. The memory function analysis showed
that interband transition affected the optical self-energy, re-
sulting in a deviation from the expected Fermi-liquid behavior.
By properly taking the newly discovered low-energy in-
terband transition into account and correcting the memory
function, the Fermi-liquid behavior for ultraclean SrVO3 is
found as well. Our studies show that a new material quality of
correlated electron systems helps elucidate the role that even
minute band structure features can play, which needs to be
considered when analyzing the charge dynamics of correlated
electron systems.
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