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Full superconducting gap in the candidate topological superconductor In1−xPbxTe for x = 0.2
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High-pressure synthesis techniques have allowed for the growth of samples on the indium-rich side of
(Pb,In)Te, which have increased superconducting transition temperatures compared to lead-rich compounds.
In this paper we present measurements of the temperature dependence of the London penetration depth �λ(T )
in the compound In0.8Pb0.2Te, which shows a bulk Tc,onset of ∼4.75 K. The results indicate fully gapped BCS-like
behavior, ruling out odd-parity topologically nontrivial A2u pairing, however, odd-parity A1u pairing is still
possible. Critical field values measured below 1 K and other superconducting parameters are also presented.
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I. INTRODUCTION

Following the theoretical prediction [1,2] and subsequent
discovery of bulk topological insulators, such as Bi2Se3 [3–5]
in which time-reversal symmetry and parity lead to a finite
Z2 topological index, the first topological crystalline insulator,
SnTe [6,7] was discovered, where the gapless surface states
are protected by crystalline mirror symmetry and a finite
mirror Chern number. It was found [8–13] that doping these
topologically nontrivial insulating compounds can result in
bulk superconductivity. Angle-resolved photoemission spec-
troscopy measurements on both superconducting MxBi2Se3
(M = Cu, Sr, and Nb) and on superconducting Sn1−xInxTe
reveal that the doped materials still possess spin-polarized
topologically protected surface states near the Fermi energy
[14–17], raising the potential for discovery of topological
superconductivity. Indeed, a unique nematic topological su-
perconducting state [18–20] was discovered in MxBi2Se3
(M = Cu, Sr, and Nb) whereas reported possible odd-parity
pairing and zero-bias conductivity peaks in Sn1−xInxTe point
to the topological nature of this material [15,21,22]. Due
to the immense interest in finding a true bulk topological
superconductor as opposed to topological superconductivity
achieved via the proximity effect [23] at the interface between
a topological insulator and a conventional superconductor, it
is vital to explore materials related to these compounds. As
several binary compounds in the Sn-In-Pb-Te family form,
this family is an obvious one to explore. The end members
of (Sn,In,Pb)Te are well known. SnTe has a rocksalt struc-
ture (Fm3̄m) and was the first material to be recognized
as a topological crystalline insulator [6,7]. Below 100 K,
SnTe undergoes a structural phase transition to a ferroelec-
tric rhombohedral state (space-group R3̄m) [24] and becomes
superconducting at sub-Kelvin temperatures [25]. PbTe is a
well-known thermoelectric material [26,27] which also has
the Fm3̄m structure and is not believed to be superconducting

in its pure form [28]. InTe has a body-centered tetrago-
nal lattice structure (I4/mcm) [29] and superconducts at
2.18 K [30].

Upon doping SnTe with In, the topologically protected
surface states near the Fermi energy are preserved [15,31]
whereas the ferroelectric state is suppressed to T = 0 with 4%
In doping [12]. There is a small window of 0 < x < 0.04 in
which Sn1−xInxTe remains ferroelectric and superconducting
[32] with Tc below 2 K, independent of x. For doping levels
above ∼4%, Tc increases linearly with doping to 4.5 K until
the solubility limit is reached at x ∼ 50% [33]. In contrast,
PbTe is a trivial band insulator which undergoes a topological
phase transition to a topological crystalline insulator phase
upon Sn doping to 25% [34,35]. Doping PbTe with In through
conventional synthesis techniques does not generate super-
conductivity up to the In solubility limit of ∼24% [36,37].
Co-doping with Sn and In to form (Pb1−xSnx )1−yInyTe
preserves the topological state for x > 0.25 and generates
potentially topological superconductivity [38–40] in a limited
In-doping window which depends on Sn concentration. A
ternary phase diagram following Zhong et al. [38] is shown
in Fig. 1, where the region above the dashed red line is
inaccessible by conventional synthesis techniques, the green
shaded area indicates the known superconducting region, and
the Pb-heavy orange shaded portion of the diagram is reported
as nonsuperconducting. Solubility limits can be bypassed by
high-pressure/high-temperature (HPHT) synthesis [41,42], al-
lowing the entire range from SnTe to InTe and from PbTe
to InTe to be explored. Currently, only materials of the form
In1−xPbxTe and Sn1−xInxTe have been grown via HPHT syn-
thesis with superconductivity observed over a wide range of
compositions (green lines in Fig. 1). No (Pb1−xSnx )1−yInyTe
HPHT synthesis has been reported yet. When made via
HPHT synthesis, all In1−xPbxTe compounds adopt the Fm3̄m
fcc structure. This phase seems to be metastable, reverting
to the tetragonal structure when samples are kept at room
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FIG. 1. Ternary phase diagram of the (Sn,In,Pb)Te system. Com-
positions above the red dashed line are above the solubility limit
encountered in conventional synthesis; the green shaded area indi-
cates the known superconducting region, and the orange shaded area
is nonsuperconducting. HPHT synthesis has found superconductiv-
ity in Sn1−xInxTe for all x values and in In1−xPbxTe samples with
x < 0.8 (solid green lines). In this paper we report on In0.8Pb0.2Te
(pink circle). No (Pb1−xSnx )1−yInyTe obtained in HPHT synthesis
has been reported.

temperature over extended time. The end-line compound PbTe
remains nonsuperconducting, whereas superconductivity in
HPHT-synthesized InTe is observed with onset temperatures
of 3 to 3.5 K (as compared to 2.18 K in the convention-
ally grown tetragonal material, see above). Whereas the fcc
phase of InTe is believed to be topologically trivial, recent
measurements and calculations [43] suggest that doping InTe
may, in fact, result in topologically nontrivial states as was the
case with doping PbTe. Reports show a full superconducting
gap in conventionally synthesized (Pb0.5Sn0.5)0.7In0.3Te [44]
and in Sn1−xInxTe [45,46] for low and high In doping. No
measurements on the low-Pb In1−xPbxTe phase have been
reported yet. It is imperative to measure the bulk properties of
newly accessible doping regimes of InTe to look for evidence
of an unconventional superconducting gap which may indicate
topological behavior.

In this paper, we report on magnetization and transport
measurements at 4He temperatures and measurements of the
temperature dependence of the London penetration depth
�λ(T ) down to ∼450 mK in superconducting In0.8Pb0.2Te
grown by HPHT synthesis (pink circle in Fig. 1). The
observed temperature dependence of �λ indicates a full su-
perconducting gap, which eliminates one of two possible
candidate topological superconducting states for this material.
We find the onset of superconductivity at ∼4.75 K and a lower
and upper critical field of 9 mT and 2.12 T, respectively, for
the bulk phase with a corresponding estimate of 12.5 and
254 nm for the coherence length and the London penetration
depth, respectively. There is a small secondary phase likely
consisting of a different doping level of In1−xPbxTe with an

elevated onset Tc (5.75 K) that has a substantially higher
zero-temperature upper critical field estimated at 7.14 T.

II. EXPERIMENTAL METHODS

Polycrystalline millimeter-scale ingots of In0.8Pb0.2Te
were grown following the method of Katsuno et al. [42]. Sam-
ples were kept in a freezer at approximately −20 ◦C to avoid
a transition from the metastable NaCl-type structure to the
tetragonal structure. X-ray diffraction (XRD) measurement
performed in a PANalytical X’pert Pro x-ray diffractometer
with Cu Kα radiation on the ingot chosen for superconduct-
ing quantum interference device (SQUID) magnetization and
tunnel diode oscillator magnetometry (TDO) measurements
confirmed the sample has the NaCl-type Fm3̄m structure with
a lattice constant of 6.225 Å, matching that of ingots measured
immediately following synthesis.

Magnetization measurements were performed on an irreg-
ularly shaped ingot with a mass of 7.4 mg in a Quantum
Design MPMS DC SQUID magnetometer at temperatures
down to 1.8 K. The sample was mounted inside a gelatin
capsule held inside a clear plastic drinking straw. The TDO
technique [47] was used on a small piece (approximately
0.5 mm × 0.5 mm × 0.1 mm) cut from this ingot to measure
the temperature dependence of the London penetration depth
�λ(T ) = λ(T ) − λ0, where λ0 is the zero-temperature value,
down to ∼450 mK in an Oxford 3He cold-finger cryostat with
a custom-built resonator [48] running at ∼14.5 MHz.

Due to the brittleness and small sizes of polycrystalline
pieces, polishing a flat surface for four-point contact geom-
etry with silver paint contacts was not viable. As a result,
magnetotransport measurements were performed in a two-
point contact geometry using silver epoxy (Epotek H20E) and
50-μm gold wires with the sample mounted on a custom-built
probe in a cryostat capable of 1.6 K and 9 T. Transport mea-
surements were performed with a DC current of 50 μA.

III. RESULTS AND DISCUSSION

Figure 2 shows the room-temperature XRD pattern of a
small piece of polycrystalline In0.8Pb0.2Te following back-
ground subtraction. All peaks belong to the Fm3̄m space
group with no impurity peaks due to the tetragonal phase
observed. The lattice constant is found to be 6.225 Å, in
agreement with previous reports for this doping level [42]
despite the sample having been stored in a freezer for 18
months. In the Fm3̄m space group, this yields an x-ray density
of approximately 7.845 g/cm3.

Low-temperature magnetotransport measurements are
shown in Fig. 3. A constant contact resistance stemming from
the two-point geometry has been subtracted. Resistance mea-
surements reveal a two-step transition with onsets of Tc,onset ∼
5.7 and 4.5 K, respectively. Judging from the height of the
resistive transitions, we attribute the transition at ∼4.5 K to the
bulk x = 0.2 phase, and the transition at 5.7 K to a higher-Tc

impurity phase of In1−xPbxTe with a slightly different doping
concentration; the exact relation between Tc and x is not fully
understood [42]. Both transitions are suppressed in increasing
magnetic fields.
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FIG. 2. Room-temperature XRD pattern of a small piece of
polycrystalline In0.8Pb0.2Te following background subtraction. All
observable peaks above the noise level can be indexed with the
NaCl-type Fm3̄m structure with a lattice constant 6.225 Å.

Zero-field-cooled magnetization measurements using a DC
SQUID magnetometer in an applied field of 0.2 mT are shown
in Fig. 4. The sample is diamagnetic with an onset of ∼5.25 K.
The magnetization rapidly decreases below ∼4.75 K.

We determine the lower and upper critical fields Hc1 and
Hc2 from field- and temperature-dependent magnetization
measurements, respectively. We deduce Hc1 from the value
of the penetration field Hp at which the magnetization starts
deviating from the linear Meissner behavior at fixed temper-
ature with field sweeps at different temperatures as shown in
Fig. 5. By comparing the slope of the M vs H measurements

FIG. 3. Two-point resistance measurements as a function of tem-
perature in various applied fields with a current of 50 μA after
subtracting the residual contact resistance. A broad transition with
Tc,onset ∼ 4.5 K is observed with a small secondary transition at
Tc,onset ∼ 5.7 K. Both transitions are suppressed with increasing field.

FIG. 4. Zero-field-cooled magnetic susceptibility measurements
in a field of 0.2 mT. The transition has an onset at ∼5.25 K and
strongly decreases at ∼4.75 K.

at low field and at 1.8 K to the ideal value of −1/4π for a
perfect diamagnet, we determine an effective demagnetization
coefficient of approximately N ≈ 0.47, yielding the Hc1 ≈
Hp/(1 − N ) values shown in the inset of Fig. 5. This estimate
neglects possible effects due to surface barriers, grain bound-
aries, and the geometric effects of the corners and sharp edges
of the irregularly shaped piece of polycrystalline material. The
orange line in the inset of Fig. 5 represents a conventional
parabolic temperature dependence Hc1 = Hc1(0)[1 − ( T

Tc
)2] to

the Hc1 data points from which we extrapolate μ0Hc1 at T = 0
to be approximately 9 mT.

FIG. 5. Zero-field-cooled magnetization vs applied field at multi-
ple temperatures. The penetration field, used to estimate Hc1, is taken
as where the magnetization first deviates from linearity. The inset
shows Hc1 values after correcting for demagnetization effects and an
extrapolation to the zero-temperature value, which we estimate at
∼9 mT.
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FIG. 6. Zero-field-cooled magnetic susceptibility vs temperature
for polycrystalline In1−xPbxTe with x = 0.2 as a function of tem-
perature in different applied fields. The inset shows the diamagnetic
transition onsets after background subtraction with the onset Tc de-
fined as where the transition crosses the dashed purple line.

Measurements of the temperature dependence of the mag-
netization in multiple applied fields via SQUID magnetometry
are shown in Fig. 6. As the field increases, two effects oc-
cur. The superconducting transition shifts to progressively
lower temperature, and the paramagnetic response of the
Pb dopant becomes more pronounced; subtracting the nor-
mal state background yields the diamagnetic signals shown
in the inset. We define the onset Tc as where each curve
crosses the purple dashed line chosen close to zero but out-
side the noise level. A different criterion will slightly shift
the phase boundary but not affect its shape as discussed further
below.

The shift of the TDO frequency with temperature and/or
field is a measurement of the degree of screening of magnetic
flux in the sample which is either due to superconductivity or
the normal-state skin depth [47]. In a TDO measurement, the
transition into or out of the superconducting state is accompa-
nied by a large shift in oscillator frequency, allowing mapping
of the temperature dependence of the upper critical field. TDO
measurements on an irregular section cut from the ingot mea-
sured in the SQUID are shown in Fig. 7(a) in applied magnetic
field values of up to 5.5 T in 0.25 T steps. In all measurements,
the sample was field cooled from above Tc, then data were col-
lected during a slow warming ramp through the transition and
beyond. As the resonant frequency of the TDO circuit is field
sensitive, the presented curves were all offset in frequency by
constant amounts such that the TDO responses in the normal
state aligned. In zero field, there is a large diamagnetic transi-
tion with onset temperature of ∼4.69 K, which is continuously
suppressed in field. Zooming in near the onset of the transition
[Fig. 7(b)], there is clear evidence for a second phase with
a higher onset temperature of ∼5.75 K, which is suppressed
in field at a slower rate than the bulk phase. The onset tem-
perature found here is comparable to the value observed in
higher-doped In1−xPbxTe [42], the most likely candidate for

FIG. 7. (a) TDO resonator frequency shift vs temperature for a
single piece of polycrystalline In1−xPbxTe with x = 0.2 in zero field
(black) and in magnetic fields from 0.25 to 5.5 T in 0.25 T steps. The
diamagnetic transition onset is shifted to lower temperatures as the
field is increased. (b) Expanded view of the onset of the supercon-
ducting transitions; there is clearly a small second phase with higher
Tc which is suppressed more slowly with field. The intersection of
dashed red lines indicates the criterion used for determining Tc of the
lower-temperature phase.

this minority phase. The frequency shifts associated with each
transition (∼950 Hz for the bulk phase, <5 Hz for the minor-
ity phase) allow for a rough estimation of the volume fraction
indicating that this minority phase is a very small part of the
bulk.

The TDO, SQUID, and magnetotransport measurements
can be used to determine a superconducting phase diagram
which contains both the bulk phase and the higher-Tc mi-
nority phase. We define the transition temperature of the
minority phase as the onset temperature where deviation from
the temperature-independent normal-state behavior occurs.
Due to the higher transition temperature phase, the transi-
tion temperature in the bulk phase must be estimated as
where the signal first deviates from linearity below the on-
set of the higher temperature phase; an example is shown
in Fig. 7(b) as the intersection of two dashed red lines
superimposed on the H = 1 T dataset. The phase bound-
aries for both the bulk phase and the minority phase as
derived from TDO measurements (circles), magnetotransport
(squares), and SQUID measurements (diamonds) are shown
in Fig. 8(a) with the minority phase having a higher onset Tc

and a steeper dHc2/dT . The minority phase was not clearly
distinguishable in SQUID measurements; otherwise, there is
very good agreement between all three techniques. The Tc cri-
teria used here emphasize the onset of superconductivity and
may overestimate Hc2 as compared to other techniques such
as the resistive midpoints. A phenomenological fit to the TDO
data following Hc2(T ) = Hc2(0)(1 − T 2)/(1 + T 2) is shown
in red in Fig. 8(a) to estimate the zero-temperature values of
Hc2. The fits extrapolate to an upper critical field at T = 0
of μ0Hc2(0) = 2.12 T for the bulk phase and μ0Hc2(0) =
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FIG. 8. (a) Superconducting phase diagram for polycrystalline
In1−xPbxTe with x = 0.2 measured by multiple techniques. SQUID
measurements did not clearly distinguish the minority phase seen in
TDO and magnetotransport data. The red lines are a 1−T 2

1+T 2 fit to the
TDO data. Extrapolated zero-temperature values for the upper criti-
cal field are 2.12 and 7.4 T for the bulk phase and the minority phase,
respectively. (b) When transport and TDO curves are normalized to
the extrapolated Tc0 and Hc2(0) values, all data approximately fall on
a universal curve.

7.14 T for the minority phase; both are clearly lower than
expected from the Pauli limit of 1.85 ∗ Tc. From the bulk
phase value of Hc2(0), we calculate the zero-temperature
Ginzburg-Landau coherence length ξ0 to be approxi-
mately 12.5 nm via the definition μ0Hc2 = �0/2πξ 2(0).
Additionally, using the Ginzburg-Landau relation Hc1 =
�0/(4πλ2)(ln[λ/ξ ] + 0.5) we estimate the zero-temperature
London penetration depth λ0 to be approximately 254 nm.
This value suggests a Ginzburg-Landau parameter κ = λ/ξ of
20, identifying In1−xPbxTe as extreme type II. The two phase
boundaries from all three techniques agree with each other.
In Fig. 8(b), we present the phase boundary data for both the
bulk phase and the minority phase with each dataset scaled by
its own Tc in zero field and by the extrapolated Hc2 at T = 0
values. With this scaling, all datasets fall on a universal line.
There are no other known candidates consisting of Pb, In, or
Te in this Tc range or with such high critical fields.

Low-temperature penetration depth measurements were
carried out via the TDO technique in the temperature range of
0.45 to 10 K. In the TDO technique, the frequency shift � f of
the resonator is proportional to the change in the penetration
depth [47,49,50],

� f (T ) = G�λ(T ) (1)

where the geometrical factor G depends on the geometry of
the resonator coil as well as the sample volume and shape.
The small amplitude of the AC field in the coil (∼2 μT)
ensures that the sample remains fully in the Meissner state
below Tc. The low-temperature variation of the London pen-
etration depth �λ(T ) = λ(T ) − λ0 can provide information

FIG. 9. Normalized low-temperature frequency shift � f (T ) for
polycrystalline In1−xPbxTe with x = 0.2. The BCS-like fit (red) well
describes the data; a nodal T 2 fit (blue, dashed) poorly describes
the data. (The inset) Exponent of a T n fit to the data vs reduced
temperature cutoff for the fit; fits with n � 3 are generally taken as
indistinguishable from exponential.

on the superconducting gap structure [47]. In the limit of low
temperature, conventional BCS theory for an isotropic s-wave
superconductor yields an exponential variation of �λ(T ),

�λ(T )

λ0
≈

√
π�0

2T
exp

(−�0

T

)
(2)

where �0 and λ0 are the zero-temperature values of the
superconducting energy gap and the penetration depth. In
nodal superconductors, however, a stronger temperature de-
pendence is observed due to the enhanced thermal excitation
of quasiparticles near the gap nodes where the gap amplitude
decreases. This results in a power-law variation in the pene-
tration depth �λ ∼ T n where the exponent n depends on the
nature of the nodes and the degree of electron scattering; line
nodes in the energy gap will generate a T -linear response,
whereas point nodes will generate a T 2 response. Behavior
with n � 3 is generally considered indistinguishable from ex-
ponential and is taken as evidence of a full superconducting
gap.

The evolution of the normalized low-temperature TDO
frequency shift of In1−xPbxTe with x = 0.2 is shown in Fig. 9.
Instrument noise is on the order of 0.25 Hz, and with av-
eraging slow temperature sweeps back and forth between
0.42 and 1.6 K, a noise level of <0.05 Hz is achievable
with a full superconducting transition frequency shift of
∼950 Hz. The variation of the frequency shift can be well
described (red line) by an exponential dependence with a
BCS-like gap value across a wide range of temperature. The
observed gap ratio of �0/Tc = 1.07 is smaller than the stan-
dard BCS value �0/Tc = 1.76 for an isotropic single-gap
s-wave superconductor. A possible cause could be a siz-
able anisotropy of the gap [51–53]. Furthermore, low-energy
features found in inelastic neutron-scattering measurements
[54,55] are not consistent with conventional BCS-like behav-
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ior, and calorimetry measurements [42] across the (Pb,In)Te
family shows an abrupt dip in the Sommerfeld coefficient
in the doping window where Tc is approximately constant,
suggesting superconductivity in this very low carrier density
family of compounds may not be entirely BCS-like. A T 2

fit, characteristic of nodal behavior (dashed, blue), poorly
describes the data. The inset shows the exponent in a fit of
the form AT n with the exponent n a free parameter, while
the fit is calculated from the minimum temperature to various
cutoff values of reduced temperature t = T/Tc. Over the en-
tire low-temperature range, the fitted exponent n is, at least, 3,
and increases quickly as the upper temperature cutoff for the
fit decreases. Such a fit is essentially indistinguishable from
the exponential BCS-like response shown in red in the main
panel. The presence of the higher-temperature phase does not
affect the fit due to its small relative volume fraction as seen
in the TDO data.

IV. CONCLUSION

To summarize, we have investigated the superconducting
gap symmetry and critical fields of polycrystalline heavily
In-doped PbTe with doping well beyond the previously known
In saturation limit. This doping regime, only available via
high-pressure synthesis techniques, shows a higher Tc while
maintaining a fcc crystal structure. A small minority phase
appears with higher Tc than the bulk and is most probably as-
sociated with higher Pb-doped material due to inhomogenous
doping in the growth; both phases have the same normalized
magnetic phase boundaries down to sub-Kelvin tempera-
tures. The superconducting gap structure is full and likely
anisotropic, and the material is an extreme type-II supercon-
ductor with a κ of approximately 20. The zero-temperature

upper critical field in the ∼5.7 K phase is 7.14 T and is
quite a bit higher compared with another report [42] on
HPHT-synthesized In1−xPbxTe which found μ0Hc2 = 3.1 T
for Tc of ∼5.3 K. Katsuno et al. [42] reports a nonlinear
decrease in the Sommerfeld coefficient γ with increasing Pb
doping and increasing Tc with γ sharply decreasing near max
Tc. This is contrary to BCS expectations of increasing γ cor-
responding to increasing density of states and, thus, to higher
Tc values. Further investigation across the doping diagram is
necessary to understand the origin of this behavior. Regarding
any possible topological nature of the superconducting state,
extending the symmetry arguments applied to the isostruc-
tural superconducting topological insulator Sn1−xInxTe [21]
suggests the superconducting gap in highly doped In1−xPbxTe
is either the conventional, topologically trivial A1g state, or
the odd-parity topologically nontrivial A1u state. We eliminate
the odd-parity topologically nontrivial nodal A2u state as a
possibility. Further synthesis and study of the newly available
region of the ternary phase diagram (Fig. 1) via HPHT synthe-
sis, especially of the (Pb1−xSnx )1−yInyTe formulations, should
be pursued to look for superconductivity in topologically non-
trivial compounds.
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