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We applied the self-consistent harmonic approximation (SCHA), combined with coherent states formalism, to
study the ferromagnetic resonance (FMR) in a ferromagentic/normal metal junction. Due to the interface inter-
action, the FMR-generated spin current is injected from the magnetic insulator to the normal metal, the so-called
spin pumping. Ordinarily, ferromagnetic models are described by bosonic representation or phenomenological
theories; however, in a coherent magnetization state, the SCHA is the more natural choice to treat FMR problems.
Over the years, the SCHA has successfully applied to investigate ferro- and antiferromagnetism in a wide range
of scenarios. The main point of the SCHA formalism involves the adoption of a quadratic model for which
corrections are included through temperature-dependent renormalization parameters. Therefore the SCHA is an
efficient method for determining the properties of magnetically ordered phases. Using the SCHA, we obtained
the temperature dependence of FMR-driven spin pumping. In addition, we found the spin-mix conductance,
the additional damping from the angular momentum injection into the normal metal side, and the magnetic
susceptibility. The SCHA outcomes are in remarkable agreement with the results of the literature.
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I. INTRODUCTION AND MOTIVATION

The manipulation of spin currents is crucial in spintronic
research and has been a topic of great interest due to its
potential application in new spin-based technologies [1,2].
By definition, spin current involves an effective transport of
angular momentum and, opposite to the conventional (electri-
cal) charge current, the spin current can also be achieved in
insulating materials. A spin current is obtained in conductors
when up- and down-oriented electron spin fluxes show dif-
ferent densities, as occurs in the spin Hall effect [3] or using
spin valves for filtering one of the spin-oriented conduction
electrons, for example. On the other hand, in magnetic insu-
lators, the spin transport is provided by magnons (the quanta
of spin wave) [2,4] or even spinons (neutral half-integer spin
excitation) [5–7]. Since the current in insulators does not
involve charge transport, it is defined as a pure spin current.

When considering the interface between a normal metal
(NM) and a magnetic material (here considered a ferromag-
netic insulator, FMI) in a junction, two processes deserve
special attention. The first one is related to the spin current
injection from the conductor to the magnetic side due to the
spin accumulation on the normal metal close to the interface,
termed spin-transfer torque (SST) [8,9]. Then, in this case,
the angular momentum injection can induce the magnetiza-
tion to precess around the ordered axis or even revert its
orientation. On the other hand, the opposite process, named
spin pumping (SP), involves the injection of pure spin cur-
rent from the magnetic side to the conductor [10]. The SP
process can be provided by ferromagnetic resonance (FMR)
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or electron paramagnetic resonance (EPR), depending on the
magnetic sample [11]. In both processes, a resonant magnetic
field induces the magnetization to precess and emit angular
momentum that is propagated via spin waves. In addition,
due to the magnon absorption, conduction electrons close
to the interface are scattered through a spin-flip process.
The EPR/FMR-driven spin pumping is frequently detected
on the conductor side by using a metal with strong spin-
orbit coupling. Therefore, due to the inverse spin Hall effect
(ISHE) [12,13], the spin current injected is converted into a
charge current that provides a dc voltage on the metal. A
detailed explanation of SST and SP processes can be found
in Refs. [4,14].

Usually, in addition to the phenomenological description
through the Landau-Lifschitz-Gilbert (LLG) equation [10,15–
19], STT and SP processes have been investigated by
adopting Green functions and bosonic representations to de-
scribe the magnetic material [20–23]. The Holstein-Primakoff
representation [24,25] allows representing the spin opera-
tors as first-order creation/annihilation operators only in the
magnon low-occupation limit. On the order hand, if magnon
interactions are relevant, higher-order terms should be con-
sidered, which introduce complications in the development.
In the SU(N) Schwinger [25–27] representation, each spin
component is represented by pair combinations involving N
flavors of bosonic operators, which results in a four-order
Hamiltonian. The quartic-order Hamiltonian terms are then
decoupled by introducing auxiliary fields (a mean-field ap-
proximation) whose values are determined by solving coupled
self-consistent equations. The Schwinger formalism provides
good results in both ordered and disordered phases; how-
ever, in frustrated models, including Gaussian fluctuations
becomes necessary [28–31]. In addition, extra care is required,

2469-9950/2022/106(5)/054313(11) 054313-1 ©2022 American Physical Society

https://orcid.org/0000-0001-8571-7016
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevB.106.054313&domain=pdf&date_stamp=2022-08-25
https://doi.org/10.1103/PhysRevB.106.054313


A. R. MOURA PHYSICAL REVIEW B 106, 054313 (2022)

mainly for three-dimensional models close to the transition
temperature [32]. The self-consistent Gaussian approximation
(SCGA) [33] presents a purpose similar to the self-consistent
harmonic approximation (SCHA). In the SCGA, the ther-
modynamics of a classical spin model is evaluated through
self-consistent equations depending on the magnetization and
their quadratic fluctuations. In this case, the Gaussian correc-
tions are introduced by considering spin cumulants [34,35]
in the statistical averages. The SCGA formalism provides
good results; however, the number of self-consistent param-
eters is larger than the SCHA, and the quantization is more
challenging to implement. On the other hand, the SCHA
provides a simple quadratic method in which corrections
are implemented by renormalization parameters depending
on temperature. The renormalization parameters are self-
consistently determined in order to give the best harmonic
approximation in terms of Sz spin component and its conju-
gated angle ϕ. More details about the SCHA formalism are
given in Sec. III.

In FMR experiments, the magnetization precession ex-
hibits a coherent phase of the spin field just like the
electromagnetic field does in a LASER. In this case, the entire
spin field shows synchronous dynamics and can be repre-
sented by using a single spin that is well pictured by a classical
vector. A quantum state like that is formally described by
a coherent state, which was initially used to derive a fully
quantum model of the radiation fields [36,37] as well as the
coherent behavior of magnons [38–40]. It is well-known that
coherent states represent the more classical-quantum state,
i.e., states with minimum uncertainty [41]. Consider, for ex-
ample, a particle in a harmonic potential and represented by
a coherent state. In this case, �x�p = h̄/2, while the wave
function describes a dispersionless wave packet that moves
harmonically around the minimum of the potential. Similar
semi-classical behavior is reached for the spin field in the
FMR. Then, we represent the spin by the phase angle ϕ

around the z-axis and the conjugate momentum associated,
namely Sz. In some cases, Sz is aligned with the magnetization
direction, but this is unnecessary. Here, we define Sz and
Sy as transverse components throughout the text, while the
magnetization is along the x-axis as shown in Fig. 1. Note
that ϕ � 1 and thus, the transverse spin components Sy and
Sz are much smaller that the longitudinal component Sx. In
addition, provided that Sz ∝ ϕ̇, both fields ϕ and Sz show
an oscillating behavior during the magnetization precession
as it is explained in next section. From the classical point
of view, the fields ϕi and Sz

j , on sites i and j, respectively,
satisfy the Poisson bracket {ϕi, Sz

j} = δi j , and the quantization
is achieved by promoting the fields to operators that obey
the commutation relation [ϕi, Sz

j] = δi j . Similar to the particle
case, the operators obey the local equality �ϕ�Sz = 1/2,
which justifies the semiclassical magnetization behavior of
the spin. Therefore it is natural to adopt ϕ and Sz as the fun-
damental operators for describing magnetic models in FMR
experiments instead of the usual bosonic representations.

Over the years, the self-consistent harmonic approximation
has been successfully applied to evaluate the critical tem-
perature [42–47], the topological BKT transition [42,45,48–
58], and the large-D quantum phase transition [59–63]
in a wide variety of magnetic models. In the SCHA

FIG. 1. The magnetization is aligned along the x axis (the direc-
tion of a static magnetic field Bx) and Sy, Sz � Sx . Here, ϕ is defined
as the angle between the spin projection on the xy plane and the x
axis.

formalism, the Hamiltonian is expanded to second order
in ϕ and Sz operators, while higher-order contributions are
included through temperature-dependent renormalization pa-
rameters. In addition, Moura and Lopes have demonstrated
that SCHA is entirely compatible with the coherent state
approach [64]. Therefore the SCHA formalism is the most
plausible choice for studying the magnetization precession
phenomena. In this work, we used the SCHA formalism to
provide a new framework for the FMR-driven spin pumping
across an NM/FMI junction interface. As primary outcomes,
we obtain the FMR-driven spin current across the interface,
the spin-mixing conductance, the additional Gilbert damping
due to the angular momentum injection, and the magnetic
susceptibility. All our results are in excellent agreement with
well-known results in the literature.

II. MODEL DESCRIPTION

In the present work, we consider a NM/FMI junction. The
ferromagnetic material is a thin film with the magnetization
axis (defined as the x axis) normal to the film plane, as shown
in Fig. 2. After minor modifications, the case whose mag-
netization is parallel to the plane could also be investigated
through the SCHA formalism. The electronic side is consid-
ered a nonmagnetic spin sink, as platinum. For a poor spin
sink, the conduction-electron spin-diffusion length is large,
and a spin accumulation takes place close to the interface,
which results in a spin black-flow into the FMI [17,65]. How-
ever, we are mainly concerned with the spin pumping process,
which we consider a perfect spin sink, and conduction elec-
trons rapidly decay after spin-flip scattering at the interface.
Therefore there is no relevant spin accumulation, and the spin
back-flow can be disregarded. In addition, bulk electronic
interactions are also supposed to be unessential, and a free
electron model represents the normal metal.
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FIG. 2. (a) The NM/FMI junction and the adopted orientation
of the axis. (b) The spin current across a pillbox at the FMI/NM
interface, and the diagram representing the interface representation.

Conduction electrons interact with localized electrons at
the interface through an sd-exchange potential [20,66]. Thus
the Hamiltonian is written as the sum H = Hm + He + H sd,
where Hm, He, and H sd are the magnetic, electronic, and
interface contributions, respectively. The usual ferromagnetic
Heisenberg model gives the magnetic Hamiltonian

Hm = −J

2

∑
〈i j〉

Si · S j − gμB

∑
i

Si · Bi(t ), (1)

where J > 0 is the exchange coupling, and the first sum
is done over nearest neighbors. Bi(t ) = μ0(Hx

i − NxMx )î +
μ0Hy

i (t )ȷ̂ + μ0Hz
i (t )k̂ is the effective magnetic field, which

is composed of the external field H and the demagnetizing
field oriented along the x axis. Mx is the normal magnetization
and, due to the adopted geometry, Nx = 1, while Ny = Nz = 0.
In the above equation, Hx

i is a constant field responsible
for aligning the spin field while the transverse components,
Hy,z

i (t ), are oscillating fields that induce the magnetization
precession. Here, we have included only the terms necessary
to reach the coherent behavior; however, other contributions,
such as different anisotropies, can be implemented to improve
the model. As will be justified in the next section, the axis
was chosen to provide a simpler development in the SCHA
formalism. In the many-body representation, the electronic
Hamiltonian is expressed as

He =
∑
kσ

εkc†
kσ

ckσ , (2)

where εk = h̄2k2/2m, ckσ (c†
kσ

) is the annihilation (creation)
electron operator, and σ =↑,↓ is the spin index. Here, as
usual, we adopt electron spins aligned along the magnetiza-
tion direction (x axis). Therefore the electron states are defined
as the eigenstates of σx. Finally, the interface interaction is

given by

H sd = 2Jsd

∑
i

si · Si, (3)

where Jsd < 0 is the coupling between conduction and local-
ized electrons, si is the conduction electron spin operator, Si

is the spin of localized electrons on the FMI, and the sum is
done over the interface sites. As we will see in the following
sections, the injected spin current is highly dependent on the
sample properties, including the interface coupling. Since sd-
exchange is sensitive to the electron distance interaction, it is
not easy to stipulate an exact value over the entire surface.
An estimated value for the sd coupling is of the order of
−0.1 eV [67]. In addition, si = ψ

†
i σψi, where ψ

†
i = (c†

i↑ c†
i↓)

is the electron spinor and σ is a vector whose components are
given by the Pauli matrices. Using the basis of σx eigenstates,
in the momentum space, H sd is written as

H sd =
∑
kk′q

�kk′qS+
q c†

k′↓ck↑ + H.c. (4)

with S+
q = Sy

q + iSz
q and

�kk′q = Jsd

Ne
√

Nm

∑
i

ei(k−k′−q)·ri , (5)

where Ne and Nm are the number of conduction electrons
and magnetic sites, respectively. In the above equation, we
consider only the terms that imply spin-flip scattering (related
to the spin transverse components). The longitudinal term
sx

i Sx
i involves number particle conservation scatterings and

does not contribute to the spin current across the interface.
Indeed, the injection (or absorption) of angular momentum is
related to a change of the magnetization component along the
angular momentum direction (Mx in our case). It is possible
only for interaction terms that includes the S+ and S− ladder
operators. In addition, the spin-flip scattering is related to the
spin-mixing conductance, which arises in the LLG formalism
and represents the transparency of the spin current across the
interface [10,17].

III. SCHA FORMALISM

As commented previously, in the coherent magnetization
phase, the more natural spin representation is done by using
ϕ and Sz as fundamental operators, which is achieved through
the Villain representation S+

i = eiϕi
√

S̃2 − Sz
i (Sz

i + 1), where
S̃ = √

S(S + 1) [68]. Therefore one can always expand the
spin components up to second order in ϕ and Sz to provide the
spin-wave spectrum energy without any correction. However,
better results are obtained with the inclusion of renormaliza-
tion parameters that consider the contributions of higher-order
terms. In the SCHA, we include a renormalization factor ρ for
each term that presents a phase expansion. Therefore, in the
series expansion, we replace ϕ by

√
ρϕ. The renormalization

parameters are then found by solving a set of self-consistent
equations. Here, we treat the time-dependent term of the mag-
netic Hamiltonian as a potential, solved in Sec. IV, while the
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quadratic model represents the constant contribution

Hm
0 = J

2

∑
〈i j〉

(
ρE S̃2

2
�ϕ2 + Sz

i Sz
i − Sz

i Sz
j

)

+ gμBBx

2

∑
i

(
ρBS̃ϕiϕi + 1

S̃
Sz

i Sz
i

)
, (6)

where we adopt a uniform field Hx, �ϕ = ϕ j − ϕi, and
include one factor renormalization for each ϕ expansion. Gen-
erally, ρE � ρB, and both parameters abruptly vanish at the
same critical temperature. In momentum space, the Hamilto-
nian assumes the simple quadratic form

Hm
0 = 1

2

∑
q

(
hϕ

q ρeffS̃
2ϕ−qϕq + hz

qSz
−qSz

q

)
, (7)

where ρeff = √
ρEρB is an effective renormalization parame-

ter, the coefficients are given by

hϕ
q = zJ (1 − γq)

√
ρE

ρB
+ gμBBx

S̃

√
ρB

ρE
, (8a)

hz
q = zJ (1 − γq) + gμBBx

S̃
, (8b)

and γq = z−1 ∑
η eiq·η is the factor structure of z nearest-

neighbor spins located at η positions. Note that, using the
ansatz Sy

q ≈ √
ρeffS̃ϕq, we can write the Hamiltonian in

terms of fluctuations of the transverse spin components as
Hm

0 = (1/2)
∑

q(hϕ
q Sy

−qSy
q + hz

qSz
−qSz

q). From the semiclassi-
cal analysis, the spin dynamics is obtained from the Hamilton
equations ϕ̇−q = −∂H/∂Sz

q and Ṡz
−q = ∂H/∂ϕq, which pro-

vide the transverse spin component dynamics

Ṡy
q = −√

ρeffS̃hz
qSz

q, (9a)

Ṡz
q = √

ρeffS̃hϕ
q Sy

q. (9b)

Assuming the elliptical oscillating transverse behavior, i.e.,
Sy

q(t ) = Ay
q cos(ωqt ) and Sz

q(t ) = Az
q sin(ωqt ), where Ay,z

q are
the transverse amplitudes, it is easy to obtain the spin-wave
frequencies, given by ωq = S̃

√
ρeffhϕ

q hz
q.

To diagonalize the quantum Hamiltonian, we define
bosonic operators via

ϕq = 1√
2

(
hz

q

ρeffS̃2hϕ
q

)1/4

(a†
q + a−q), (10a)

Sz
q = i√

2

(
ρeffS̃2hϕ

q

hz
q

)1/4

(a†
q − a−q), (10b)

which results in Hm
q = ∑

q Eqa†
qaq, where

Eq = h̄ωq = S̃
√

ρeffh
ϕ
q hz

q (11)

are the magnon eigenenergies, in agreement with the semi-
classical result. In addition, it is a straightforward procedure
to get the Holstein-Primakoff-like ladder operators

S+
q ≈ √

ρeffS̃ϕq + iSz
q =

√
2S̃ρ

1/4
eff bq, (12)

and S−
q ≈

√
2S̃ρ

1/4
eff b†

q, where we define

bq = cosh θqaq + sinh θqa†
−q (13)

with the angle θq is determined from

tanh θq =
√

hz
q − √

hϕ
q√

hz
q + √

hϕ
q

. (14)

Note that states generated by the b operator are linear com-
binations of a states moving in opposite directions. Since aq

operators diagonalize the transverse spin component Hamil-
tonian, the a states represent modes with spin in the yz plane.
In contrast, b states are magnons with spin along the x axis.
When we disregarded the renormalization procedure (equiva-
lent to adopt ρE = ρB = 1), we obtain aq = bq, provided that
θq = 0. Since hϕ

q = hz
q, the Hamiltonian can be written only in

terms of Sx
−qSx

q, and it is natural to consider spin fluctuation
along the longitudinal direction. The renormalization param-
eters are given by

ρE =
(

1 − 〈Sz
i Sz

i 〉0

S̃2

)
e− 1

2

〈
�ϕ2

〉
0 (15)

and

ρB =
(

1 −
〈
Sz

i Sz
i

〉
0

2S̃2

)
e− 1

2 〈ϕiϕi〉0 , (16)

where the indexes E and B states for the exchange and the
static magnetic field (Bx) contribution, respectively. A quick
demonstration of the above equations is given in Appendix A.
In addition, to determine ρE and ρB, we must also resolve the
equation of the magnetization Mx = (gμB/a3)〈Sx〉, where a3

is the unit cell volume and

〈Sx〉 = 1
2 〈(S+ + S−)〉0 ≈ S̃ρB. (17)

At finite temperatures, the expected values are determined by
the statistical average using Eq. (10). At a critical temperature
Tc, both parameters abruptly drop to zero, and so the SCHA is
suitable only for T < Tc.

IV. MAGNETIC COHERENT STATE

The static (Hx) and dynamic (Hy and Hz) components of
field H are fundamental pieces to provide the FMR-driven
spin pumping. In a typical FMR experiment, an alternating
field at microwave frequencies forces the spin field to oscillate
around the direction defined by the static field perpendicular
to the dynamic one. While the frequency � of the oscillating
field is kept constant, the static field is adjusted to provide the
resonance condition of the excited magnons, i.e., � = ωq=0.
When the resonance condition is achieved, the entire spin
field oscillates in the synchronous behavior, which defines
the coherent magnetization state. In this section, we show
that the SCHA provides an efficient formalism to describe the
coherent phase of FMR experiments.

To adequately describe the role of the oscillating field,
we consider the Zeeman energy associated with it as a time-
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dependent potential expressed, in the momentum space, as

V (t ) = −gμB

√
2S̃

2

∑
q

[S+
q B−

q (t ) + S−
q B+

q (t )], (18)

where B+
q (t ) = By

q(t ) + iBz
q(t ) ≡ Bqe−i�t . The time evolution

is then written as Â(t ) = S†(t )Â0(t )S(t ), where

Â0(t ) = e
i
h̄ K0t Âe− i

h̄ K0t (19)

with K0 = Ke
0 + Hm

0 , and we define the time evolution opera-
tor

S(t ) = Tt exp

[
− i

h̄

∫ t

0
V̂0(t ′)

]
dt ′. (20)

In this case, opposite to the LRT procedure, it is unnecessary
to expand the exponential in lower orders of V̂0. Using the
Eq. (12), the exponential argument is expressed as

∑
q(ᾱqaq −

αqa†
q), where the coefficient αq is given by

αq = iγ
√

2S̃ρ
1/4
eff Bq

∫ t

0
(cosh θqe−i�t ′ + sinh θqei�t ′

)

× ei(ωq+iε)t ′
dt ′, (21)

with ε � ωq being an infinitesimal factor included to en-
sure the convergence for long times, and γ = gμB/h̄. The
convergence factor plays the same role as a damping term,
which was not considered a priori but can be added through a
phenomenological analysis.

Usually, the NM/FMI samples are tiny, and the oscillating
fields can be considered uniform over the magnetic material,
which results in Bq = √

NmB⊥δq,0. In addition, since � is
of the order of 10 GHz, we can adopt that �−1 � ε−1 � t ,
which simplifies the integral result to the time-independent
value αq = α0δq,0, with

α0 = γ B⊥
√

2S̃Nmρ
1/4
eff

(
cosh θ0

� − ω0 − iε
− sinh θ0

� + ω0 + iε

)
.

(22)
Therefore, provided the high frequency of the oscillating field,
the system rapidly assumes a stationary regime with uniform
magnetization precession. The time evolution operator, given
by Eq. (20), assumes a time-independent limit when εt 
 1,
and so we write S(t 
 ε−1) = D(α), where

D(α) = exp

[∑
q

(αqa†
q − ᾱqaq )

]
, (23)

is the displacement operator that defines a coherent state
by |α〉 = D(α)|0〉, with |0〉 being the vacuum state. At fi-
nite temperature, the thermodynamics of coherent states is
given by the thermal coherent states [69,70], which asserts
that statistical averages are obtained from 〈Â〉 = Tr(ρcsÂ),
where ρcs = D(α)ρ0D†(α) defines the coherent state den-
sity matrix, with ρ0 = e−βK0/Trρ0. Therefore, using the
property D†(α)aqD(α) = aq + αq, we obtain 〈aq〉 = αq, and
〈a†

qaq〉 = n(Eq) + |αq|2, where n(Eq) = (eβEq − 1)−1 is the
Bose-Einstein distribution, which counts the thermal excited
states, and |αq|2 = Nq is the number of modes in the conden-
sate state (usually the q = 0 state). It is important to observe

FIG. 3. The coherent occupation level | fα|2 as function of the
temperature. At T = 0, approximately 43% of the magnons are in
the condensate state.

that in a coherent phase, a finite fraction of the particles (or ex-
citation modes) occupy the same coherent state and Nq ≈ N .
In contrast, other states have a very low occupations, and we
can disregard them.

Close to the resonance condition, we can use � ≈ ω0, and
write α0(T ) = fα (T )

√
Nm, where

fα (T ) =
√

2S̃γ B⊥
(
ρ

1/4
E + ρ

1/4
B

)
4(� − ω0 − iε)

, (24)

measures the occupation of the coherent state. Replacing the
infinitesimal parameter ε by η0�, where we adopt a typical
value of the order of η0 ∼ 10−3, we obtain γ B⊥/η� ≈ 1, and
so |α0|2 ≈ 0.4Nm. Note that a vanishing dissipation parameter
implies in nonphysical behavior since the model acquires infi-
nite energy due to the oscillating field. When the temperature
increases, the number of magnons in the condensate phase
decreases, and at T = Tc, the coherent state vanishes. For
T > Tc, there is no mode in the condensate state, and magnetic
excitations are composite only by thermal magnons (with
distribution following the Bose-Einstein statistics). Figure 3
shows the dependence on the temperature of the occupation
level. Curiously, even at zero temperature, only a fraction of
the magnons participates in the coherent phase, similar to the
physics of 4He superfluid, for example.

The SCHA correctly describes the oscillating behavior of
the transverse spin component when we consider the coher-
ent state development. Indeed, using Eq. (10), we obtain the
transverse magnetization dynamics

My
q (t ) = Ay

q cos(�t − φ0), (25a)

Mz
q(t ) = −Az

q sin(�t − φ0), (25b)

where the transverse amplitudes are defined by Ay
q =

(gμB/a3)
√

2S̃ρ
1/4
E |α0|δq,0, and Az

q = (gμB/a3)
√

2S̃ρ
1/4
B |

α0|δq,0, while φ0 is the phase of α0. Note that, due to the
adopted representation, the magnetization shows a clockwise
rotation, opposite to the usual counter clockwise direction.
In addition, the averages present in the self-consistent
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FIG. 4. The plot shows temperature dependence of the renor-
malization parameters ρE (dashed line) and ρB (solid line). Tc =
1.83J/kB is the critical temperature where the parameters abruptly
vanish.

equations are determined using

〈
Sz

−qSz
q

〉
cs = S̃

2

√
ρeffh

ϕ
q

hz
q

coth

(
β h̄ωq

e

)
+ 〈

Sz
q

〉2
cs (26)

and

〈ϕ−qϕq〉cs = 1

2S̃

√
hz

q

ρeffh
ϕ
q

coth

(
β h̄ωq

2

)
+ 〈ϕq〉2

cs, (27)

where the hyperbolic cotangent term is related to the usual
thermal fluctuations, while 〈Sz

q〉2
cs and 〈ϕq〉2

cs are finite only
in the precession stat and measure the coherent phase. To
solve the self-consistent equations, we also assume a time
average and replace cos2 �t , and sin2 �t by 1/2. Consider-
ing S = 1, μ0Hx = 0.1T , μ0H⊥ = 10−4T , and lattice spacing
a = 10−9m, we determine the renormalization parameters and
its dependence on temperature is shown in Fig. 4. Both pa-
rameters abruptly drop to zero at the critical temperature Tc =
1.83J/kB and, for T < Tc, ρE � ρB. The critical temperature
was determined considering the bcc lattice with a single ion
per unit cell, and other configurations provide a different ratio
kBTc/J . Here, we express the energies in units of J , and typical
values of the exchange coupling are between 10−5 to 10−3 eV.
Including anisotropic terms or other weak interactions also
slightly changes the ratio kBTc/J . However, the results ob-
tained from the simpler Hamiltonian (1) are in agreement
with expected experimental measurements. We also determine
the magnetization Mx dependence on temperature, and Fig. 5
shows the result obtained.

V. SPIN CURRENT THROUGH THE INTERFACE

The spin current across the interface can be evaluated on
any side of the NM/FMI junction. Therefore, to determine
the spin current, we consider a pillbox, on the NM side,
in contact with the interface as shown in Fig. 2. The spin
current across the pillbox boundary is composed of in and
out components of spin current on the NM (JNM) and FMI
(JFMI) sides. For a pillbox with a height much smaller than the
conduction-electron spin-diffusion length, we can disregard

FIG. 5. The magnetization Mx (in units of Hx) of the ferromag-
netic thin film below the critical temperature Tc = 1.83J/kB.

bulk spin-flip scattering, and the continuity equation pro-
vides Is = ISTT − ISP = −(h̄/2)∂t (Ne

↑ − Ne
↓), where we define

ISTT = I (in)
FMI − I (out)

NM and ISP = I (out)
FMI − I (in)

NM. Eventually, we will
adopt conditions that vanish the spin current from the NM
side, the STT contribution, and consider only the FMR-driven
spin current. Thus, using the Heisenberg equation of motion,
we obtain the spin current operator Is = i(A − A†), where

A† =
∑
kk′q

�kk′qS+
q c†

k′↓ck↑. (28)

The expected value of the spin current is determined in
the interaction picture by 〈Is(t )〉 = 〈S†(t )Îs(t )S(t )〉, where the
caret stands for time evolution according to the Hamiltonian
H − H sd, while, for small coupling at the interface, the time
evolution operator S(t ) is approximated by

S(t ) ≈ 1 − i

h̄

∫ t

−∞
Ĥ sd(t ′)dt ′, (29)

where we adopt an adiabatic evolution from t → −∞ (when
H sd = 0) to t = 0. Therefore the spin current is given by

Is = 2

h̄
Im

∫ ∞

−∞
iθ (t )〈[Â(t ), Â†(0)]〉dt . (30)

Note that electronic states have time evolution according
to He. At the same time, the statistical average, as usual,
are evaluated using the grand canonical Hamiltonian Ke =∑

kσ ξkσ c†
kσ

ckσ , where ξkσ = εk − μσ , and μσ is the chemical
potential for electrons with spin σ . It is convenient to replace
the time evolution to match with the Boltzmann weight, which
provides

Is = −2ImUret(δμ), (31)

where δμ = μ↑ − μ↓, and Uret(δμ) is the time Fourier trans-
form

Uret(δμ) =
∫ ∞

−∞
Uret(t )e

i
h̄ δμt dt (32)

of the retarded function

Uret(t ) = − i

h̄
〈[Â(t ), Â†(0)]〉. (33)
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In the above equation, despite the same notation, the time
evolution is defined by using Ke, while the electron energies
are measured in relation to the chemical potential μσ . In this
work, as we are interested in the FMR-drive spin current, from
now on, we consider a perfect spin sink, which implies δμ =
0, and consequently ISTT = 0. It is easy to obtain the retarded
Green’s function, whose magnetic part is now evaluated by
using the coherent states obtained from the previous section.
Using Â = D†(α)Â0(t )D(α), we have

Uret(t ) = − i

h̄
θ (t )Tr

(
D(α)ρ0D†(α)[Â†

0(t ), Â0(0)]
)

= − i

h̄
θ (t )〈[Â0(t ), Â(0)]〉cs, (34)

where the index cs refers to the coherent states of the magnetic
Hamiltonian contribution. The averages on the normal metal
are determined by using the usual Fermi-Dirac distribution.

VI. FMR-DRIVEN SPIN CURRENT

Once we have used the SCHA to obtain the coherent
magnetization state, we can now determine the FMR-driven

spin current. Due to the dynamic field, the magnetization
starts to precess, and coherent magnons fill the magnetic film
transporting angular momentum over all directions. When a
spin sink (the NM, in our case) is available, the spin current
is allowed to leak across the NM/FMI interface. We apply
Eq. (34) to Eq. (31) to evaluate the injected spin current,
considering δμ = 0 to avoid any contribution from spin back-
flow.

The retarded Green’s function is generally determined by
using the Matsubara formalism [66]. In this case, we use
the imaginary time Green’s function, defined by h̄U (τ ) =
−〈Tτ Â(τ )Â†(0)〉, to make the association in the Fourier space
U (ih̄νn)|ih̄νn→δμ+iε = Uret(δμ), where ih̄νn = nπ/β are the
bosonic (fermionic) frequencies for n even (odd). However,
the correspondence provided by the analytic continuation does
not work when dealing with coherent states, and the retarded
Green’s function must be solved in real time formalism. The
correspondence between the Matsubara and retarded Green
formalisms fails due to the replacement of ρ0 by ρcs. In this
case, we can not use the same eigenvalues basis for ρcs and
eiHt , necessary condition to get the correspondence. Therefore
the commutator present is Uret(t ) is determined in real time
basis and given by

〈[Â0(t ), Â†(0)]〉cs = 2S̃
√

ρeff

∑
kk′q

|�kk′q|2( fk − fk′ )e
i
h̄ (ξk↑−ξk′↓ )t

[
sinh θq cosh θq

(
ᾱ2

qeiωqt + α2
qe−iωt

)+
+ (nq − nk−k′ + |αq|2)(cosh2 θqeiωqt + sinh2 θqe−iωqt )

]
, (35)

where nq = (eβ h̄ωq − 1)−1 and nk−k′ = (eβ(ξk↑−ξk′↓ ) − 1)−1 are Bose-Einstein distribution, while fk = (eξk↑ + 1)−1 ( fk′) is the
Fermi-Dirac distribution for spin-up (spin-down) electrons. The second-order term

|�kk′q|2 = J2
sd

∑
i j

ei(k−k′−q)·(rj−ri )

N2
e Nm

≈ J2
sd Nint

N2
e Nm

(36)

is related to electrons and magnons that are created or annihilated at positions ri and rj on the interface. The approximation was
adopted considering that particles are created and annihilated at close positions, and Nint is the number of sites at the interface.

Assuming δμ = 0, the above equation is considerably simplified, and the imaginary part of the time Fourier transform is
given by

ImUret(δμ = 0) = −2π S̃
√

ρeff

{[
|α0|2 cosh2 θ0 + α2

0 + ᾱ2
0

2
sinh θ0 cosh θ0

] ∑
kk′

( fk − fk′ )δ(εk − εk′ + h̄ω0)+

+
[
|α0|2 sinh2 θ0 + α2

0 + ᾱ2
0

2
sinh θ0 cosh θ0

] ∑
kk′

( fk − fk′ )δ(εk − εk′ − h̄ω0)

}
. (37)

Considering the typical energy scale achieved in experi-
mental arrangements, the electron momentum sum provides
the simple result∑

kk′
( fk − fk′ )δ(εk − εk′ ± h̄ω0) ≈ ±ρ2

F h̄ω0

4
, (38)

where ρF = (2m3εF )1/2V/π2h̄3 is the density of states at the
Fermi level (details can be see in Appendix B). Therefore the
FMR-driven spin current density (= ISP/A) is given by

JSP(T ) =
(JsdρF

aNe

)2

π S̃h̄ω0| fα (T )|2
√

ρeff(T ), (39)

where we adopt a sample with interfacial area A = L2. Fig-
ure 6 shows the FMR-driven spin pumping dependence on
temperature. There is an apparent decrease with increasing
temperature, which is expected provided by the reduction of
magnetization coherence. It is important to emphasize that the
temperature change is homogeneous over the junction, and
we do not take into account the Seebeck effect, which comes
from temperature gradients. In addition, above the critical
temperature, SCHA predicts ρE = ρB = 0, which will result
in a vanishing FMR-driven spin current; however, since the
system shows a paramagnetic phase, a finite spin current could
be provided from EPR. Both cases, FM with temperature gra-
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FIG. 6. The temperature dependence of the FMR-driven spin
current for 0 � T � Tc, where Tc = 1.83J/kB is the critical temper-
ature in which ρE and ρB tend to zero.

dients and EPR-driven spin current, are fascinating problems.
However, they demand a profound reformulation of the SCHA
method, which is beyond the present work’s scope.

To compare the SCHA outcomes with the well-known
phenomenological results, we first briefly review the LLG
equation endowed with the Slonczewski term [65], which is
given by

ṁ = −γ m × Beff + η0m × ṁ + τ, (40)

where m = M/Ms is the unity magnetization, Beff is the
effective magnetic field, η0 is the bulk Gilbert damping,
and τ = (γ /MsVm)(m⊥ × ISP × m⊥) is a torque due to the
angular momentum leaking to the NM side. The LLG equa-
tion preserves the magnetization modulus; however, since the
damping is small, we will consider an almost constant longitu-
dinal magnetization component, while ṁ ≈ ṁ⊥ = ṁy + ṁz.
Another approach, which takes into account different damping
from transverse and longitudinal magnetization components,
is given by the Lifshitz-Landau-Bloch-Bloembergen (LLBB)
equation [4,71–73]. Provided minor corrections, the SCHA
method can also be applied to the LLBB equation as well.
For a thick magnetic film, the injected spin current is related
to the magnetization dynamics via

ISP = h̄

4π
(G↑↓

r m × ṁ − G↑↓
i ṁ), (41)

where G↑↓ = G↑↓
r + iG↑↓

i is the dimensionless spin-mixing
conductance, which can be determined from the scattering-
matrix theory of transport [17]. In general, G↑↓

r 
 G↑↓
i and,

from now on, we will consider only the real part of G↑↓.
Therefore the spin current torque results in an additional
contribution to the total Gilbert damping [19,21,74], which
is written as η = η0 + δη, where

δη = γ h̄G↑↓

4πMsVm
(42)

is the extra damping from the FMR-driven spin current. It is
more convenient to define the spin-mixing conductance per
area g↑↓ = G↑↓/A, and, for YIG films, typical spin-mixing
conductance values are found over the interval 1.1 − 3.9 ×

1018m−2, while η0 ∼ 10−3, depending on geometric and in-
trinsic sample properties [75–77].

Using the transverse magnetization components obtained
from SCHA, we get

(m × ṁ)x = − (γ B⊥)2�
(
ρ

1/4
E + ρ

1/4
B

)2√
ρeff

4S̃[(� − ω0)2 + (η0�)2]
, (43)

where the minus sign is related to the clockwise direction of
the precession. Comparing the results of Eqs. (39) and (41),
we obtain the spin-mixing conductance

g↑↓ = 4S̃3J2
sd m3

eεF

π2h̄6ρ2
e a2

, (44)

where εF ∼ 10 eV is the Fermi energy, me is the electron
mass, and ρe ∼ 1028 m−3 the NM electron density. For Jsd ∼
0.1 eV, and a ∼ 1 nm, the above equation provides g↑↓ ≈
2.6 × 1018 m−2, which is in remarkable agreement with ex-
perimental values. On the other hand, the additional Gilbert
damping is given by

δη = m3
eaJ2

sd S̃2εF

π3h̄6ρ2
e dm

, (45)

where dm is the magnetic film thickness. For the same esti-
mated parameters used above, and dm = 10−6 m, we found
δη ≈ 1.5 × 10−4, which is also within the expected.

Finally, we can also use the SCHA formalism to determine
the magnetic susceptibility, which provides a valuable link
between theory and experimental measurements [4]. Indeed,
measurements from ISHE voltage in the NM side side directly
correspond with the real and imaginary part of the magnetic
susceptibility, and they are commonly used to get information
about ferromagnetic damping. To obtain the susceptibility, we
introduce the circularly polarized magnetization

M+
q = My

q + iMz
q ≈ gμB

a3

√
2S̃ρ

1/4
eff |αq|e−i(�t−φ0 ), (46)

where we replace ρE and ρB by ρeff to simplify the result.
Similarly, we define B+

q (t ) = √
NmB⊥δq,0e−i�t , which, after a

simple calculation, provides

M+
q (t ) = γ Ms√ρeff

� − ω0 − iη0�
B+

q (t ). (47)

Since B+
q = μ0(H+

q + M+
q ), we found M+

q = χH+
q , with the

magnetic susceptibility expressed by

χ = χ ′ + iχ ′′ = ωM

� − ωH − iη0�
, (48)

where ωH = γμ0Hx√ρeff, and ωM = γμ0Ms√ρeff. Both real
and imaginary parts of χ are shown in Fig. 7. Only to provide
better visualization, we chose η0 = 10−2, and the vertical axis
is normalized in terms of ωM/η0�. Apart from the renormal-
ization factor, the magnetic susceptibility is identical to the
well-known result found in the literature. The imaginary part
of the susceptibility assumes half of the peak at the points
ωH = (1 ± η0)�, and the difference between them is used to
define the linewidth �H (the same linewidth also be deter-
mined by the difference between the points that define the
maximum and minimum of χ ′). It is easy to demonstrate that
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FIG. 7. The real (solid line) and imaginary (dashed line) parts
of the magnetic susceptibility (normalized in terms of ωM/η0�)
obtained from the SCHA formalism.

η0 = √
ρeffγ�H/� and so, the linewidth provides an alterna-

tive to determine the ferromagnetic damping. In addition, the
imaginary part is proportional to the power absorption (per
volume) of the oscillating field by the sample. Indeed, we
can show that P(�) = μ0�χ ′′H2

⊥/2, and thus the absorption
radiation is maximum close to the resonant condition ω0 = �.

VII. SUMMARY AND CONCLUSIONS

In this work, we applied the SCHA formalism and co-
herent states to investigate the FMR-driven spin current
in an NM/FMI junction. Over the years, similar problems
have been analyzed through bosonic representations or phe-
nomenological approaches. Provided the coherent nature of
ferromagnetic resonance, it is appropriated to apply the co-
herent state formalism. In addition, in the SCHA formalism,
the entire development is performed through the ϕ and Sz

operators that satisfy [ϕi, Sz
j] = δi j . Thus the SCHA is an

advantageous method for studying problems involving FMR.
Here, we considered the application of a resonant driv-

ing field in an NM/FMI junction to provide the injection
of spin current into the normal metal. First, the FMR-driven
spin pumping was determined by using an sd coupling at
the interface. Then, a precise and detailed development was
performed to obtain, beyond the spin pumping current, the
spin-mixing conductance, the extra magnetic damping from
the spin pumping, and the susceptibility. The SCHA results
showed considerable agreement with experimental data when
considering typical experimental values of the involved pa-
rameters.

In summary, we have demonstrated the efficiency of the
SCHA method, combined with coherent states, to treat mag-
netic problems in spintronics. Therefore a series of open
problems could also be investigated by using the presented
formalism that would result in a breakthrough for much spin-
tronic research.

APPENDIX A: RENORMALIZATION PARAMETERES

To determine the renormalization parameter, we compare
the value of 〈Ṡz

qṠz
−q〉0 obtained from the quadratic Hamilto-

nian (7) with the result obtained from Hm without the series
expansion. Starting with the former, and considering the semi-
classical analysis, we obtain

〈
h̄2Ṡz

qṠz
−q

〉
0 = (

hϕ
q S̃2

)2〈ϕqϕ−q〉0 = hϕ
q S̃2

β
, (A1)

with hϕ
q = gμBBxρB + zJS̃2(1 − γq)ρE . To find out the second

term, given by the Fourier transform〈
Ṡz

qṠz
−q

〉 = 1

N

∑
i j

〈
Ṡz

i Ṡz
j

〉
eiq·(r j−ri ), (A2)

we use the following useful relation, obtained after an integra-
tion by parts,

〈
h̄2Ṡz

i Ṡz
j

〉 = 1

Z

∫
DϕDSz 1

β

∂2Hm

∂ϕi∂ϕ j
e−βHm

, (A3)

where Z is the partition function, and the integration mea-
sure DϕDSz stands for the field integration over each site
on the lattice. In addition, we extend the integration limit to
−∞ < ϕ, Sz < ∞ and thus we deal with Gaussian integrals.
The derivative of the semiclassical Hamiltonian provides

∂2Hm

∂ϕi∂ϕ j
= gμBBx

√
S̃2 − (

Sz
i

)2
cos ϕiδi j

+ J
∑

l

√
S̃2 − (

Sz
i

)2
√

S̃2 − (
Sz

l

)2

× cos(ϕl − ϕ j )(δi j − δil ).

The Fourier transform is then written as〈
h̄2Ṡz

qṠz
−q

〉 = gμBBx

β
〈
√

S̃2 − (Sz )2 cos ϕ〉

+ zJ (1 − γq)

β
〈[S̃2 − (Sz )2] cos �ϕ〉, (A4)

where we consider that the averages are site independent.
Comparing with the previous result and using the decoupled
quadratic Hamiltonian Hm

0 to evaluate the average, we obtain
the self-consistent equations used in the text.

APPENDIX B: ELECTRON MOMENTUM SUM

In order to evaluate the momentum sum of up- and down-
spin, we use the conservation energy condition to write∑

k

δ(εk − εk′ ± h̄ω0) ≈ mV

2π2h̄2 k′
(

1 ± h̄ω0

2εk′

)
, (B1)

and thus, in the continuum limit, the left-hand side (l.h.s.) of
Eq. (38) is given by

m2V 2

4π3β h̄4

{
2m

β h̄2 [F1(βμ ± β h̄ω0) − F1(βμ)]

±mω0

h̄
[F0(βμ ± β h̄ω0) − F0(βμ)]

}
, (B2)

where the integral was written as∫
d3k′

(2π )3

f (ξ ± h̄ω0)

k3−2l
= �(l )

4π

(
2m

β h̄2

)l

Fl−1(βμ ∓ β h̄ω0)

(B3)
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with

Fl (x) = 1

�(l + 1)

∫ ∞

0
dzzl (ez−x + 1)−1 (B4)

being the complete Fermi-Dirac integral. Here, we have con-
sidered the perfect spin sink limit, i.e., μ↑ = μ↓ = μ. For
l = 0, we have the exact result F0(x) = ln(1 + ex ), while the
derivatives are given by dFl/dx = Fl−1(x). In usual FMR
experiments, we deal with the energies μ ≈ εF ∼ 10 eV,

kBT ∼ 10−2 eV, and h̄ω0 ∼ 10−6 eV, which justify a Taylor
expansion of the Fermi-Dirac integral F1 around βμ (F0 is
assumed constant). Therefore Eq. (B2) provides

∑
kk′

( fk − fk′ )δ(εk − εk′ ± h̄ω0) = m3V 2

2π4h̄6

F0(βμ)

β
, (B5)

which directly results in Eq. (38).
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