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Ab initio study of shock-compressed copper
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We investigate shock-compressed copper in the warm dense matter regime by means of density functional
theory molecular dynamics simulations. We use neural-network-driven interatomic potentials to increase the size
of the simulation box and extract thermodynamic properties in the hydrodynamic limit. We show the agreement
of our simulation results with experimental data for solid copper at ambient conditions and liquid copper near
the melting point under ambient pressure. Furthermore, a thorough analysis of the dynamic ion-ion structure
factor in shock-compressed copper is performed and the adiabatic speed of sound is extracted and compared
with experimental data.
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I. INTRODUCTION

Understanding matter in extreme conditions is challenging.
Especially warm dense matter (WDM), which is charac-
terized by temperatures above a few electronvolt (eV) and
solid densities exhibits non-negligible degeneracy and strong
correlations that must be treated in a quantum mechanical
many-body framework [1,2]. Experimentally, due to their high
energy density, these states can only be created transiently,
and therefore, must be probed on short time scales using
intense short-wavelength radiation. Shock-compression ex-
periments are among the premier ways extreme conditions
can be reached in the laboratory. They have been used to
study the high-pressure phase diagram of various geological
materials [3], metals like silver, gold and platinum [4–6], iron
at super-Earth conditions [7], and hydrocarbons [8–10], even
revealing novel phenomena like the formation of diamonds in
the interior of Neptune [11]. In shock and ramp compression
studies, copper itself is often used as a resistivity gauge [12],
and its behavior under extreme conditions has been the tar-
get of several theoretical and experimental studies over the
past decades. The conductivity of expanded liquid copper has
been studied in rapid wire evaporation experiments [13] and
isochoric heating experiments using a closed vessel appara-
tus [14], while the effects of femtosecond irradiation has been
studied using first-principles calculations [15]. Melting curves
over a wide pressure range have been predicted theoretically
and measured [16–20]. Recently, Baty et al. [21] have used
ab initio simulations to study the melting line of copper up to
pressures relevant for shock compression, while accounting
for the experimentally and theoretically predicted metastable
bcc phase [22–25]. Furthermore, a plethora of shock wave
measurements in the Mbar regime are available, although
the uncertainties for measurements beyond 5 Mbar increase
significantly. Notoriously, it is challenging to extract reliable
information on structural or transport properties at these ex-
treme conditions. However, with novel improvements to the

spectral resolution at high-brilliance x-ray free electron laser
facilities, it is now becoming possible to measure the ion
dynamics of transient WDM states through inelastic x-ray
scattering [26–28], as well as structural changes via x-ray
diffraction [8–10]. While a lot of theoretical work regarding
copper has been performed on phase transitions and the en-
ergy transfer from the electrons to ions, we focus, here, on the
ion dynamics that can be accessed in scattering experiments.

The dynamic structure factor (DSF) is vital for accurately
describing the dynamics of matter under extreme condi-
tions. There has been a lot of work on the DSF in the
context of molecular dynamics (MD) simulations, ranging
from the direct observation from ion trajectories [29,30] to
fits to analytical expressions [31–33]. Large-scale classical
simulations have been employed to reach the hydrodynamic
regime [34–36] and to study structural properties and propa-
gation in glasses and disordered solids via the disperison of
the longitudinal and transverse DSF [37–39]. Furthermore,
MD simulations have been coupled to density functional the-
ory [40,41] (DFT-MD) to reach ab initio accuracy in the
description of the DSF [42]. This allows us to probe the
ion dynamics of dynamically compressed targets, requiring
sophisticated many-body simulations, that take into account
the quantum mechanical nature of WDM states, to compare
with the experimental observations. These DFT-MD simula-
tions have proven successful at describing the principal shock
Hugoniot [43–45] and the ion-ion DSF of various materi-
als [46–49]. Recently, the use of neural network potentials has
emerged, combining the benefits of the large-scale classical
simulations with the ab initio accuracy of the forces in DFT.
Several studies have shown the application of this technique
to the DSF [36,50,51] and studied the extent of the hydrody-
namic regime and the accessibility of various transport and
thermodynamic properties.

Here, we apply these state-of-the-art methods to shock-
compressed copper at experimentally reachable conditions
and we make predictions for experimentally observable
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quantities like the static and dynamic ion-ion structure factor.
First, we benchmark our results against experimental results
for solid and liquid copper, and then compute the principal
Hugoniot curve and study the change of the ion dynamics.
A brief summary of the relevant equations and the details of
the simulation methods are given in Sec. II. In Sec. III, we
determine the phonon spectrum of solid copper at ambient
conditions from the ion-ion DSF and compute the dynamic
electrical conductivity. For liquid copper at ambient pressure
near the melting point, we compute the static and dynamic
structure factor and compare to experimental results, see
Sec. IV. Subsequently, we compute the principal Hugoniot
curve in Sec. V and compare to shock compression exper-
iments, and experimental and theoretical predictions for the
melting line. Finally, in Sec. VI, we study the evolution of
the static and dynamic ion-ion structure factor during shock
compression and extract the adiabatic speed of sound, which
we compare to recent measurements by McCoy et al. [52].

II. THEORETICAL METHOD

Through DFT-MD simulations, we gain access to the time-
dependent ion positions �ri(t ) and velocities �vi(t ). By virtue
of the Wiener-Khinchin theorem [53,54], the dynamic ion-ion
structure factor

Sii(�k, ω) = 1

2πN

∫ ∞

−∞
dt 〈n�k (τ ) n−�k (τ + t )〉τ eiωt , (1)

which contains all information on the dynamics of the ion
system, can be defined. Here N is the number of ions in the
system, �k is the wave vector, ω is the frequency, and the spatial
Fourier component of the ion density n(�r, t ) is given as

n�k (t ) =
∫
R3

d3r n(�r, t ) ei�k·�r =
N∑

i=1

ei�k·�ri (t ), (2)

n(�r, t ) =
N∑

i=1

δ3(�r − �ri(t )), (3)

with the time-dependent ion positions �ri(t ). In Eq. (1), τ

denotes an absolute time relative to the time delay t . The
ensemble average, denoted by subscript τ , is taken to be the
sample average for independent configurations with different
values of τ but the same value of t .

According to the hydrodynamic model [33], the dispersion
of the collective side peak of Sii(�k, ω), called the sound mode
in the hydrodynamic limit, is connected to the adiabatic speed
of sound cs via

ωsound(�k) = cs|�k| . (4)

The position of the sound mode ωsound can be extracted from
the DSF via a fitting scheme (for details, see Refs. [46,47,51]).

The dispersion of the longitudinal current-current correla-
tion spectrum J (�k, ω), which is closely related to the DSF via

J (�k, ω) = ω2

k2
Sii (�k, ω), (5)

defines the apparent sound speed cl.
The long-wavelength limit of the static ion-ion structure

factor, which is defined as the frequency integrated ion-ion

DSF Sii (k) = ∫ ∞
−∞ Sii (k, ω) dω, can also be determined from

lim
k→0

Sii (k) = κT nikBT (6)

via thermodynamic relations [55]. Here, ni is the ion density,
T is the temperature and κT is the isothermal compressibility
which is also accessible via the thermodynamic relation

κT = − 1

V

(
∂V

∂P

)
T

, (7)

where V is the volume of the simulation box and P is the
pressure.

In order to analyze shock compression experiments, we
employ the Hugoniot equation [56–59]

ε1 − ε0 = 1

2
(P1 + P0)(V0 − V1), (8)

εa = Ea

ma
, a = 0, 1, (9)

which can be derived from the conservation of energy E ,
momentum p, and mass m at a propagating shock front. Here,
the subscript 0 indicates the conditions of the unshocked ma-
terial while subscript 1 indicates the conditions of the shocked
material.

The DFT-MD simulations in this work were per-
formed within the Vienna ab initio Simulation Package
(VASP) [60–62]. The electron density at each time step
is computed according to the finite-temperature DFT ap-
proach [63], using the generalized gradient approximation of
Perdew, Burke and Ernzerhof (PBE) [64] for the exchange
correlation functional (XC functional). The MD is carried
out using the Born-Oppenheimer approximation by solving
Newton’s equations of motion for the ion positions. The forces
are determined by the electronic charge density, where the
electrons always remain in an instantaneous, thermal equili-
bration defined by the ion positions.

Within VASP the Kohn-Sham orbitals are expanded in a
plane wave basis set up to a cutoff energy Ecut, which we
set at 800 eV. For the ion potential of copper a projector
augmented-wave potential [65] is used (PAW PBE Cu GW
19May2006), which treats the outer 11 electrons explicitly
in the DFT framework, with the remaining electrons frozen
in the core. For temperature control, the algorithm of Nosé-
Hoover [66,67] is used with a mass parameter corresponding
to a temperature oscillation period of 40 time steps. To allow
for melting and freezing along the principal Hugoniot curve,
the simulation box for copper is spanned by lattice vectors of
the face-centered cubic (fcc) structure. For the simulations at
ambient pressure, 125 copper atoms were used, while for all
conditions along the Hugoniot curve 64 copper atoms were
placed in the simulation box. The sampling of the Brillouin
zone was carried out at the Baldereschi mean-value point [68]
for all DFT-MD simulations. For the conductivity calcula-
tions, at least ten uncorrelated snapshots are taken from the
DFT-MD simulation and reevaluated using a more accurate
energy convergence criterion and a 2 x 2 x 2 Monkhorst-
Pack grid [69]. Additionally, these snapshots were evaluated
using the hybrid XC functional of Heyd, Scuseria and
Enzerhof (HSE) [70,71]. For these calculations, however, only
the Baldereschi mean-value point was considered due to the
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higher computational demand of HSE calculations. The elec-
trical conductivity is computed from these simulations via
the Kubo-Greenwood fomula [72,73], using the eigenstates
and eigenenergies of the Kohn-Sham orbitals (for details,
see Ref. [74]). We employ a complex shift of 0.1 in the
Kramers-Kronig transformation. We have carefully checked
the convergence of our results with regard to plane wave
energy cutoff, length of the time step, number of particles and
Brillouin zone sampling. Additionally, we compute electronic
transport properties using time-dependent DFT (TD-DFT) in
the linear response regime [75], which is based on the linear
density-density response of the electronic system to an exter-
nal, time-dependent perturbation.

Furthermore, we train high-dimensional neural net-
work(NN) interatomic potentials to reproduce the DFT forces
and energies, enabling us to perform neural-network-driven
molecular dynamics (NN-MD) simulations with up to 32 000
copper atoms. Separate neural network potentials are trained
for each condition due to the large temperature range covered
in this study. Each neural network is trained on at least 4000
configurations randomly sampled from DFT-MD simulations
that span at least 40 000 time steps. These simulations include
a long (at least 20 000 time steps) simulation at the desired
conditions and shorter (at least 5000 time steps) simulations
at slightly higher and lower density and temperature than the
considered conditions. The higher particle number improves
the resolution of the phonon dispersion in the solid due to the
larger number of available wave vectors, and it enables access
to the hydrodynamic limit in the liquid regime. We use the
implementation in the n2p2 software package [76–78], which
employs Behler-Parrinello symmetry functions to describe the
environment of each copper atom and subsequently passes
these symmetry functions to the input layer of the neural net-
work. A Kalman filter is used to adjust the weights and biases
of the neural network during training. We use two hidden
layers with 40 nodes each, and set the cutoff radius between
6 Å at ambient conditions and 4 Å at the highest pressure
condition along the Hugoniot. The environment of each atom
is described by 13 radial symmetry functions and 12 narrow
angular symmetry functions chosen according to the scheme
described in Ref. [79]. The remaining parameters are set to
their default values. The trained potential is subsequently
used in conjunction with the LAMMPS molecular dynamics
simulation code [80] to produce the MD simulations. The tem-
perature in the NN-MD simulations is also controlled using a
Nosé-Hoover thermostat.

III. RESULTS FOR SOLID COPPER AT
AMBIENT CONDITIONS

First, we test our simulations against known results for
ambient solid copper at the density ρ = 8.94 g/cm3 and tem-
perature T = 303 K. While the DSF described in Eq. (1) can
be averaged over all wave vectors with equal magnitude in
liquid and warm dense copper, the orientation of �k relative
to the crystallographic axes is relevant in the solid phase. In
Fig. 1, we show the phonon dispersion of solid copper at am-
bient conditions along a high-symmetry path through the first
Brillouin zone. The phonon positions are determined from the
transverse and longitudinal current-current correlation spec-
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FIG. 1. The phonon dispersion of solid copper at ρ = 8.94
g/cm3 and T = 303 K extracted from the longitudinal and transverse
current-current correlation spectrum. The x axis is scaled by the lat-
tice constant a of ambient copper. Experimental data from Nicklow
et al. is given as a reference [82].

trum Jt (k, ω) and Jl (k, ω) (see Ref. [51] for details) of the
NN-MD simulations by the peak finding routine find_peaks
implemented in the SciPy library for scientific computing in
python [81]. This analysis of phonon modes is fully dynamic
and does not require a harmonic or quasiharmonic oscillator
model.

The observed agreement with experimental data by Nick-
low et al. [82] is very good, indicating that the lattice
dynamics in solid copper are well described by our simula-
tions. We show an example of the transverse and longitudinal
current-current correlation spectrum along the high-symmetry
path 
 − K − X in Fig. 2. The contributions due to lon-
gitudinal density oscillations are colored green and the the
correlation spectrum of transverse currents is colored red.

Furthermore, we investigate the dynamic electrical conduc-
tivity using the Kubo-Greenwood formula [72,73]. Results for
PBE and HSE calculations are shown in Fig. 3 compared to
an experimental result by Henke et al. [83] and predictions
from TD-DFT linear response calculations. Experimentally,
Henke et al. measured the absorption coefficient α(ω) of
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FIG. 2. The current-current correlation spectrum of solid copper
at ρ = 8.94 g/cm3 and T = 303 K along the high-symmetry path

 − K − X . The transverse part is colored red, while the longitudinal
part is colored green.
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FIG. 3. Dynamic electrical conductivity of solid copper at am-
bient conditions computed from a DFT simulation with 125 atoms
using the Kubo-Greenwood formula and results of TD-DFT linear
response calculations with four atoms and the adiabatic local density
approximation. The black line indicates results achieved with the
PBE XC functional, while the grey line represents results using the
HSE XC functional. Measurements of Henke et al. [83] are given as
reference.

ambient copper which can be translated to the real part
of the dynamic electrical conductivity by Kramers-Kronig
relations. We also compute the dynamic electrical conduc-
tivity using linear response TD-DFT. Here, we compute the
density-density response function due to an external perturba-
tion potential within a simulation cell containing four atoms.
The effect of electron-electron interactions is incorporated
using the random-phase approximation, which accounts for
local-field effects from the Coulomb interaction but neglects
exchange-correlation. From the response function, transport
properties, such as the electrical conductivity or the DSF,
are extracted by aid of the fluctuation-dissipation theorem.
TD-DFT has been used to compute XRTS spectra using both
the real-time [84] and linear response formalisms [85]. The
agreement in Fig. 3 is good, while the theoretical models
predict a significantly lower conductivity at ≈2 eV. Also, the
measurements are lower than the theory predictions at ≈7 eV
and the feature at ≈25 eV, which is observed by theory and
experiment, occurs at lower frequencies in the simulations.
This shift corresponds to shifted energy states relative to the
continuum of states. The DFT-MD simulation predicts the
energy states responsible for the observed feature at higher en-
ergies than the experiment indicates. This underestimation of
energy gaps is a well known problem of DFT with commonly
used XC functionals like PBE [64]. Better agreement with
experimental observations can be achieved using the hybrid
functional HSE [70,71] as shown, e.g., for aluminum [86].
However, in this case, the HSE calculations overestimate the
position of the feature, shifting it to ≈28 eV.

IV. RESULTS FOR LIQUID COPPER
AT AMBIENT PRESSURE

As another test of the method we perform simulations of
liquid copper at ρ = 7.69 g/cm3 and T = 1773 K in order to
compare to experimental data by Waseda and Ohtani [87] who
performed x-ray diffraction experiments at these conditions.
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FIG. 4. Static structure factor of liquid copper at ρ = 7.69 g/cm3

and T = 1773 K computed from a DFT-MD simulation with 125
atoms and a NN-MD simulation with 32 000 atoms. Two experi-
mental results from x-ray diffraction (Waseda and Ohtani [87]) and
neutron diffraction (Eder et al. [88]) are shown as reference. The
right inset zooms in on the long-wavelength behavior and shows the
k → 0 prediction by DFT-MD and an experimental result of liquid
copper near the melting point by Filippov [91]. The top inset zooms
in on the behavior around the first correlation peak.

We additionally compare to neutron diffraction data by Eder
et al. [88]. The atomic form factor must be regarded if the ion
dynamics are to be extracted from x-ray scattering. Waseda
and Ohtani used form factors computed from relativistic
Dirac-Slater wave functions [89] with anomalous dispersion
corrections [90], while for neutron diffraction merely the mul-
tiple scattering in the sample must be accounted for [88].
Figure 4 shows static ion structure factors calculated from a
DFT-MD simulation with 125 atoms and a NN-MD simula-
tion with 32 000 atoms.

The static structure factors inferred from Waseda and
Ohtani (T = 1773 K) and from the diffraction experiments
of Eder et al. (T = 1883 K) are displayed for comparison.
The general agreement is good while there are noticeable
differences in the first correlation peak at around 3 Å−1 and
for the low-k limit, displayed in the insets of Fig. 4. The first
correlation peak is characterized by the length scale at which
the minimum of the interatomic potential occurs. Here, longer
simulations lead to better statistics, which better resolves the
dynamics in this area, leading to a lowering of the peaks.
Additionally, smaller simulation boxes artificially enhance
the near-field order that is induced by the minimum of the
interatomic potential. Experimentally, it is influenced by
the angular resolution of the detector and spectral width of the
light/neutron source. Remarkably, the first correlation peak
of Eder et al. lies higher than that of Waseda and Ohtani,
although higher temperatures generally lead to diminishing
correlations, corresponding to a lower correlation peak.

The low-k limit is of interest because the value for k →
0 can be determined by the isothermal compressibility via
Eq. (6) which is accessible through DFT-MD simulations via
Eq. (7). We perform additional simulations at 5% higher and
lower densities in order to evaluate the derivative. The limit
determined this way is indicated by the black diamond in the
inset, while the violet asterisk is determined from inserting
an experimental compressibility (inferred from the speed of
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FIG. 5. Peak position of the ion acoustic mode taken from the
DSF and from the longitudinal current-current correlation Jl (k, ω)
[see Eq. (5)] dependent on the k value. For wave numbers below the
first correlation peak results from the NN-MD simulation are shown,
while all other results are taken from the DFT-MD simulation. A
best linear fit for the low k limit of the ion acoustic mode of the
DSF is indicated and the corresponding adiabatic speed of sound is
presented. The inset shows a comparison between DFT-MD and NN-
MD results for small k.

sound) [91] into Eq. (6). Eder et al. artificially extended their
structure factor for k values smaller than 0.5 Å−1 to match
the value computed from the compressibility near the melting
point by Filippov et al. [91], also used for the violet asterisk,
and a density determined by Cahill and Kirshenbaum [92]. It
approaches a higher value than the two indicated limits due
to the higher temperature of the experiment [see Eq. (6)].
The DFT-MD simulation with 125 atoms allows access to
k values down to 0.57 Å−1, which indicates that the trend
of Sii (k) agrees qualitatively with the known limit at k → 0,
while no definite conclusion on the agreement can be made
without further investigation with more atoms. With the larger
NN-MD simulations, it is apparent that Sii (k) also agrees
quantitively with the limit computed through (6). For wave
vectors k between 0.8 Å−1 and 2.5 Å−1, observations differ
between Eder et al. and Waseda and Ohtani. The DFT-MD
simulations agree well with the former while the latter is
significantly lower in that region (see inset in the lower right
corner of Fig. 4). A reason for this difference could be the
form factor which must be additionally considered for x-ray
diffraction experiments.

Furthermore, we compute the DSF Sii (k, ω) and the
closely related longitudinal current-current correlation spec-
trum Jl (k, ω). We extract various properties of the different
contributing modes by fitting to a generalized collective
modes approach [93,94] with one diffusive and one propagat-
ing mode, see Ref. [51] for details. Figure 5 shows the peak
positions of the ion acoustic mode extracted from the DSF as
a function of the wave vector k. This can be considered as the
dispersion relation of the ion acoustic mode. Also shown in
this figure are the peak positions of the longitudinal current
correlation given by Eq. (5) which describes collective exci-
tations via currents [95] and determines the apparent speed
of sound cl [96]. The DSF, on the other hand, can be used to
extract the adiabatic speed of sound cs in the hydrodynamic
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FIG. 6. Peak width of the thermal mode of the ion-ion DSF
dependent on the k value. Experimental results from Hagen et al. [98]
and data calculated from experimentally determined static ion struc-
ture factors by Eder et al. [88] are given as comparison. The inset
shows a comparison between the results of the DFT-MD (125 atoms)
and NN-MD (32 000 atoms) simulations in the region where experi-
mental data is available.

limit [33]. Both of these quantities are indicated in Fig. 5,
as well as the free-particle limit of a noninteracting classical
system. In this limit, the peak position of Jl is determined by
the noncollective mode which is described by

ωJ (�k) =
√

2

miβ
|�k|, (10)

see Ref. [97]. The different physical regimes that correspond
to low- and high-k values were discussed in detail recently in
Ref. [51] for warm dense aluminum. As the ions behave like
free particles in the high-k limit, their dispersion is described
by the free-particle limit, as can be seen from Fig. 5.

Another feature that can be extracted from the DSF is the
width of the diffusive thermal mode represented in Fig. 6. It
corresponds to the random thermal movement of the ions and
its shape is connected to how much energy can be coupled to
this mode. The wider the peak, the higher the energy transfer
to an individual ion can be. The magnitude of the peak is
determined by the static structure factor which accounts for
how many ions are present on the length scale defined by k.
Therefore, the width and the height of the peak determine
the energy that can be transferred to the thermal mode. In
Fig. 6, the widths for DFT-MD simulations with 125 atoms
and NN-MD simulations with 32 000 atoms are shown and
compared to an experimental result from inelastic neutron
scattering by Hagen et al. [98] and a result inferred from
neutron scattering by Eder et al. [88]. While the former rep-
resents a direct measurement, the results by Eder et al. are
calculated from the static structure factor in Fig. 4. They use
a simple model [99] with one free parameter to artificially
introduce the dynamics. The ab initio DFT-MD approach
describes the dynamics in a more consistent way than the
model chosen by Eder et al. Since their static structure factor
agreed well with DFT-MD simulations (see Fig. 4), the ob-
served deviations are attributed to the artificially introduced
dynamics.
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FIG. 7. Lower panel: Hugoniot curve for copper in the P-ρ
plane inferred from isotherms calculated using DFT-MD (black) and
isotherms from the SESAME 3333 table [100] (grey). The tempera-
tures for some data points are annotated. High pressure experimental
values by McCoy et al. [52], Glushak et al. [101], Kormer et al. [102],
Altshuler et al. [103], and Mitchell et al. [104] are shown. The
dotted horizontal lines indicate the conditions we choose for further
investigation. More information on the conditions is given in Table I.
Upper panel: Zoomed in view of the low pressure range, where
experimental data by Mitchell et al. [105], Altshuler et al. [106], and
McQueen et al. [107] are shown.

V. THE PRINCIPAL HUGONIOT CURVE

The Hugoniot equation (8) is dependent on pressure P,
density ρ, and specific internal energy ε. For a given temper-
ature, the equation of state (EOS) defines the values for P,
ρ, and ε that satisfy the Hugoniot equation. We compute 16
isotherms ranging from 1700 K upto 60 000 K, with four to
five different densities per isotherm.

The pressure and internal energy are interpolated using
cubic splines, and Eq. (8) is solved numerically to give the
principal Hugoniot curve depicted in Fig. 7. The EOS data
along the principal Hugoniot curve is listed in Table I. As a
comparison, we compute the principal Hugoniot curve from
the standard SESAME 3333 EOS table [100]. Figure 7 illus-
trates the results obtained from DFT-MD isotherms and from
SESAME isotherms in the pressure-density plane. Experi-
mentally, the Hugoniot curve of copper in the pressure-density
plane has been constrained well for pressures up to 4 Mbar
(see Fig. 7). For higher pressures, the spread of experimental
results is significantly larger [52] and experimental uncertain-
ties increase.

The SESAME EOS predicts consistently higher tempera-
tures during the compression process. While the temperature
difference at ≈1 Mbar at roughly similar conditions is
≈150 K, the difference becomes ≈3200 K around 6.7 Mbar.

TABLE I. Conditions for compressed copper predicted from
DFT-MD isotherms.

P (GPa) T (K) ρ (g/cm3) u (kJ/g)

113 1700 12.193 −3.9774
162 3000 12.959 −2.8628
212 4600 13.583 −1.6052
237 5400 13.862 −0.9597
264 6300 14.134 −0.2339
289 7200 14.373 0.4534
304 7700 14.499 0.8458
352 8200 14.793 2.1275
393 9500 15.095 3.3089
436 10900 15.373 4.5471
476 12400 15.617 5.7083
506 13500 15.805 6.6302
586 16600 16.249 9.1182
676 20000 16.694 11.8969
941 30000 17.792 20.5124
1799 60000 20.220 50.4514

While the deviation in the pressure-density plane is small and
difficult to assess experimentally, the temperature difference is
significant and could be used to test the respective EOS. The
agreement in Fig. 7 is best between 2.5 and 3.5 Mbar which
is the region in which both EOS predict the melting point as
can be seen in Fig. 8.

Experimental results by Mitchell et al. [105], Altshuler
et al. [106], and McQueen et al. [107] are indicated in the
upper panel of Fig. 7 and show better agreement with the
SESAME data while the DFT-MD Hugoniot lies slightly
higher in the pressure-density-plane. The lower panel of Fig. 7
shows the available high-pressure Hugoniot compression data
by McCoy et al. [52], Glushak et al. [101], Kormer et al. [102],
Altshuler et al. [103], and Mitchell et al. [104]. In this regime,

0 100 200 300 400 500 600
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T
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Hugoniot (This work) Hugoniot (SESAME)

Melting
MD (bcc), Baty et al.
MD (fcc), Baty et al.
MD (fcc), Wu et al.
MD (fcc), Moriarty et al.
MD (fcc), Belonoshko et al.
Exp., Hayes et al.

200 300 400

6000

8000

FIG. 8. Hugoniot curve for copper in the T -P-plane inferred
from isotherms calculated using DFT-MD (black) and isotherms
from the SESAME 3333 table (grey). Melting lines determined by
Wu et al. [18], Moriarty et al. [19], and Belonoshko et al. [20] using
different variations of MD simulations as well as experimental results
by Hayes et al. [17] are indicated.
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FIG. 9. DFT-MD results of the static structure factor of liquid
copper along the Hugoniot curve. In the inset the low k behavior is
shown on a log scale and the NN-MD results are shown for wave
numbers that are not accessible to the DFT-MD results. The limits
for k → 0 are also indicated [see Eq. (6)]. Further information on
the conditions is given in Fig. 7 and Table I.

both EOS studied here are compatible with the experimental
data due to their large experimental uncertainties. The only
exception is the high-pressure point by Mitchell et al. around
1500 GPa, which agrees with neither of the theoretical predic-
tions.

In the temperature-pressure plane, the melting point along
the Hugoniot is easily identifiable by a kink which is due to
the latent heat needed for the phase transition. From the inset
in Fig. 8, the melting point as predicted by SESAME lies
between 2.3 and 3 Mbar, and the melting point predicted by
DFT-MD calculations lies between 3 and 3.5 Mbar. While the
MD simulations by Wu et al. [18] and Moriarty et al. [19],
as well as experiments by Hayes et al. [17] agree roughly
with the SESAME results, the two-phase MD simulations by
Belonoshko et al. [20] display a trend that tends towards the
melting point predicted by DFT-MD simulations. However,
their calculations did not cover the pressure range in question.
A recent study by Baty et al. [21] considers the melting line
for the fcc structure of copper, as well as the melting line
of the experimentally observed bcc phase, which lies above
the fcc melting point along the Hugoniot. For the subsequent
examination of the material along the principal Hugoniot
curve, the conditions indicated by horizontal dashed lines in
the upper panel of Fig. 7 were used to perform extended
simulations.

VI. ION DYNAMICS OF SHOCK-COMPRESSED COPPER

The static ion structure factors in the liquid phase are
displayed in Fig. 9. The correlation peaks exhibit a shift
to higher-k values for increasing density. Shifts for constant
pressure differences along the Hugoniot are expected to be-
come smaller, as the density ρ is a convex function of the
pressure P (as seen in Fig. 7). A smoothing and lowering of
the correlation peaks is also observable due to the lowering
of the coupling parameter, caused by a combination of higher
temperatures, higher densities and ionization. The limits for
k → 0 are also indicated by diamonds in the inset of Fig. 9.
The limits are computed via the compressibility using Eqs. (7)

0.0 0.5 1.0 1.5 2.0 2.5 3.0
k [2π/a]

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

ω
[T

H
z]

Ambient 1.13 Mbar 2.12 Mbar 3.04 Mbar

Γ X K Γ L

FIG. 10. Phonon dispersion of solid copper along the principal
Hugoniot curve along high-symmetry direction in the Brillouin zone.
The x axis is normalized by the lattice constant a to make the
results at different densities comparable. Further information on the
conditions is given in Fig. 7 and Table I.

and (6), analogous to Sec. IV. The lowest wave number avail-
able through the DFT-MD simulations is 0.9 Å−1, observed
for the lowest density at 15.095 g/cm3, due to the small
simulation boxes with 64 atoms.

In order to test the computed limits, we perform NN-
MD simulations with 32 000 atoms, enabling access to wave
numbers down to 0.1 Å−1. The static structure factor at the
additionally accessible wave numbers is given by the dashed
lines in the inset of Fig. 9, demonstrating good agreement
with the DFT-MD data and the thermodynamically deter-
mined limit. The determined compressibilities will be used to
compute the adiabatic speed of sound in the following.

We study three points along the principal Hugoniot curve,
where we expect solid conditions of copper according to Fig. 7
and Fig. 8. The phonon dispersion of copper for ambient
conditions and the Hugoniot conditions at 1.13, 2.12, and
3.04 Mbar are shown in Fig. 10. While we only show the peak
position here, a systematic broadening of the phonon modes is
also observed, as expected due to the increasing temperature.
Furthermore, a systematic hardening for most of the phonon
branches and orientations can be observed. Along the 
 − L
direction, we observe a strong hardening of the longitudinal
mode, while the transverse branch hardens significantly less
than along the other shown orientations.

Once the copper melts, the effect of further compression on
the ion acoustic mode can be investigated. Figure 11 shows the
change of the dynamic ion structure factor at different k values
along the Hugoniot computed from the NN-MD simulations.

Since the simulations are performed at different densities,
but with the same number of atoms, the size of the simu-
lation box varies which leads to slightly different k values
in each case. However, the large-scale NN-MD simulations
with 32 000 atoms permit access to a dense k grid in the
considered range. Therefore, the k values at all conditions
are within 1% of the numbers given in Fig. 11. A similar
study on aluminum [51] has shown that increased temperature
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FIG. 11. DSF of liquid copper along the principal Hugoniot
curve computed from the NN-MD simulations. The curves are
shifted by 0.35 fs with respect to the next lower k value for read-
ability. Further information on the conditions is given in Fig. 7 and
Table I.

leads to a more pronounced ion acoustic mode, but does not
shift it to higher ω. This effect is, therefore, attributed to the
density increase along the principal Hugoniot curve. The more
pronounced ion acoustic mode, as well as the generally ele-
vated course of Sii (k, ω) for higher temperatures is in accord
with the observation in Fig. 9 that the static structure factor
Sii (k) is greater at high temperatures than at low temperatures
for k values smaller than 2.8 Å−1.

The adiabatic speed of sound can be computed from the
thermodynamic relation

cs =
√

γ

κT ρ
, (11)

with the isothermal compressibilities κT computed in Fig. 9.
The upper panel of Fig. 12 shows the linear trends computed
from Eq. (11), as well as the disperison of the ion acoustic
mode taken from the DSF shown in Fig. 11. It is apparent that
the observed peak positions converge to the linear behavior
for all conditions, while for the more extreme conditions,
the hydrodynamic regime is reached at smaller k values. The
bottom panel of Fig. 11 shows the peak position of the longitu-
dinal current-current correlation spectrum across a wide range
of wave numbers. The free-particle limit of a noninteracting
system [see Eq. (10)] is given as a reference. The disperison
above 10 Å−1 for all conditions is well approximated by this
limiting behavior.
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FIG. 12. The upper panel shows the peak position of the ion
acoustic mode ωion taken from the DSF’s in Fig. 11 dependent on
the k value and a linear dispersion computed from Eq. (11). The
corresponding adiabatic speeds of sound are presented. The lower
panel shows the dispersion of the longitudinal current-current cor-
relation spectrum Jl extracted from the NN-MD simulations and the
free-particle behavior. For readability, the curves in the upper panel
are shifted by 0.2 Å−1 to the right with respect to the next lower
pressure condition.

The adiabatic speed of sound is also accessible during
shock wave experiments via VISAR measurements [108,109],
where the time it takes the shock wave to travel through
the target is recorded. First measurements of the speed of
sound in copper for this pressure region were observed by
McCoy et al. [52] during a shock compression experiment.
The inferred pressure-density conditions, amongst others, are

4 6 8 10 12 14 16 18
P [Mbar]

11

12
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14

15

16

c s
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m
/s

]

DFT-MD
McCoy et al.

FIG. 13. Adiabatic speed of sound computed from the thermody-
namic relation (11) compared to experimental VISAR measurements
by McCoy et al. [52] for shock-compressed copper.
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FIG. 14. Validation sets of the NN potentials for energies and
forces computed by DFT. As a reference, the black dashed lines show
perfect correspondence between the NN potential and DFT.

shown in Fig. 7 and agree within error bars with our simu-
lations. In Fig. 13, we show the experimentally determined
adiabatic speed of sound compared to the values computed
through Eq. (11). All of the simulation data points lie slightly
below the experimentally observed results. As the principal
Hugoniot becomes steeper in the P − ρ plane, the adiabatic
speed of sound appears to flatten out towards higher pressures.
Unfortunately, the experimental data does not extend to these
pressure to verify this trend.

VII. CONCLUSION

In this work, we performed an extensive analysis of shock-
compressed copper using DFT-MD simulations and MD
simulations driven by high-dimensional neural network po-
tentials. By analyzing the ion-ion structure factor, we showed
that our DFT-MD simulations are able to accurately describe
the phonon spectrum of solid copper. Likewise, our analysis
of the dynamic electrical conductivity in terms of the Kubo-
Greenwood formula and linear response TD-DFT yielded
close agreement with existing experimental data. Further-
more, we computed the static and dynamic ion-ion structure
factor of liquid copper near the melting line. The agreement
with diffraction data was observed to be excellent and the
width of the thermal mode agreed well with experiments at
wave numbers around the first correlation peak.

The Hugoniot curve was computed from several isotherms
up to 60 000 K and 18 Mbar and compared to predictions by
the SESAME EOS. Good agreement in the pressure-density
plane was achieved between DFT-MD, SESAME and experi-
ments upto 4 Mbar. Differences in the temperature between

DFT-MD and SESAME along the Hugoniot were identi-
fied, and the resulting shift of the melting point to higher
pressures was highlighted. We observed the hardening of
phonon spectra in the solid regime of the Hugoniot com-
pression and, analogously, studied the shift of ion acoustic
modes to higher excitation energies. Phonon hardening is cur-
rently lively debated and recent work has shown that phonons
can be resolved at free electron laser facilities [26–28,110],
enabling future direct observations of phonon hardening in
shock compression experiments. We found the adiabatic speed
of sound along the Hugoniot to be slightly underestimated by
DFT-MD relative to recent experimental results. We provided
ab initio predictions for the evolution of phonon and ion
acoustic modes during shock compression of copper, as well
as adiabatic speeds of sound for pressures beyond those pre-
viously reached by McCoy et al. [52]. We hope this inspires
further high-pressure shock compression studies, coupled
with high resolution x-ray scattering to resolve the ion dy-
namics of copper under these conditions.
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APPENDIX: VALIDATION SETS OF NN POTENTIALS

We show the validation sets of forces and energies com-
puted via DFT for all the conditions treated in this work in
Fig. 14. Perfect predictions by the NN potential, correspond-
ing to the straight lines ENN = EDFT and FNN = FDFT, are
indicated by the black dashed lines. Here, EDFT and FDFT are
the energies and forces computed through DFT, where FDFT

can be any cartesian component of the force vector. Analo-
gously, ENN and FNN are the energies and forces predicted by
the NN potential.
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