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Stability and distortion of fcc LaH10 with path-integral molecular dynamics
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The synthesis of the high-temperature superconductor LaH10 requires pressures in excess of 100 GPa, wherein
it adopts a face-centered cubic structure. Upon decompression, this structure undergoes a distortion, which still
supports superconductivity, but with a lower critical temperature. Previous calculations have shown that quantum
and anharmonic effects are necessary to stabilize the cubic structure, but have not resolved the low pressure
distortion. Using large scale path-integral molecular dynamics enabled by a machine learned potential, we show
that a rhombohedral distortion appears at sufficiently low pressures. We also highlight the importance of quantum
zero-point motion in stabilizing the cubic structure.
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I. INTRODUCTION

In recent years, the search for room-temperature supercon-
ductors has been revitalized by advances in high-throughput
first principles calculations and subsequent successes in
experiments. These high superconducting temperatures are
enabled by metallic hydrogen, which is expected to support
phonon mediated superconductivity at room temperature [1].
In order to metallize hydrogen, megabar pressures must be
applied to dissociate the molecular H2 units. This has yet to be
unambiguously achieved for the solid phase. To circumvent
these prohibitively high pressures, it was suggested that one
could make a hydrogen-dominant alloy instead [2]. The idea is
to provide a scaffolding that exerts “chemical pressure” on the
hydrogen sublattice, forcing the molecular units to dissociate
and form an atomic structure at lower pressures.

Inspired by this idea, initial high-throughput calculations
based on density functional theory (DFT) predicted the pos-
sible formation of several metallic rare-earth superhydrides at
around 200 GPa [3,4]. These calculations combined structure
searching algorithms with first principles electron-phonon
coupling calculations to evaluate the superconducting tem-
peratures for candidate structures; for a review, see [5].
Subsequently, independent experiments successfully synthe-
sized the candidate lanthanum superhydride and showed
superconductivity with temperatures up to Tc ≈ 250 K [6,7].
By combining the available experimental results and DFT
calculations, it is inferred that the superconducting structure
is a face-centered cubic structure, hereafter referred to as
fcc LaH10.

By necessity, high-throughput calculations forgo a more
careful treatment of the hydrogen sublattice, for example
by ignoring anharmonic effects. Within the harmonic ap-
proximation, fcc LaH10 is unstable to distortions below
250 GPa. Initial classical ab initio molecular dynamics
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(AIMD) simulations showed the fcc structure to be stable
above 140 GPa [8]. By including quantum effects with the
stochastic self-consistent harmonic approximation (SSCHA),
Errea et al. found stability down to 120 GPa [9]. These are
consistent with experiments, which find an fcc lanthanum
sublattice down to 150 GPa and below. However, upon further
decompression, the experiments have also observed that the
sublattice undergoes a distortion [10,11], which is reversible
and coincides with a significant decrease in Tc. The SSCHA
calculations did not find such a distortion in their studied
pressure range and the authors suggested that the observed
distortion could be due to anisotropy in the diamond anvil cell
(DAC). More recent quantum AIMD simulations found signs
of instability at sufficiently low pressures [12], but the scale of
these calculations limits the resolution of the distortion. As we
will show, simulations in small cells lead to fluctuations that
obscure the distortion, especially near the phase boundary.

MD based methods are more versatile than the SSCHA,
which is designed primarily to calculate phonons. For ex-
ample, in [8] it was found that the protons in LaH10 can
undergo noticeable diffusion beginning at around 800 K, a
phenomenon that cannot be described by vibrations. Recently,
it has been shown that the anharmonicity of metallic hydrogen
is not fully captured by SSCHA, as compared against path-
integral molecular dynamics (PIMD) [13], particularly at low
temperatures.

AIMD calculations can be very expensive, so they are of
limited scale. At each timestep, the total energy and forces
acting on the atoms are computed using DFT. Such compu-
tations can only be performed a limited number of times, on
systems of limited size. A workaround, which has exploded
in popularity in the past decade, is to construct interatomic
potentials that are fitted to DFT calculations. These potentials
can be evaluated by a computer much more cheaply, and
enable dynamical simulations at much larger scales. With the
incorporation of machine learning techniques, these potentials
are now able to match DFT energies and forces with signifi-
cantly greater accuracy than classical potentials; see [14–17]
for some reviews.
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We constructed a machine learned potential (MLP) for
LaH10 in order to perform both classical and path integral
molecular dynamics. Varying the temperature and pressure,
and turning quantum effects on and off, we investigated the
stability and distortion of the high pressure cubic structure.
Consistent with previous studies [9,12], our PIMD simula-
tions favor the cubic structure over a large pressure range.
At sufficiently low pressures, a distortion is observed, which
we are able to resolve as rhombohedral. This resolution is
enabled by large scale simulations accessible with the MLP.
Furthermore, while lowering the temperature in classical MD
destabilizes the cubic structure at all of the pressures studied
here, the same is not true in PIMD, down to 100 K. This
suggests that zero point motion (ZPM) plays a significant role
in stabilizing the cubic structure at lower pressures, and should
be considered in future hydride structure studies.

II. METHODS

A. DFT

All DFT calculations were performed with QUANTUM
ESPRESSO [18,19] using ultrasoft pseudopotentials from
pslibrary [20]. An energy cutoff of 50 Ry and a shifted 33

k-point grid for Brillouin zone integration are used for all su-
percell (N = 352 and 297) calculations. We checked that this
corresponded to convergence in energies and forces to better
than 5 meV/atom and 20 meV/Å, respectively. All results
shown are based on the Perdew-Burke-Ernzerhof (PBE) func-
tional [21], though we have also constructed models based on
the Perdew-Zunger local density approximation (LDA) [22].
We have also checked that our PBE DFT calculations (see
Supplemental Material [23]) match the harmonic calculations
in Ref. [9]. The choice of density functional significantly
affects pressure estimates, which we briefly discuss at the end.

B. Model

We used the deep potential (DP) method to construct a
MLP for LaH10 [24,25]. In this approach, a deep neural
network is trained to predict the energy U (and forces and
pressures, by appropriate differentiation) of a given structure.
Instead of calculating structural fingerprints such as Behler-
Parrinello symmetry functions [26] or smooth overlap of
atomic positions (SOAP) [27], the requisite physical symme-
tries for the model are satisfied by a symmetry-preserving
embedding network, which itself is also trainable. DP models
have been used to study Al-Ce alloys [28], the liquid-liquid
transition in phosphorus [29], the phase diagram of water [30],
supersolidity in deuterium [31], and the tetragonal distortion
of strontium titanate [32], to name a few examples.

In the DP model we used a cutoff of 4.0 Å. For the densities
studied here, this cutoff corresponds to local environments
containing between 60 and 110 atoms. The deep neural net-
work consists of an embedding and fitting network, with sizes
(25, 50, 100) and (240, 240, 240), respectively. A feature of
DP which is not shared by all current MLPs is the usage of
virial information, which we take advantage of. We found
that the inclusion of virial information in training improved
performance, likely because our data covers a pressure range
of about 90 GPa.

Our final model is actually the sum of two parts, a pair
potential f ({R}) plus the DP model g({R}). The DP model is
trained to learn the difference between the DFT energy and the
pair potential U − f . This pair potential enforces repulsion
between the atoms at very short ranges, ensuring that atoms
never get closer than they should. Importantly, subtracting
from the training data a reasonable pair potential reduces the
range of energies, since the energy can increase dramatically
as atoms get close to each other. This also reduces the vari-
ance of the training data. The resultant dataset of differences
is easier for the model to learn from. By “reasonable” pair
potential, we mean that that it only needs be accurate for very
short distances, as the DP model can learn the remainder. To
construct these pair potentials, we calculated the energy of the
isolated La-La, La-H, and H-H dimers as a function of bond
length with PySCF [23,33–35].

C. Training data

The structures used for training were generated in an it-
erative procedure. Following the DPGEN protocol [36], we
began with a relatively small initial pool of structures from
AIMD. A committee of three models was trained on this data.
The models are identical in architecture and differ only in the
random seeds used for training. As a result, the models do not
make identical predictions, yielding generally different forces
for a given structure. One of these models is then used to
sample more structures with MD at various thermodynamic
conditions. By performing MD using the model, rather than
performing AIMD, a large quantity of structures may be gen-
erated quickly. From this large pool of structures a subset is
selected for labeling, meaning their energies and forces will be
calculated with DFT. Given a structure, each model from the
committee evaluates the forces F i on every atom i. Consider
the maximum deviation among the committee,

E ≡ max
i

√
〈|F i − 〈F i〉|2〉 (1)

where 〈. . . 〉 represents an average over the committee. In
other words, the standard deviation among the committee is
calculated for each force in the structure, and E is chosen
to be the largest deviation. This is meant to represent the
committee’s uncertainty on that structure. We then selected
the structures for which the uncertainties are greatest. Once
these structures are labeled, they are added to the training
dataset, and the procedure is repeated: train a new committee,
use one of the models to generate more structures, then poll
the new committee on these samples to determine which to
include for labeling.

This procedure allows us to generate structures efficiently
across the phase space of interest, and also includes a failsafe:
it is possible for early iterations to perform poorly under
certain thermodynamic conditions, especially those beyond
the scope of the training data. Consequently, sampling based
on these models may yield highly unusual structures, which
should not be included. If this is so, we expect the uncertainty
E on such structures to be anomalously high. Such cases are
excluded from consideration.

If the models are sufficiently accurate, the committee un-
certainty may not vary enough to distinguish structures. More
importantly, our goal is to have a diverse set of structures
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(a) (b)

FIG. 1. (a) 2D projection of the structures used for training. Each point is an averaged SOAP representation of a structure. A simple way to
read this is that points which are close to each other are similar, as determined by SOAP. (b) Root mean square errors (RMSE) in the energies
and forces of our models at each generation in our iterative procedure.

spanning the phase space of interest, so that resultant models
would be uniformly accurate over the desired thermodynamic
conditions. To this end, in the final iterations the subset selec-
tion criteria is changed to approximately maximize structural
diversity. Specifically, given a structure i, a set of SOAP de-
scriptors xi is computed using ASAP [37]. A subset is chosen
such that

S ≡
∑

i< j

|xi − x j |2 (2)

the sum of distances over all pairs of structures is maximized.
In total, we generated 2779 structures, 259 of which were

set aside for testing, with the rest used for training. A vi-
sualization of these structures is shown in Fig. 1(a), where
each point represents a different structure. Each structure is
represented by a vector of SOAP descriptors, and a principal
component analysis (PCA) is performed in order to make
a 2D projection of the data. In Fig. 1(b) we show how the
accuracy of the models varies during our iterative procedure.
Each model is tested on the same dataset, the final set of test
structures. For example, we see that even though the model at
generation 12 has never seen the types of structures generated
in subsequent generations, it still performs well on them.

D. Structure

We focus entirely on fcc LaH10 and distortions thereof.
Shown in Fig. 2(a) is the conventional cubic cell for the fcc
structure, with the hydrogen atoms occupying the corners of
the polyhedra. As we will show, a rhombohedral distortion
appears at lower pressure, shown in Fig. 2(b). The hydrogen
atoms have been removed and the lanthanum atoms have been
shrunk, while the distortion has been exaggerated, for visual
clarity.

For the fcc structure with a lattice constant of a = 5.1 Å,
the corresponding hydrogen sublattice has a nearest-neighbor
spacing of 1.1 Å. For reference, atomic hydrogen in the can-
didate Cs-IV structure [38] has a nearest-neighbor spacing of
1.06 Å at a density of rs = 1.37. This density is well below

where one would expect to be able to metallize pure hydrogen.
Similarly, the lanthanum sublattice is significantly larger than
that of pure fcc-lanthanum, which at 50 GPa has a lattice
parameter a = 4.25 Å [39]. Note that pure fcc-lanthanum also
undergoes a rhombohedral distortion below 50 GPa.

To study potential distortions of the cubic structure,
we performed molecular dynamics simulations targeting the
isothermal-isobaric (NPT) ensemble. We used LAMMPS [40]
and i-PI [41] to perform classical and path-integral simu-
lations. The former is used to calculate energies, forces, and
pressures from our final model, and serves as a driver for the
latter. Temperature is controlled by the path integral Langevin
equation (PILE) thermostat [42]. To control pressure and
allow arbitrary distortions of the simulation cell, we used
the barostat of [43] in which all cell parameters are allowed
to independently fluctuate. In other words, the side lengths
a, b, c and angles α, β, γ between them can and will vary
over the course of a given simulation. For reference, the cubic
cell shown in Fig. 2(a) has a = b = c and α = β = γ = 90◦,
while the distortion shown in Fig. 2(b) has a = b = c and
α = 94◦, β = γ = 86◦.

III. RESULTS

We first show our classical simulations in Fig. 3. Vary-
ing the temperature and pressure, we measured the three
side lengths a(t ), b(t ), c(t ) and three angles α(t ), β(t ), γ (t ),
where t represents the simulation time. In all cases we found
that the side lengths 〈a〉 = 〈b〉 = 〈c〉; as such, we show here
only the angles. Shown in Figs. 3(a) and 3(b) are the mean
angles at every pressure; the error bars are not visible at this
scale. Since a = b = c, the order of the angles α, β, γ is
arbitrary, by symmetry. The reason that α always appears to
be the largest is because we initialized the simulations in a
rhombohedral cell, with α chosen to be the largest.

At 300 K and above 150 GPa, the simulation cell is over-
all cubic. Recall that within the harmonic approximation the
cubic structure is not stable at these pressures, meaning that
classical anharmonic effects are stabilizing it here. When
the pressure is lowered, all three angles deviate from 90◦ in
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FIG. 2. (a) Conventional cell of fcc LaH10. The lanthanum atoms are shown in green, and the hydrogen atoms are not explicitly shown but
reside on the corners of the blue polyhedra, forming a clathrate structure. (b) Rhombohedral distortion of the conventional fcc unit cell. The
distortion is exaggerated for clarity.

a rhombohedral manner |α − 90◦| = |β − 90◦| = |γ − 90◦|.
When the temperature is lowered to 100 K, the cubic struc-
ture no longer appears in this range, and requires much
higher pressures. This is consistent with what we expect,
since as T → 0 we should effectively recover the harmonic
approximation.

We performed quantum simulations using PIMD with
either 16 or 32 beads when necessary (see Supplemental
Material [23]). Shown in Fig. 4(a) is how the angles vary
with pressure at 300 K. As in the classical simulations, the
cubic structure undergoes a rhombohedral distortion at low
pressures, though in this case it must be below 100 GPa.
In other words, quantum effects stabilize the cubic structure
down to even lower pressures.

A striking difference between the classical and path-
integral simulations can be seen upon cooling. Shown in
Fig. 4(b) are the angles in a simulation at 100 K and 100 GPa,
near the pressure where the distortion appears at 300 K. The
cubic structure still appears, despite initializing the simulation
with a rhombohedral cell. While cooling significantly desta-
bilizes the cubic cell classically, it appears to have little effect
here. From phonon calculations we can estimate the Debye
temperature to be at least room temperature. Since 100 K is

well below this, we believe that ZPM is stabilizing the the
cubic structure at these pressures.

When substituting H with D, the pressure required to sta-
bilize the cubic structure is increased. Shown in Fig. 4(c) are
how the cell angles vary with pressure for LaD10. The cell
becomes cubic just below 120 GPa, up from below 100 GPa in
LaH10. This is roughly consistent with what we expect, since
the substitution of the heavier isotope suppresses the ZPM,
and the result lies between the quantum and classical limits
for H. This is also consistent with the SSCHA calculations [9],
where an imaginary mode appears around 120 GPa.

All of the above results were obtained in simulations
with N = 2816 atoms. For smaller systems, the large cell
fluctuations make it difficult to resolve the structure. Shown
in Fig. 4(d) is a path-integral simulation performed with
N = 352. The large fluctuations are apparent in the vertical
scale. Notably, the simulation shuttles between the distorted
and cubic structure, obscuring the nature of the distortion.
This behavior disappears at N = 2816. We suspect that these
fluctuations are responsible for the behavior observed in [12],
since N = 44 was used.

Shown in Fig. 5 are diffraction patterns from our path-
integral simulations. For comparison with the x-ray diffraction

(a) (b)

FIG. 3. The mean angles as the pressure is varied at (a) 300 K and (b) 100 K.
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(a) (b)

(c) (d)

FIG. 4. (a) The mean angles at 300 K, with quantum effects. (b) Traces of the three angles in a simulation at 100 K and 100 GPa, with
quantum effects. (c) The mean angles at 300 K for LaD10. (d) Traces of the three angles in a simulation of a smaller system, N = 352. Notice
the appearance and disappearance of a clear distortion between 7 and 8 ps.

(XRD) results of [11], we show patterns based only on the
La-La static structure factor, since scattering from the hy-
drogen sublattice has not been experimentally detected. The
behavior of the peaks as the pressure is lowered into the
distorted structure is roughly consistent with what is observed
in experiments. The reflections in Fig. 5(b) can be reproduced
by taking a conventional fcc cell and distorting it according to
the angles obtained at 90 GPa.

Shown in Fig. 6 are phase diagrams summarizing our re-
sults. The phase boundaries are drawn to be linear, though
there are not enough points to determine the actual shape.
They are meant only to illustrate that the cubic structure can
be stabilized with increasing temperature and pressure. They
also illustrate the significant difference between the classical
and quantum simulations, where the quantum phase boundary
has a weak dependence on temperature.

(a) (b)

FIG. 5. Simulated diffraction patterns for (a) the cubic structure and (b) the distorted structure. For comparison with the patterns of [11],
we used λ = 0.3344 Å in (a) and λ = 0.2952 Å in (b).
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(a) (b)

FIG. 6. (a) Classical and (b) quantum phase diagrams. The points indicate where our simulations were performed.

IV. CONCLUSIONS

Using PIMD, we showed that fcc-LaH10 experiences a
rhombohedral distortion at low pressures. Upon cooling, the
difference between our classical and quantum simulations
suggests that ZPM is significant in extending the range of
stability. This may account for the relative difficulty reported
in experiments in synthesizing the isotopic analog LaD10,
as the substitution of deuterium suppresses the role of the
ZPM. This differs from the case of the superconducting sulfur
hydride, in which both H3S and D3S undergo a cubic-to-
rhombohedral distortion upon decompression at nearly the
same pressure [44].

The pressure at which we observed the distortion is no-
ticeably lower than that reported by experiments. We believe
this is partially due to the underlying density functional PBE,
which may be overestimating the stability of the cubic struc-
ture. We performed some simulations with an LDA-based
model, and the distortion never appears. It is known that DFT
simulations of dense hydrogen can vary significantly with the
choice of density functional [45], and the same appears to be
true here. For example, we find significantly different pressure
estimates between LDA and PBE.

In Ref. [11] the authors suggest that the distortion is not
rhombohedral but instead monoclinic. Both distortions pro-
duce similar XRD patterns, and it is not obvious to us that the
rhombohedral distortion can be ruled out. It is not surprising
that our simulations favor the more symmetric rhombohedral
structure, given that our model cannot account for the various
other defects that appear in experiments. Nevertheless, we
have shown that, upon decompression, the destabilization of
the cubic structure does not strictly require factors like vari-
able hydrogen content or external anisotropy.

We have found that, where applicable, our MLP-based
simulations are consistent with previous SSCHA and AIMD

calculations. We believe that, constructed carefully, MLPs
are viable in performing path-integral simulations for future
studies in designing hydrogen-based superconductors. Recent
studies explored candidate structures based on fcc LaH10 with
the goal of finding superconductors at lower pressures [46]
or higher temperatures [47]. Since these calculations worked
within the harmonic approximation, it may be worthwhile to
revisit some of these candidates with path-integral simula-
tions. It is possible that the inclusion of anharmonicity and
quantum effects, particularly ZPM, will lower the pressure
requirements more.

The data used in this study are available at Github [52].
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