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Strength of correlations in a silver-based cuprate analog

Riccardo Piombo ,1 Daniel Jezierski ,2 Henrique Perin Martins,3 Tomasz Jaroń ,2,4 Maria N. Gastiasoro,5
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AgF2 has been proposed as a cuprate analog, which requires strong correlation and marked covalence. On
the other hand, fluorides are usually quite ionic, and 4d transition metals tend to be less correlated than their
3d counterparts, which calls for further scrutiny. We combine valence band photoemission and Auger-Meitner
spectroscopy of AgF and AgF2 together with computations in small clusters to estimate values of the Ag 4d
Coulomb interaction U4d and charge-transfer energy �pd . Based on these values, AgF2 can be classified as
a charge-transfer correlated insulator according to the Zaanen-Sawatzky-Allen classification scheme. Thus,
we confirm that the material is a cuprate analog from the point of view of correlations, suggesting that it
should become a high-temperature superconductor if metallization is achieved by doping. We present also a
computation of the Hubbard U in density functional “+U” methods and discuss its relation to the Hubbard U in
spectroscopies.

DOI: 10.1103/PhysRevB.106.035142

I. INTRODUCTION

Since the discovery of high-Tc superconductivity in copper
oxides, there has been intense effort to find compounds with
similar characteristics but different ions [1]. Such materials
can provide insights in understanding unconventional high-
Tc superconductivity and may lead to new applications. Iron
pnictides and chalcogenides share similarities with cuprates in
the phase diagram but have prominent multiorbital physics ab-
sent in cuprates. A recent step forward [2] is the discovery of
superconductivity in Sr-doped NdNiO2, which in the undoped
phase has formally the same d9 configuration as cuprates.
However, differently from cuprates, parent phases seem to
be metallic and nonmagnetic [3] and the splitting between
transition metal d and O p levels seems to be significantly
larger [4,5]. Also, the Tc value for this material is quite low, in
stark contrast with cuprates.

*w.grochala@cent.uw.edu.pl
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Another interesting nearest neighbor of Cu in the periodic
table is Ag; however, it has long been known that the charge-
transfer gap in AgO is formally negative [6] and indeed AgO
is not even magnetic. A positive charge-transfer energy can
be recovered, replacing the oxygen ion with the only element
that can oxidize it, namely, fluorine [7]. AgF2 is a layered
material with similar topology to that of cuprates but larger
buckling of planes which should depress the superexchange
J . Experiments show that J reaches 70% of a typical cuprate;
moreover, flattening of the AgF2 sheets would blast the J
value way above those measured for cuprates [8,9]. From
the theory side, estimates of hopping integrals between the
metal and ligand for AgF2 are very similar to known values in
cuprates [8,10–13].

A major open question to establish the similarities between
the two families is the strength of the intraorbital Coulomb
repulsion in silver, U4d . In general, it is expected that the more
diffuse character of 4d with respect to 3d orbitals will make
correlations less important. It has been argued [8] that this
may be partially compensated by less efficient screening in
AgF2, as F− is less polarizable than O2−. Another important
question is the magnitude of the charge-transfer energy, �pd ,
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as fluorides are often very ionic compounds while cuprates
are quite covalent. Recent optical and resonant inelastic x-ray
scattering (RIXS) measurements show a larger fundamental
gap and simultaneously a similar or even larger degree of
covalence in AgF2 than in cuprates [14]. This apparently
paradoxical result was explained in terms of a large intersite
Coulomb repulsion.

To further determine the relevant electronic parameters of
AgF2, here we present a high-energy spectroscopy study com-
bining valence band x-ray photoemission spectroscopy (XPS)
of AgF2 (d9) and its filled-shell partner AgF (d10), Auger-
Meitner spectroscopy of AgF, and cluster computations.

To determine the on-site repulsion directly from spec-
troscopic information, one needs to access an excited state
with two holes on the transition metal (d8). This is naturally
achieved in closed-shell systems such as AgF by Auger-
Meitner spectroscopy [15,16]. Thus, for this compound we
obtained both �pd and U4d using also valence band XPS.
While the AgF U4d value can be taken as a reference, it would
be desirable to have spectroscopic information directly on
AgF2. Valence band XPS does probe the d8 state of AgF2.
Unfortunately, present experiments do not resolve directly d8

satellites and the visible features do not allow for an accurate
determination of parameters. Yet, we argue that the experi-
ments impose enough constraints to classify the system as a
strongly correlated charge-transfer insulator, confirming the
analogy with cuprates.

II. EXPERIMENTAL SETUP

X-ray photoelectron spectra were measured using a
custom-designed system made by SPECS (Berlin) with a
loadlock connected to an MBraun LABSTAR glovebox filled
with Ar (monitored O2 and H2O levels, typically <0.5 ppm).
The spectra presented in this paper were recorded with the
Al-Kα line (1486.74 eV, resolution 0.25 eV) at 32-mA emis-
sion current and 12.5-kV anode bias (400 W). A single crystal
quartz mirror monochromator, the Phoibos 100 hemispherical
analyzer (100-mm mean radius), and a delayline electron de-
tection system (DLD 3636) were used for the measurements.
Powder samples were loaded in a holder provided by SPECS
via a glove box in argon atmosphere. The AgF2 samples were
sputtered with Ar+ ions at 6 mA and 2 keV for 30 min before
spectra acquisition. An electron flood gun FG 15/40 was
used for the charge compensation of the AgF2 samples. More
details can be found in Ref. [17].

III. MODEL

For the cluster simulations, we considered a central Ag
atom and six surrounding F atoms. Figure 1 shows the clus-
ters used in gray and some extra surrounding atoms that
are implicitly taken into account in the effective parameters
defining the cluster Hamiltonian. For AgF the local symme-
try is Oh which is well represented by an (AgF6)5− cluster
[Fig. 1(a)]. For AgF2 the point-group symmetry at the Ag
site is Ci (only inversion as nontrivial symmetry operation),
thus we considered the distorted (AgF6)4− cluster shown in
Fig. 1(b). We considered five 4d orbitals which hybridize with

FIG. 1. AgF6 clusters used in the computations (highlighted in
gray) for AgF (a) and AgF2 (b). In the case of AgF2 we indicated
some angles. Analogous angles in AgF are either 90◦ or 180◦.

five symmetry adapted linear combinations of p orbitals from
the neighboring F atoms, as in Ref. [14].

The cluster Hamiltonian in both cases reads

H =
∑

ν

εν
4d d†

ν dν +
∑

ν

εν
PP†

ν Pν

+
∑

ν

T ν
pd (d†

ν Pν + P†
ν dν )

+
∑

ν1,ν2
ν3,ν4

U (PP)(ν1, ν2, ν3, ν4)P†
ν1

P†
ν2

Pν3 Pν4

+
∑

ν1,ν2
ν3,ν4

U (dd )(ν1, ν2, ν3, ν4)d†
ν1

d†
ν2

dν3 dν4

+
∑

ν1,ν2

Upd P†
ν1

Pν1 d†
ν2

dν2 . (1)

Here, d†
ν creates a hole in the 4d orbitals while P†

ν creates
a hole in symmetry adapted combinations of F p orbitals. ν

labels orbitals and spin quantum numbers. T ν
pd are hybridiza-

tion matrix elements between the localized d orbitals and the
symmetry adapted P orbitals. In the following, we will use
the notation “P character” to refer to the spectral weight in
the symmetry adapted P basis.

The procedure to define the symmetry adapted orbitals for
AgF2 [Fig. 1(b)] is explained in Ref. [14]. Despite the low lo-
cal Ci symmetry, the hybridization matrix elements with the P
orbitals were found in density functional theory (DFT) [14] to
be very close to matrix elements assuming D4h symmetry and
a Slater-Koster [18] parametrization with T x2−y2

pd = 2.76 eV,
which is in good agreement with typical values in cuprates
(2.3–3.0 eV).

The diagonal energies εν
d and εν

P from DFT are shown in
Table I. In contrast with the hybridization matrix elements, εν

P
values are very different to the ones obtained in D4h symme-
try. Thus, for the latter, symmetry constraints do not help to
reduce the number of independent parameters. Furthermore,
other problems preclude an accurate determination from first
principles: First, εν

P should also incorporate mean-field cor-
rections to take into account interaction with the next shell
of atoms which is not present in the cluster. Second, one
expects that crystal field parameters will be more affected
by self-interaction corrections than hybridization matrix
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TABLE I. Crystal fields and hybridizations for AgF2 from the
DFT computations of Ref. [14]. We defined εν

P = �pd + eν
P. All

values are in eV. The last three columns are the expression for a
planar cluster neglecting crystal fields in the d shell from Ref. [21].

AgF2 (Ci) D4h

ν εν
d eν

P T ν
pd εν

d eν
P T ν

pd

z2 −0.25 0.32 1.51 0 4
5 Tpp

1√
3
T x2−y2

pd

x2 − y2 −0.28 −0.16 2.76 0 − 6
5 Tpp T x2−y2

pd

xy 0.34 −0.05 1.36 0 4
5 Tpp

1
2 T x2−y2

pd

xz 0.09 −0.14 1.05 0 − 1
5 Tpp

1
2
√

2
T x2−y2

pd

yz 0.10 0.04 1.02 0 − 1
5 Tpp

1
2
√

2
T x2−y2

pd

elements. Indeed, crystal field splittings in DFT tend to be
significantly smaller than in more accurate quantum chem-
istry methods [19,20]. In view of these difficulties, we also
explored an ad hoc set of diagonal energies, as explained in
Sec. IV C 2.

For AgF, the definition of the symmetry adapted or-
bitals is standard. The F-Ag hopping matrix element, tpd =
T x2−y2

pd /2, has been shown to follow Andersen scaling [22]
t ′
pd = tpd (d/d ′)4 and tpp = tpp(d/d ′)2 with d the distance be-

tween the involved atoms (see Supplementary Information to
Ref. [8]). Thus, for AgF we adapted the hybridization matrix
elements derived for AgF2 with the Andersen scaling correc-

tion yielding T x2−y2

pd = 1.38 eV and Tpp = 0.29 eV.
With these settings, a total of 20 electrons can be accom-

modated in the clusters for both fluorides. Stoichiometric AgF
and AgF2 correspond to configurations with zero (N = 20
electrons) and one hole, respectively (N = 19). We define the
charge-transfer energy as the energy cost �pd = E (d10L) −
E (d9) for T ν

pd = 0 with L denoting a hole in the ligand. The
energies E are averages of the corresponding multiplets in-
cluding the diagonal energies εν

d and εν
P.

When referring to the Hubbard U repulsion, it is important
to specify which Hubbard interaction is meant. In the two-hole
subspace U (dd ) is a 45 × 45 matrix representing Coulomb
repulsion on Ag. From the trace we can define the average
interaction U dd = F 0 − 2(F 2 + F 4)/63, with F k being the
Slater-Condon integrals. Another important matrix element
is the intraorbital repulsion, U4d ≡ U (1A1g) = F 0 + 4(F 2 +
F 4)/49, where the symmetry in parentheses corresponds to
the d8 state. The Auger process is dominated by a 1G final
state [6] so it is useful to define also U (1G) = F 0 + (36F 2 +
F 4)/441.

F 2 and F 4 represent high multipole Coulomb interaction
matrix elements and are weakly screened in solids. They
can be obtained from other compounds with Ag2+ ions. We
took F 2 = 8.19 eV and F 4 = 6.80 eV from Ref. [6]. On the
other hand, F 0 is strongly screened in an environmentally
dependent manner [23–26] and our goal is to determine it,
or equivalently U4d , in silver fluorides. The latter is a good
estimate of the repulsion parameter in a generalized Emery
model [27] to be used as a starting point of the theoretical
description of correlation in AgF2. Because of the d9 na-
ture of AgF2, one expects that this model captures both the

intermediate-energy physics (excitons, optics, and magnetic
interactions) as well as the low-energy physics.

On-site F and intersite Ag-F Coulomb repulsions can also
be large in this system as F orbitals are more localized than O
orbitals, so they were explicitly retained instead of absorbing
them at a mean-field level as it is often done in cuprates.
The repulsion in a single fluorine is described by a U (pp)

matrix. For simplicity, we retained only one parameter, the
monopole term of U (pp). This interaction was projected on
the basis of symmetry adapted P orbitals, which resulted in
the U PP matrix as described in Appendix A. For Upd , for
simplicity, we also retained only the monopole term which
leads straightforwardly to the expression in Eq. (1).

The valence band photoemission spectroscopy of AgF and
AgF2 was computed in terms of the one-hole spectral function
of the cluster projected on d or P states, Ad/P(ω). This should
be weighted with the atomic cross-section ratios which were
taken from Ref. [28] (divided by the number of electrons in
the shell). In the case of the Al-Kα source used in the present
paper, one obtains r = σ (F2p)/σ (Ag4d ) = 0.05.

Because the number of F per Ag is different in the cluster
and the bulk compound, an additional correction is needed.
In the ionic limit, the total integrated F p spectral weight per
Ag atom corresponds to 12 states per AgF2 and six states for
AgF. Instead, in the clusters those weights are 10 in both cases
corresponding to ten filled F orbitals. To take this into account,
we computed the photoemission intensity as I = Ad (ω) +
r(12/10)AP(ω) for AgF2 and I = Ad (ω) + r(6/10)AP(ω) for
AgF. In practice due to the smallness of r the intensity is
dominated by the silver response. Following Ref. [29] we
assumed that the Auger-Meitner spectrum is dominated by the
two-hole spectral function in the singlet channel [6].

IV. RESULTS

A. Valence band photoemission of AgF

We now discuss the valence band photoemission spectrum
of AgF, which is shown in Fig. 2. The experimental spectrum
is close to previous published results [30]. Since AgF is a
filled-shell system, the final state has only one hole which
makes two-hole interactions irrelevant. In this case, for sim-
plicity we follow Ref. [21] and fix εν

4d = 0 and εν
P = �pd .

Using the hybridization determined above and varying �pd

we obtain excellent agreement with the experiment. A weak
shoulder appears above 4 eV which is probably due to band
structure effects not captured by the cluster computation.

The inset shows the removal spectral functions contribut-
ing to the line shape as explained above. The d (p) spectral
weight peaks near 5-eV (7.5-eV) binding energy and shows
strong covalence [30]. Indeed, there is a sizable shoulder of
the d spectral function at the peak of the p spectral function
and vice versa. This is reflected also in the small value of
the charge-transfer energy for this compound, �pd = 1.2 eV,
and illustrates nicely that silver fluorides are exceptionally
covalent [30] in contrast to most fluorides which are ionic.

B. Auger-Meitner spectroscopy of AgF

The above experiment sets the stage for Auger-Meitner
MNN spectroscopy (hereafter Auger spectroscopy) in AgF
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FIG. 2. Comparison between the valence XPS experimental
spectrum (green) and cluster model calculation (black) of the AgF
compound. In the computations we fixed hybridization matrix ele-

ments as explained in the text yielding T x2−y2

pd = 1.38 eV and Tpp =
0.29 eV. The best fit to the experiment was found with �pd = 1.2 eV.
We show the computation with a very narrow broadening to resolve
the position of individual excitations and intensities and with a
phenomenological Lorentzian broadening growing linearly in energy
(η = 0.97 eV +0.14ω) to fit of the experiment. The inset shows the
computed silver-d (orange) and fluorine-P (blue) spectral functions.

which is well suited to probe two-hole interactions in sil-
ver [16,31] in a fluorine environment, just as Ag2O and
Cu2O were used for the same purpose in an oxygen environ-
ment [6,29].

The green line in Fig. 3 shows the MNN Auger spectra
of AgF which is better resolved than previous measure-
ments [32]. In this process, a core hole is created in the
3d shell which is filled by a 4d electron with the simul-
taneous ejection of a second 4d electron resulting in a
formally d8 final state, the energy of which is determined by
the hole-hole Coulomb repulsion. Indeed, if the two holes
were not correlated, one should find a spectral function
given by the convolution of the one-hole spectral function
of Fig. 2. Instead, for correlated holes one finds a significant
shift [16,31,33,34] which is approximately given by U (1G)
on silver. This is shown in the inset of Fig. 3 which compares
the convoluted one-particle spectra (red line) and the Auger
spectra with the binding energy computed assuming an M5
initial state (see Appendix B1). The distance between the
peaks is 7.3 eV, which provides a first estimate of U (1G).

A more accurate value of the silver on-site repulsion can
be obtained with the cluster computation, which is shown in
the main panel of Fig. 3 and compared with the experimental
result. From the fit, we find U dd = 6.0 eV. This corresponds to
U (1G) = 7.16 eV which is close to the above estimate and can
be compared with U (1G) = 5.8 eV for the closed-shell oxide
Ag2O found by Tjeng et al. [6] using the same technique. The
intraorbital repulsion in AgF amounts to U4d = 7.7 eV.

In both silver compounds the Hubbard repulsion is much
smaller than for a free Ag2+ ion [U (1G) = 14.8 eV] due to the
strong screening by the environment [24–26,35,36]. Further-
more, the different on-site repulsion between AgF and Ag2O

FIG. 3. Comparison between Auger experimental spectrum
(green) and Auger cluster model calculation spectrum (black) of
the AgF compound. The black curve is given by the summation
of the M4 and M5 singlet spectra. The two main structures are
due to the SO splitting in the Ag 3d subshell (see Appendix B 1).
The broadening of the M4 component is η = 2.6 eV and the one
of the M5 component is η = 5.6 eV. The fit between experimental
and theoretical data fixes U dd = 6.0 eV. Other cluster parameters
are the same as in Fig. 2. In the inset, the self-convolutions of the
experimental valence band XPS spectrum (red) and the experimental
Auger spectrum (green) are shown. The energy splitting (dashed
black vertical lines) between those two peaks is equal to 7.3 eV and
represents a rough estimate of U (1G) in the Ag 4d subshell.

can be attributed to differences in that screening. Indeed, F−
is roughly a factor of 2 less polarizable [24] than O2− and the
Ag-F distance is 2.468 Å, larger than the Ag-O bond length of
2.05 Å. Since the decrease in the on-site interaction is propor-
tional to the polarizability of the environment and decreases
with the metal-ligand distance to the fourth power, we con-
clude that both effects lead to less screening (larger repulsion)
on the fluoride. On the other hand, Ag2O is linearly coordi-
nated with 2 O2− while AgF is octahedrally coordinated with
6 F−, which may partially compensate this effect. Clearly, the
reduced screening prevails, so the on-site Coulomb repulsion
is significantly larger in AgF than in Ag2O. The U (1G) value
in AgF is smaller than U (1G) = 9.2 eV, the value found [29]
in closed-shell Cu2O, but it is still sizable.

C. Valence band photoemission of AgF2

Having established the strength of onsite repulsion in AgF
we now turn to the valence band photoemission spectra of
AgF2. As for CuO one expects a “one-hole” ground state
consisting of a mixture of d9 and d10L configurations.

The experimental spectrum is shown in green in Fig. 4.
The spectrum has some similarity with the AgF spectra, ex-
cept that the band is broader and the high-energy shoulder is
less marked. XPS is a very surface sensitive technique. AgF2

grains may have lost F at the surface, so it is possible that the
spectrum corresponds to AgF2−δ with some unknown δ. To
address this issue, we show in Appendix B 2 core-hole spectra
of the various compounds. The 3d chemical shifts point to
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FIG. 4. Valence band XPS spectra of AgF2. The green line is
the experimental result and the black line is the result of the clus-
ter computation with the crystal field parameters of Table I and
U dd = 5.5 eV (U4d = 7.2 eV), U pp = 6 eV, Upd = 1 eV, �pd = 4 eV,
and Tpd = 2.76 eV. We used a Lorentzian broadening η = 0.83 +
0.17 ω eV and convolution with a Gaussian of FWHM = 1.0 eV
(green line). We also show the theory with a very small broadening
to show the energy of individual states in the cluster (black line). The
inset shows the computed character of the spectra: Ad (ω) (orange
dashed line) and AP(ω) (blue dashed line). For the theory, the zero
of the energy is set at the additional chemical potential. For the
experiment, the spectrum was shifted in energy to align its main
features to the cluster computation.

a higher oxidation state in the nominal AgF2 sample than in
AgF. However, satellites which could confirm the d9 character
of the ground state were not seen. In the following, we assume
a one-hole ground state and come back to this problem in the
Conclusions section.

For an N-electron system with ground-state energy E0(N ),
photoemission probes the many-body states with N − 1 elec-
trons which in our case is the Hilbert space spanned by the d8,
d9L, and d10L2 configurations. We will discuss two possible
theoretical scenarios which are plausible with the present data:
one using the DFT crystal fields yielding a weakly bound
Zhang-Rice (ZR) state [37,38] and another using an ad hoc
set of crystal fields yielding a strongly bound ZR state.

1. Weakly bound Zhang-Rice state scenario

The black line in Fig. 4 is the cluster computation with
the DFT crystal field energies from Table I and parameters
indicated in the caption. In the inset, we show the d and
P spectral functions. The theory shows a main peak and a
somewhat more intense shoulder than in the experiment, and
a secondary shoulder which is either not visible in the experi-
ment or hidden by the background.

As will be shown below, the narrow theoretical peak (black
line) with smaller binding energy (3.6 eV) corresponds to
the ZR state [37,38]. This is the first ionization state of
the system, therefore its binding energy coincides with the
chemical potential to remove one electron, defined as μ− ≡
E0(N − 1) − E0(N ). We have used the freedom to choose the
zero of the one-particle energy levels in our computations

FIG. 5. The crosses are the hole occupancy of the d states (left
scale) while the circles are the interatomic charge correlator (right
scale) in the possible final states of the photoemission process. The
colors of the symbols encode the singlet (red) or triplet (blue) charac-
ter of the two-hole state. Parameters and binding energies are defined
as in Fig. 4. At the bottom, we show the valence band spectrum in
green to facilitate identification of the states. The horizontal lines are
guide to the eyes separating large, small, and intermediate values of
the expectation values.

in such a way that the addition of chemical potential μ+ ≡
E0(N + 1) − E0(N ) coincides with zero binding energy. In
this way, the ZR binding energy yields also the charge gap
of the system, Egap ≡ μ+ − μ− = 3.6 eV in Fig. 4. In Ap-
pendix B we report the experimental binding energies with
a standard reference for charging effects and compare with
literature values.

In order to characterize the excited states, Fig. 5 shows
〈nd〉, the hole occupancy in d orbitals, and the correlator
〈nd np〉 of all possible two-hole states in the cluster, as a func-
tion of their binding energy in the photoemission spectra. Here
we defined nd ≡ ∑

ν d†
ν dν and np ≡ ∑

ν P†
ν Pν . nd projects on

the subspace spanned by d8 and d9L configurations while
nd np projects on the d9L subspace. Clearly, these two expec-
tation values take integer values in these subspaces:

〈nd〉 = 2, 〈nd np〉 = 0, (d8),

〈nd〉 = 1, 〈nd np〉 = 1, (d9L),

〈nd〉 = 0, 〈nd np〉 = 0, (d10L2).

Therefore, for general states, the expectation values and
completeness characterize the probability of the three possi-
ble configurations. For example, a state with 〈nd〉 ≈ 1 may
indicate a d9L state or an equally mixed d8 and d10L2 con-
figuration. The 〈nd np〉 correlator allows distinguishing among
these two possibilities or intermediate situations. We use red
and blue in Fig. 5 to distinguish singlet and triplet final states,
respectively. We also show the spectra as narrow peaks as a
reference.

The main peak in the XPS experiment (see Fig. 4) can
be attributed to states with 〈nd〉 ≈ 1 and also intermediate
interatomic charge correlations, indicating a mixed charac-
ter (states between 3 and 6 eV). The main shoulder (states
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FIG. 6. One particle spectral function projected on the different
orbital symmetries of the cluster for the same parameters as Fig. 4.

between 6 and 8 eV) is characterized by final states with
large interatomic charge correlations, indicating a prevalent
d9L character. The secondary shoulder (states with energy
between 9 and 12 eV) is due to states with large 〈nd〉 and small
interatomic charge correlations, which indicates a prevalent
d8 character. Above 12 eV states with small d spectral weight
appear, the small 〈nd〉 of which indicates a d10L2 character.

Figure 6 shows the orbital resolved spectral function. Com-
bining with Fig. 5 we see that the leading narrow peak
corresponds to a singlet final state with orbitals with dominant
x2 − y2 character and a sizable weight in the d9L configura-
tion. As anticipated, we can identify this state with the ZR
singlet of cuprates [37,38].

One can see that the energy gap of the singlet state with
respect to the triplet, i.e., the difference of their binding
energies, is quite small indicating that it competes with a pre-
dominantly d8 high-spin state [39] with the second hole in the
dz2 orbital. The present parameter set has larger � and smaller
U4d with respect to the parameter set to be analyzed in what
follows (and with respect to cuprates). The small stability of
the ZR singlet is in accord with the results of Ref. [37] where
the stability of the singlet decreases with � − U4d . In particu-
lar, the present weakly bound ZR scenario is similar to a recent
proposal for nickelates [40]. Note that the d8 high-spin state
is the Hund-rule ground state in a scenario where the charge
gap is of the Mott type in the Zannen-Sawatzky-Allen (ZSA)
classification scheme [37]. Thus the present scenario is of the
charge-transfer type but close to the Mott regime.

In general the relative weight of the shoulder with respect
to the main peak decreases with increasing U pp, thus the
fitting improves for U pp = 10 eV. However, the effect is rather
small as d10L2 configurations do not appear directly in the
spectrum; as a consequence this method lacks sensitivity to
determine U pp. One can obtain a similar result increasing �pd

beyond 4 eV. These values, however, would be in strong con-
tradiction to the RIXS and optical experiments of Ref. [14].

2. Strongly bound Zhang-Rice state scenario

To illustrate the sensitivity of U4d and �pd to the choice
of diagonal energies representing fluorine states, we show

FIG. 7. Same as Fig. 4 for the ad hoc crystal field parameters of
the strongly bound ZR scenario. Other parameters are U dd = 6.5 eV
corresponding to U4d = 8.2 eV, U pp = 6.0 eV, �pd = 3.5 eV, and
Upd = 1.5 eV. The theoretical curve (black) is presented with a
phenomenological broadening with a Lorentzian parameter varying
linearly with energy as η = 0.45 eV + 0.30 ω (green line) and with a
very small broadening to show the energy of individual states in the
cluster (black line). The inset shows the computed character of the
spectra: Ad (ω) (orange dashed line) and AP(ω) (blue dashed line).

the spectra with an ad hoc set of crystal fields. Namely, we
replace the values in Table I by eν

P = 1.5, −1.5, −1.5, 0.75,
and 0.75 (all values in eV) for ν = z2, x2 − y2, xy, xz, and
yz, respectively. Furthermore, following Refs. [6,21,29] we
neglect the crystal field on silver (εν

d = 0). As shown in Fig. 7,
in this case, we find that a good fit can be obtained with
U4d = 8.2 eV and �pd = 3.5 eV. The fit of the main shoulder
is improved, but there is still substantial spectral weight in the
second shoulder which is not seen in the experiment.

Now the ZR singlet is well separated from the rest of the
spectra, justifying the subsection title. From Figs. 8 and 9 one
sees that the P character of the ZR state is reinforced with
respect to the previous case, increasing the resemblance to
cuprates.

Since the present parameter set has larger U4d and smaller
�pd , the highest-energy state in the removal spectra near
16.5 eV now has a significant component with the two holes
in the x2 − y2 orbital (see Figs. 8 and 9) instead of being
dominated by d10L2 configurations as in the weakly bound
ZR case presented in Sec. IV C 1. Unfortunately also, this
upper Hubbard band structure is not visible in the experiment,
hampering a direct determination of U4d .

In the previous case of small crystal field parameters, the
spectra of the different symmetries (except x2 − y2) resemble
each other (see Fig. 6) which leads to a clustering of peaks in
the photoemission spectra with similar character of final states
(see Fig. 5). For the larger crystal fields considered here, the
peaks acquire a more heterogeneous character, as witnessed
by the expectation values in Fig. 8. The dxy spectral weight
in Fig. 9 is shifted to smaller energies and differs from the
other symmetries, which is enough to substantially increase
the agreement between theory and experiment.
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FIG. 8. The crosses are the hole occupancy of the d states (left
scale) while the circles are the interatomic charge correlator (right
scale) in the possible final states of the photoemission process. The
colors of the symbols encode the singlet (red) or triplet (blue) charac-
ter of the two-hole state. Parameters and binding energies are defined
as in Fig. 7. At the bottom, we show the valence band spectrum in
green to facilitate identification of the states.

D. dd excitations and gap

A recent RIXS study [14] has found a set of dd transitions
laying between 1.4 and 2.7 eV, very similar to the ones ob-
served previously in cuprates. To explain the dd transitions
and a parallel optical study, similar cluster computations were
performed but using a model that neglected Upp and Upd .
Fitting the optical and the RIXS spectra required using dif-
ferent parameters for optics and RIXS. A 20% increase of
Tpd with respect to the DFT value and a quite small value
of the charge-transfer parameter, � = 1.29 eV, were required
to match the dd transitions. On the other hand, optical ex-
citations required a much larger value of the charge-transfer
parameter, � = 2.8 eV. It was argued that the difference could
be explained, taking into account Upd ∼ 1.5 eV in an effective

FIG. 9. One particle spectral function projected on the different
orbital symmetries of the cluster for the same parameters of Fig. 7.

TABLE II. Energy of dd transitions x2 − y2 → ν from Refs. [21]
(theory, three parameter sets) and [14,41] (experiment) and the
present computations in the weakly bound (WB) and strongly bound
(SB) ZR scenario. The first column labels the transitions by the final
state ν. Since single crystal studies are not available, the dd tran-
sitions of AgF2 have not yet been assigned to specific symmetries.
We report the approximate location of the lower and higher energy
feature, which have been tentatively assigned to specific symmetries
with the aid of the DFT computations in Ref. [14]. For the exper-
imental gap, we report the peak in the optical conductivity from
Refs. [14,42].

AgF2

La2CuO4 Theory

Theory Expt. This paper Expt.

Ref. [21] [21] [21] [41] WB ZR SB ZR [14]

z2 1.42 1.28 1.20 1.70 0.96 1.51 1.5
xy 1.53 1.40 1.35 1.80 1.54 1.25
xz 1.60 1.51 1.56 2.12 1.48 1.68 2.4
yz 1.60 1.51 1.56 2.12 1.50 1.70
Egap 1.2 1.8 2.4 2.2 3.6 3.1 3.4
nd 0.60 0.66 0.72 0.80 0.67

manner. Unfortunately, the large number of free parameters
does not allow for a systematic fit of Upd , hence we fixed it to
a value close to the one in Ref. [14].

From Table II we see that the weakly bound ZR scenario
underestimates the value of low-energy dd transitions while
the strongly bound ZR scenario performs slightly better but
underestimates the high-energy part. A similar problem oc-
curs with the cluster computations of Ref. [21] shown in
the same table. The agreement can be improved taking into
account interactions beyond the cluster, as done in Ref. [19].
For example, within the cluster the one-hole state is a mixture
of d9 and d10L configurations with x2 − y2 symmetry. Taking
into account the interaction of these one-hole states beyond
the cluster gives rise to the superexchange magnetic interac-
tion, which lowers the energy of the state by a quantity of the
order of J per Ag ion. This lowering will be nearly zero in
the excited states, since they are much more localized due to
a smaller T ν

pd . Therefore, one should increase the excitation
energy by a quantity of order [8] J = 0.07 eV in AgF2 and
0.1 eV in cuprates. An accurate determination of dd transi-
tions of cuprates in quantum chemistry computations [19,20]
required the consideration of a large number of additional
atoms with respect to what we considered here. So part of
the disagreement found can be just a limitation of the present
cluster computations and not attributed to the parameters used.

The optical experiments of Ref. [14] in powder samples
did not allow determining the gap unambiguously. A peak
value was reported at 3.4 eV but the onset of the nonexcitonic
charge-transfer absorption was estimated around 2.2 eV. Such
value, however, depends on assumptions about the powder
average and the role of disorder on the measurements and
should be taken with some skepticism. The fundamental gap
for the parameters studied is shown in Table II. While the gap
for the weakly bound ZR scenario is slightly too large, the
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uncertainties on the optical data do not allow excluding this
scenario on the basis of this comparison alone.

V. COMPARISON WITH THE HUBBARD U INTERACTION
IN THE DFT+U METHOD

Until now we have obtained estimates of the intraorbital
Hubbard U4d interaction in fluorides from spectroscopic ex-
periments. Since the work of Anisimov et al. [43] it is
customary in DFT computations of correlated systems to in-
corporate a Hubbard U parameter (hereafter U ∗) to cure some
deficiencies of the particular functional in use. It is often
assumed that the parameter of the DFT method should cor-
respond to a physical repulsion such as U ∗ = U4d . However,
this equivalence is far from obvious. Indeed, for the exact
functional, no correction is needed [44] and U ∗ = 0. Thus, it
is clear that U ∗ depends on the approximate functional in use,
while U4d is an observable spectroscopic quantity depending
only on the material.

Setting T ν
pd = 0 and taking the d shell as an example, one

can quite generally define

U4d = E (d10) + E
(1

A1g, d8) − 2E (d9), (2)

where the notation emphasizes that the d8 state should be
a singlet with both holes on the same orbital. Assuming
DFT provides accurate total energies at integer occupations,
it is reasonable to estimate the physical U4d using the above
formula in a DFT computation in which the d shell occu-
pancy is constrained at n = 8, 9, 10 and the hybridization is
suppressed. Indeed, this kind of computation was done even
before the DFT+U methodology was proposed [45,46].

The values of E (dn) at three points (n = 8, 9, 10) are
enough to define a parabola. For common local or semilocal
functionals, such as local-density approximation or general-
ized gradient approximation, the energy as a function of n,
taken now as a continuous variable, is expected to follow an
approximate parabolic behavior. Instead, the energy computed
with the exact functional is known to be piecewise linear, co-
inciding with the parabolic behavior only at integer values of
n [44]. Cococcioni and de Gironcoli (CDG) proposed [44] to
introduce U ∗ in such a way that the piecewise linear behavior
is restored in the approximate DFT+U functional. It is easy
to see that if the energy computed with a given functional is
a parabola for all real n in the interval 8 � n � 10 then the
CDG correction coincides also with the DFT estimate of the
spectroscopic interaction using Eq. (2). Therefore, we can take
U ∗ = U4d where the left-hand side is the Hubbard interaction
in the DFT+U method while the right-hand side should be
understood as the DFT approximation to the spectroscopic
interaction using Eq. (2). This, of course, does not hold for
an exact functional or for any functional which does not yield
a perfect parabola in the full interval 8 � n � 10.

We have computed the Hubbard U parameters both for Ag
and F in AgF2, using the linear response approach of CDG
as implemented in the VASP software package [47,48]. The
Monkhorst-Pack sampling of the k mesh was 6 × 6 × 7, and
the energy cutoff for the plane-wave basis was set as 520 eV.
The PBEsol implementation of the exchange-correlation func-
tional was used.

TABLE III. Comparison of parameters between AgF2 (current
paper) and CuO (from Ref. [57]). All values are in eV. U4d/U3d is the
intraorbital repulsion U (1A1g).

AgF2 CuO

T x2−y2

pd 2.76 2.5
Tpp 0.11a 1.0
� 3.5–4.1 2.95
U4d/U3d 7.2–8.2 8.8
Upp 6.0
Upd 1–1.5 <1b

Egap 3.4 1.8
nd 0.67–0.80 0.66

aFor comparison for AgF2 we defined an effective Tpp = [eP(xz) +
eP(yz)]/2 − eP(x2 − y2) with the crystal field parameters of Table I.
bEgap and nd are from Ref. [21] which did not include this parameter.

We obtained U ∗(Ag) = 5.31 eV and U ∗(F) = 11.18 eV.
The value for Ag is smaller than U4d = 7–8 eV obtained from
the spectroscopic data, while the value for F is probably larger
than the physical one. These disagreements are not uncom-
mon. For example, for NiO Ref. [44] finds U ∗(Ni) = 4.6 eV,
while the spectroscopic value [49] for antiparallel spin is
U3d = 10 eV. This difference may be due to inaccuracies of
the DFT approximate energies at integer values (a problem
that is simply not addressed by the CDG method) or to a non-
parabolic behavior of the energy in between. For closed-shell
ions (such as nominal F−) overestimation of the Hubbard U
by the linear response method is common [50]. A resolution of
these issues is certainly very interesting and deserves further
theoretical research, but goes beyond our present scope. Even
if the physical and the corrective U ∗ do not coincide, consis-
tency of the method requires that the above value of U ∗(Ag)
is used in DFT+U computations with the PBEsol functional.

VI. DISCUSSION AND CONCLUSIONS

We have presented a high-energy spectroscopy study com-
plemented with cluster computations to determine the degree
of correlations in silver fluorides and their similarities and/or
differences with cuprates.

DFT computations predict very similar p − d hopping ma-
trix elements in the two compounds (see Table III). Many
important differences in electronic parameters can be traced
back to the different size of the orbitals: Ag2+ is larger than
Cu2+ while F− is smaller than O2−. The ion polarizability
scales with the ionic volume, while the on-site Coulomb
repulsion decreases with the size. For the more localized
fluorine p orbitals, we expect larger Upp and smaller p − p hy-
bridization and ligand polarizability in the silver fluoride. For
d orbitals the roles are interchanged, and we expect smaller
bare on-site interaction which is compensated by smaller
screening by the ligands.

Our computations for closed-shell AgF are in good agree-
ment with the experiment. Using valence band photoemission
and Auger spectroscopy, we were able to estimate the Hub-
bard Coulomb repulsion among two holes on the same orbital
to be U4d = 7.7 eV. As expected, this is smaller than the same
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quantity in cuprates which is partially compensated by the
screening effect.

For valence band photoemission of AgF2, the situation is
more complicated. The spectrum shows a peak and a shoulder.
This resembles the spectra observed in cuprates which, how-
ever, show also high binding energy satellites at a distance of
7–8 eV from the main peak. Unfortunately, such satellites—
which in cuprates are related to d8 states—are not seen here,
hampering a direct determination of U4d in AgF2. Due to the
large number of parameters and the small number of observed
features, a systematic fit was not possible. Thus, we consid-
ered two possible scenarios, a weakly bound and a strongly
bound ZR singlet, that allowed us to constrain the parameters
U4d and �pd and provide a reasonable range of possible val-
ues. Table III compares the parameters found for AgF2 and
CuO. In both considered scenarios, the charge-transfer energy
is somewhat larger and the Coulomb repulsion is smaller
than in cuprates. However, in both scenarios the Coulomb
repulsion dominates, and the material can be classified as a
charge-transfer insulator according to the ZSA scheme.

The value found for �pd = 1.2 eV in AgF is considerably
smaller than in AgF2. In both materials, we defined �pd as the
energy cost of the ionic transition d9 → d10L. The difference
in �pd can be understood considering the ionic potential. The
energy of the hole in the silver site is decreased the shorter
the distance to the negatively charged fluorines. In contrast,
the energy of the hole on the ligand increases when shorten-
ing the distance with the positively charged silver. Thus the
increase of the charge-transfer energy can be attributed in part
to elementary electrostatic considerations and to the decrease
of the Ag-F distance when going from AgF (2.47 Å) [51] to
AgF2 (2.07 Å) [52].

The weakly bound scenario used to explain the photoemis-
sion experiment in AgF2 predicts a small energy difference
between a high-spin d8 state and a low-spin ZR singlet.
It is worth mentioning that in DFT doped holes on AgF2
planes form both low-spin [53] and high-spin [54] solutions
depending on details such as the local strain and the environ-
ment. This sensitivity to details is compatible with a weakly
bound ZR scenario. Unfortunately, these computations ne-
glect important correlation effects and should not be trusted to
determine the first ionization state of the insulator for reasons
similar to the ones discussed in Sec. V. Overall, the strongly
bound ZR scenario gives a better match of the spectra and of
dd transitions, but the improvement is marginal with respect
to the uncertainties involved, so we cannot narrow more the
range of parameters from what is shown in Table III.

The puzzling absence of d8 satellites in the valence
band photoemission spectrum can be due to overlap with
other bands which strongly broaden these states or off-
stoichiometry at the surface. In cuprates it has been demon-
strated that the photoemission intensity of these features can
be strongly enhanced by tuning the photon energy to be
resonant with the core 3p threshold excitation [55] (74 eV)
and the core 2p threshold [56] (931 eV). It would be highly
desirable to perform similar experiments in AgF2. A good
candidate could be the 4p edge (56 eV) which shows [6] a
weak resonance in Ag2O.

The photon energy used in this paper (Al-Kα) makes
the spectra dominated by the d weight. It would be very

interesting to repeat the experiment with other light sources
which are sensitive to the p spectral weight, like He I and He II

lines [σ (F 2p) and σ (Ag 4d ) = 0.84 and 0.34, respectively].
This would allow identifying the structures predicted in the
inset of Figs. 4 and 7. If the strongly bound ZR scenario is
correct, a distinctive feature associated with this state should
appear at low binding energy due to the high fluorine p char-
acter of the removal states. Similar features are well known in
cuprates [29]. This will unambiguously identify the character
of the first removal state, which is also fundamental to deter-
mine the nature of possible hole doping that can be achieved
in this compound.

In general, the fit of the photoemission data in AgF2 re-
quires a larger charge-transfer energy than the one suggested
by the analysis of dd transitions in AgF2; on the other hand,
analysis of optics data yields a similar value to the one found
here. RIXS analysis of single crystal data would be highly de-
sirable to identify the symmetry of the different dd transitions
and can serve to better constrain the crystal field splittings.

The value of U4d = 7.7 eV found for AgF confirms that
silver fluorides have a large Coulomb repulsion. Also, AgF
has a small value of the charge-transfer gap which suggests
that AgF2 should also be a quite covalent material. Indeed, an-
alyzing the photoemission spectra of AgF2, we arrived to the
conclusion that it is a correlated insulator of charge-transfer
type just as the insulating parent compounds of high-Tc super-
conductors. It appears to have a degree of covalency similar
to cuprates and a somewhat smaller Coulomb repulsion on the
transition metal ion. The repulsion on the ligand is expected
to be larger than in cuprates. This, however, has a minor role
in the low-energy physics, as the probability of two holes to
be on the same ligand is anyway small.

Unfortunately, we cannot exclude that fluorine loss on
the surface has affected the spectra of AgF2 making it re-
semble that of AgF (or electron doped AgF2). Core-level
spectroscopy discussed in Appendix B 2, although in accord
with previous literature, does not give an unambiguous answer
to this problem. In the case of AgF2, such possible con-
tamination of the spectra may affect the parameters derived
which, thus, should be taken as tentative until the experimental
spectra can be confirmed in more controlled surfaces. A step
forward in this direction could come from single crystals, par-
ticularly at low temperature, to minimize the decomposition of
the surface. Efforts for their synthesis using an electrochem-
istry method [58] are underway.

The similarity with cuprates suggests that AgF2 can
become the corner stone of a new family of high-Tc supercon-
ductors. However, due to the strong buckling, doping the bulk
material may lead to strong polaronic effects [53]. A more
fruitful approach would be to grow two-dimensional AgF2 in
an appropriate substrate with doping from donor [54] layers or
gating. It has been predicted [9] that this may lead to d-wave
high-Tc superconductivity of the order of 200 K.
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APPENDIX A: TREATMENT OF COULOMB
REPULSION ON FLUORINE

Because p orbitals in fluorine are more localized than in
oxygen, intraorbital repulsion may be more relevant. There-
fore, we treat it explicitly rather than in mean field as
customarily done in cuprates.

To reduce the Hilbert space in the cluster computations,
we constructed symmetry adapted P orbitals which are linear
combinations of p orbitals with strong overlap with the d
orbitals. This requires us to write the atomic Coulomb op-
erator on fluorine in the basis of P orbitals. This defines the
matrix elements U PP appearing in Eq. (1). In the following,
we present the derivation of this matrix.

For simplicity, we take into account only the monopole
part of the interaction on each fluorine atom. The Coulomb
operator reads

HUpp = Upp

2

∑

rαα′σσ ′
p̄†

rασ p̄†
rα′σ ′ p̄rα′σ ′ p̄rασ

with p̄†
rασ creating an electron in fluorine r with orbital and

spin quantum number ασ . r runs over the NF = 6 fluorine
sites around the central Ag and α = x, y, z.

The symmetry adapted orbitals are defined by

P̄†
mσ =

∑

rα

φm,rα p̄†
rασ

with φm,rα a 18 × 18 unitary matrix. The inverse transform
reads

p̄†
rασ =

∑

rα

φ∗
rα,mP̄†

mσ .

After this projection, the interaction reads

HUpp = Upp

2

∑

m1m2m3m4σσ ′
Mm1m2

m3m4
P̄†

m1σ
P̄†

m3σ ′ P̄m4σ ′ P̄m2σ

with

Mm1m2
m3m4

=
∑

rαα′
φ∗

rα,m1
φ∗

rα′,m3
φrα′,m4φrα,m2 .

M is a symmetric 182 × 182 matrix with rows and columns
labeled by the pairs m1m2 and m3m4 with mi = 1, . . . , 3NF .
In the Hilbert space of interest only a small portion of this
matrix is needed, as discussed below.

Transforming to the hole formalism of the main text
(P̄†

mσ → Pmσ ) one obtains

HUpp = Ecs +
∑

mσ

εm
UPP

P†
mσ Pmσ

+ Upp

2

∑

m1m2m3m4σσ ′
Mm1m2

m3m4
P†

m4σ
P†

m2σ ′Pm1σ ′Pm3σ (A1)

with the energy of the closed shell given by a direct and
exchange contribution which can be put in the familiar form

Ecs = Upp

∑

m1m2

2
(
Mm1m1

m2m2
− Mm1m2

m2m1

) = UppNF
Ns(Ns − 1)

2

with Ns = 6, the number of spin orbitals in a p shell.
After normal ordering one obtains single-particle contribu-

tions defined by

εm
Upp

= −Upp

∑

m′

(
2Mm′m′

mm − Mm′m
mm′

) = −Upp(Ns − 1).

This clearly represents the interaction of the removed electron
with the other electrons in a given fluorine. Since this is
independent of m, it can be incorporated in the definition of
�. Following Ref. [14], we can now separate the symmetry
adapted orbitals into five orbitals with significant mixing with
the central Ag and the rest. The former transform approxi-
mately as d orbitals and are labeled accordingly as m = z2,
x2 − y2, xy, xz, and yz. Neglecting irrelevant terms, the final
form of the interaction reads as Eq. (1) where now the sum
is restricted to the symmetry adapted orbitals with νi → miσi

and

U (PP)(m1σ1, m2σ2, m3σ3, m4σ4) = Upp

2
Mm4m1

m2m3
δσ1σ4δσ2σ3 .

APPENDIX B: BINDING ENERGIES

Here, we present core-hole spectra of the materials studied.
On one hand, this is useful to define the two-hole binding
energies in the Auger process. Furthermore, core-hole spectra
may give information on the oxidation state of the region of
the sample under examination.

In order to compensate for charging effects in insulating
samples, all the binding energies were corrected aligning the
C 1s peaks from contaminants with the C 1s peak of a refer-
ence metallic Ag sample.

1. Two-hole binding energies in the Auger process

In a two-step description of the Auger process, the initial
state consists of a core-hole state, followed by the decay
of a valence electron and the emission of a second valence
electron, ending in a state with two valence holes. For AgF the
initial core hole can be in a 3d3/2 (M4) or a 3d5/2 state (M5)
which are separated by the spin-orbit splitting �SO = 6.0 eV
as revealed by the core-level spectra shown in Fig. 10. Focus-
ing on the case in which the initial core hole is in the M5 state,
the two-hole binding energy corresponding to a two-particle
excitation ν is given by Eb(ν) = E (N − 2, ν) − E (N, 0) =
E (N − 1, M5) − E (N, 0) − KE where the kinetic energy of
the photoejected electron is KE = E (N − 1, M5) − E (N −
2, ν). Here, E (N, 0) is the N-particle ground state. In Fig. 3
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FIG. 10. The measured 3d core-hole spectra of AgF and AgF2.
The splitting between the M4 and M5 states is due to spin-orbit
coupling and amounts to �SO = 6.0 eV for AgF.

since we choose to plot the spectrum in terms of the M5
binding energy, the spectrum corresponding to the M4 initial
state appears at smaller binding energy and shifted by the
spin-orbit coupling �SO.

2. Oxidation state

Chemical shifts provide information on the oxidation
states. Usually the binding energy increases with the oxidation
state but compounds of silver are anomalous in that they show
the opposite effect [17,32,59–61].

For AgF, the binding energy of the 3d5/2 state from Fig. 10
is 368.3 eV. This is close to previous values reported in the lit-
erature: 368.2 [30], 367.7 [60], 367.8 [32], and 368.0 eV [61].
Turning to the AgF2 sample, we find that the binding en-
ergy has the expected anomalous negative shift corresponding
to a higher oxidation state. The shifts amount to −0.8 eV
corresponding to a binding energy of 367.4 eV in good agree-
ment with Refs. [60] (367.3 eV), [32] (367.3 eV), and [30]
(367.8 eV). This suggests that the part of the sample under
examination is indeed AgF2. On the other hand, for a d9

ground state, one expects satellites to appear in the core-level
spectra as for the Cu 2p3/2 level of CuO (see Ref. [29]).

FIG. 11. The measured 3p core-hole spectra of AgF and AgF2.

Although the AgF2 spectrum shows broadening and asymme-
try, the satellites do not appear.

Such satellites are not visible in the 3p core-level spectra of
AgF2 either (Fig. 11). The absence of satellites in core-level
spectra agrees with Ref. [32].

Figure 11 shows the core-level spectra of the 3p doublet
of both materials. We find a −0.5 chemical shift increasing
the oxidation state, which coincides with the shift reported in
Ref. [32]. The present binding energy for 3p3/2 is 572.6 eV,
slightly larger than their value (572.0 eV) probably because
of small differences in charging corrections.

For completeness, we report the experimental valence band
binding energy with the same C 1s referencing and measured
at the peak maximum. For AgF we find that the binding energy
is 5.1 eV compared with 4.8 [32] and 5.26 eV [30]. For AgF2,
we find a binding energy of 4.4 eV compared with 4.4 [32]
and 4.9 eV [30].

Overall, we find good agreement with the existing litera-
ture for chemical shifts and absolute binding energies, which
points to a nominal d9 ground state in the region of the AgF2
sample examined. On the other hand, the absence of satellites
is puzzling and needs further investigation, for example, by
changing the surface preparation conditions.
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[58] P. Połczyński, R. Jurczakowski, A. Grzelak, E. Goreshnik, Z.

Mazej, and W. Grochala, Chem. Eur. J. 25, 4927 (2019).
[59] J. A. McMillan, J. Inorg. Nucl. Chem. 13, 28 (1960); K. Yvon,

A. Bezinge, P. Tissot, and P. Fischer, J. Solid State Chem. 65,
225 (1986); X. Bao, M. Muhler, Th. Schedel-Niedrig, and R.
Schlögl, Phys. Rev. B 54, 2249 (1996).

[60] S. W. Gaarenstroom and N. Winograd, J. Chem. Phys. 67, 3500
(1977).

[61] V. K. Kaushik, J. Electron Spectrosc. Relat. Phenom. 56, 273
(1991).

035142-12

https://doi.org/10.1103/PhysRevResearch.4.023108
https://doi.org/10.1016/0038-1098(77)90390-8
https://doi.org/10.1103/PhysRevLett.39.504
https://doi.org/10.1016/j.elspec.2015.02.013
https://doi.org/10.1103/PhysRev.94.1498
https://doi.org/10.1038/srep00065
https://doi.org/10.1103/PhysRevB.84.235125
https://doi.org/10.1103/PhysRevB.41.288
https://doi.org/10.1103/PhysRevB.17.1209
https://doi.org/10.1103/PhysRevB.15.1669
https://doi.org/10.1103/PhysRevB.29.4401
https://doi.org/10.1103/PhysRevB.52.2484
https://doi.org/10.1103/PhysRevLett.75.4658
https://doi.org/10.1103/PhysRevLett.58.2794
https://doi.org/10.1016/0092-640X(85)90016-6
https://doi.org/10.1103/PhysRevB.38.11322
https://doi.org/10.1002/cphc.200300777
https://doi.org/10.1016/0038-1098(76)91070-X
https://doi.org/10.1016/S0169-4332(97)00498-4
https://doi.org/10.1103/PhysRevLett.30.1179
https://doi.org/10.1103/PhysRevLett.100.016405
https://doi.org/10.1103/PhysRevB.37.10674
https://doi.org/10.1209/0295-5075/86/17006
https://doi.org/10.1103/PhysRevLett.61.1415
https://doi.org/10.1103/PhysRevB.37.3759
https://doi.org/10.1103/PhysRevLett.124.207004
https://doi.org/10.1088/1367-2630/13/4/043026
https://doi.org/10.1103/PhysRevLett.69.1109
https://doi.org/10.1103/PhysRevB.44.943
https://doi.org/10.1103/PhysRevB.71.035105
https://doi.org/10.1103/PhysRevB.38.6650
https://doi.org/10.1103/PhysRevB.41.11068
https://doi.org/10.1103/PhysRevB.54.11169
https://www.vasp.at/wiki/index.php/Calculate_U_for_LSDA%2BU
https://doi.org/10.1103/PhysRevB.45.1612
https://doi.org/10.1063/1.1677770
https://doi.org/10.1016/0022-3697(71)90003-5
https://doi.org/10.1103/PhysRevMaterials.5.064801
https://doi.org/10.1039/D2CP00179A
https://doi.org/10.1103/PhysRevB.42.2268
https://doi.org/10.1103/PhysRevLett.67.501
https://doi.org/10.1103/PhysRevB.44.9656
https://doi.org/10.1002/chem.201806274
https://doi.org/10.1016/0022-1902(60)80231-X
https://doi.org/10.1016/0022-4596(86)90057-5
https://doi.org/10.1103/PhysRevB.54.2249
https://doi.org/10.1063/1.435347
https://doi.org/10.1016/0368-2048(91)85008-H

