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Invertible fermionic topological (IFT) phases are gapped phases of matter with nondegenerate ground states on
any closed spatial manifold. When open boundary conditions are imposed, nontrivial IFT phases support gapless
boundary degrees of freedom. Distinct IFT phases in one-dimensional space with an internal symmetry group
G/ have been characterized by a triplet of indices ([(v, )], [¢t]). Our main result is an elementary derivation
of the fermionic stacking rules of one-dimensional IFT phases for any given internal symmetry group G, from

the perspective of the boundary, i.e., we give an explicit operational definition for the boundary representation
([(va, pa)], [£A]) obtained from stacking two IFT phases characterized by the triplets of boundary indices

([, p)], [ D) and ([(v2, p2)], [u2]), respectively.
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I. INTRODUCTION

Invertible topological phases of matter are described by
Hamiltonians that are spatially local and support a nondegen-
erate and gapped ground state on any closed spatial manifold,
after the thermodynamic limit has been taken. By convention,
such a Hamiltonian is said to realize the trivial invertible
topological phase if its gapped and nondegenerate ground
state is a direct product of localized states, one localized state
for each local degree of freedom. When space is not a closed
manifold, any Hamiltonian realizing a nontrivial invertible
topological phase must support gapless degrees of freedom
that are localized at the boundaries. The problem of classify-
ing the invertible topological phases in d-dimensional space
has attracted a lot of interest in the last decade [1-4].

A continuous deformation of a local Hamiltonian is de-
fined to include both the continuous change of short-range
couplings between all existing local degrees of freedom or the
addition (removal) of decoupled local degrees of freedom that
realize a trivial invertible topological phase of their own. Any
pair of Hamiltonians with nondegenerate and gapped ground
states on any closed manifold are said to be equivalent if
they can be continuously deformed into one another without
closing the spectral gap. Invertible topological phases are then
defined as the equivalence classes of such Hamiltonians under
gap-preserving continuous deformations. Invertible topologi-
cal phases display a group structure under a composition rule
called the stacking rule. The stacking of any pair of invertible
phases consists in creating a new invertible phase by defining
the new local degrees of freedom to be the union of the local
degrees of freedom from a representative of each invertible
phase and by defining the new Hamiltonian acting on the
new local degrees of freedom by taking the direct sum of the
pair of representative Hamiltonians for each invertible phase.
If the invertible topological phase resulting from stacking is
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the trivial one, then the pair of stacked invertible topological
phases are inverse pairs.

The classification of invertible topological phases can be
enriched by imposing an internal (independent of space) sym-
metry group G such that two invertible phases are equivalent
only if they can be continuously deformed to one another
without gap closing and without (neither explicitly nor spon-
taneously) breaking the G symmetry. Those invertible topo-
logical phases that are equivalent to the trivial phase under
the continuous deformation that spontaneously or explicitly
break the G symmetry are called the symmetry protected topo-
logical (SPT) phases [1,5]. When open boundary conditions
are imposed, SPT phases support gapless degrees of freedom
at the boundaries that are protected by the G symmetry, i.e.,
the boundary degrees of freedom cannot be gapped unless G
symmetry is either explicitly or spontaneously broken.

Invertible topological phases are best understood in one-
dimensional space. Their classification has been conjectured
based on the study of translation-invariant and injective ma-
trix product states (MPS) [6-10]. By taking advantage of
the split property of nondegenerate gapped ground states in
one-dimensional space [11], Bourne and Ogata in Ref. [12]
have derived rigorously for any internal symmetry group G
an exhaustive classification of invertible fermionic topological
(IFT) phases that includes their stacking rules.

In this paper, we build on the seminal work by Fidkowski
and Kitaev in Ref. [6] and provide an operational construction
of the boundary representations of any internal G; symmetry
imposed on IFT phases in one-dimensional space. We find the
counterparts that characterize the boundary representations
to the topological indices used to classify one-dimensional
IFT phases from a bulk perspective in Refs. [10,12]. More-
over, we explicitly derive their stacking rules by elementary
methods. Our stacking rules differ from the ones derived in
Ref. [9], but agree with the ones derived in Refs. [10,12].

©2022 American Physical Society
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This paper is organized as follows. In Sec. IT we lay out our
strategy and summarize the results. In Secs. III and IV, we de-
fine the boundary degrees of freedom and the representation of
the internal symmetry group Gy acting on them, respectively,
for any one-dimensional IFT phase. In Sec. V, we define a
triplet of indices ([(v, p)], [t]) that characterizes the bound-
ary properties of a one-dimensional IFT phase. In Sec. VI,
we derive the fermionic stacking rules of one-dimensional
IFT phases by only using elementary means. In Sec. VIII,
we relate some supersymmetric properties of the ground-state
manifold when open boundary conditions are chosen to some
values taken by the triplet ([(v, p)], [£]). Our conclusions can
be found in Sec. IX, while Appendices A, B, and C review
group cohomology, central extension class, and the detailed
definition of the triplet of boundary indices ([(v, p)], [1]),
respectively.

II. STRATEGY AND SUMMARY OF RESULTS

The classification of the IFT phases in one-dimensional
space is intimately related to the classification of the
projective representations of the fermionic symmetry group
Gy, an internal symmetry acting globally on the fermionic
Fock space. To illustrate this, we will first consider the
representations of G on a closed one-dimensional chain and
then investigate the consequences of imposing open boundary
conditions.

We denote by A the set of points on a one-dimensional
lattice. Given are the fermionic symmetry group Gy (Ap-
pendices A and B) and a global fermionic Fock space §a
defined over A. We assume that there exists a faithful trivial
representation Uy, of the group G on the lattice A. In other
words, there exists an injective map ﬁbu]k : Gy — Aut(§a)
where Aut(F,) is the set of automorphisms on the fermionic
Fock space such that for any g, h € Gy,

Ut () Upuic (h) = Ui (gh),

where gh denotes the composition of the elements g, i € Gy.
We define a group homomorphism

¢: Gy — {0, 1}

(2.1a)

(2.1b)

that specifies if an element g € Gy is to be represented by a
unitary operator, in which case [¢(g) = 0], or by an antiuni-
tary operator, in which case [c(g) = 1]. For any g € Gy, its
representation ﬁbulk (g) can be written as

Uputc(2) = Voun (g) K@,

where \//\bulk (g) is a unitary operator acting on §, and K is the
complex conjugation map.

For each point j € A, we associate a set of Hermitian
Majorana operators

2.1¢)

0= {?l(j), ?z(j), S )A/,,(f)}, (2.2a)
that realizes the Clifford algebra
nj
C¢,, :=span l_[ ()A/L(J))m, | {?L(])’ )A/lfj)} = 28,,
=1
m=0,1, ¢/=1,-- ,nj} (2.2b)

The n; Majorana operators (2.2a) span a local fermionic Fock
space §; if n; is an even integer. If n; is odd, the Clifford
algebra Cﬁnj contains a two-dimensional center, reason for
which the n; Majorana operators (2.2a) span a Hilbert space
that cannot be interpreted as a fermionic Fock space [13]. The
consistent definition of a global fermionic Fock space thus
requires the total number of Majorana degrees of freedom to
be even, i.e.,

> nj=0mod?2. (2.3)
J

We define a local [14] representation U ; of the symmetry
group Gy by demanding that on the degrees of freedom local-
ized at site j € A, (7] acts in the same way as the global bulk
representation ﬁbulk does, i.e., the consistency condition

U979 U () = Upunc(®) 79 U (9)-
for any g € Gy and « =1, ..., n; must hold. Hereby, we as-
sume that the bulk representation 0bu1k is not anomalous in the
sense that there are no obstructions that prevent decomposing
ﬁbulk into the product of local representations l/]\J (see Refs.
[15,16] for examples when this is not po§§ible). The defini-

tion (2.4) implies that the representation U; satisfies for any
8, he Gf

2.4

U()Uj(h) = € Uj(gh). 25)
The phase factor ¢;(g, h) € C 2(G r, U(1)) defines a 2-cochain
(Appendix A). Its equivalence classes [¢] takes values in the
second cohomology group H*(G r, U(1).) (Appendix A). The
equivalence class [¢;] characterizes the projective nature of
the representation [7] The value [¢;] = 0 is assigned to the
trivial projective representation for which the vanishing phase
¢(g, h) = 0forany g, h € Gy is a representative.

By definition, local Hamiltonians with the symmetry group
Gy that realize IFT phases of matter must necessarily have
nondegenerate and gapped ground states that transform as sin-
glets under the symmetry group Gy with any closed boundary
conditions. We restrict our attention to one-dimensional space
and to IFT phases of matter with translation symmetry Gy
in addition to the internal fermionic symmetry group G;. In
other words, the total symmetry group Gy is by hypothesis
the direct product

Giot = Gyl X Gf« (2.6)

Imposing translation symmetry Gy requires the number n;
of Majorana degrees of freedom at each site to be independent
of j with the same local representation U;(g) for any element
g € Gy. If so, the Lieb-Schulz-Mattis (LSM) theorems from
Ref. [17] apply (see also Ref. [18]). A nondegenerate and
gapped ground state that transforms as a singlet under the
symmetry group Gy is permissible if and only if:

(1) The number n; of Majorana degrees of freedom at each
site j € Aiseven,i.e.,n; =2n

(2) The local representation @(g) realizes a trivial projec-
tive representation, i.e., [¢;] = [¢] = 0.

The first condition requires that there exist a local
fermionic Fock space §; spanned by the even number of local
Majorana degrees of freedom (2.2a). Therefore, the global
fermionic Fock space § decomposes as a Z,-graded tensor
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FIG. 1. The repeat unit cells of a one-dimensional lattices are
pictured by colored discs. Each repeat unit cell hosts an even number
2n of Majorana degrees of freedom. Without loss of generality, the
range of the couplings between Majorana degrees of freedom is one
lattice spacing (the thick line between the repeat unit cells). Transla-
tion symmetry is imposed by choosing periodic boundary conditions,
in which case the one-dimensional lattice is the discretization of a
ring. Open boundary conditions break the translation symmetry. This
can be achieved by cutting a thick line connecting two repeat unit cell
or by cutting open a repeat unit cell. In the former case, the number of
Majorana degrees of freedom on any one of the upmost left or right
cells is the same even number 2n of Majorana degrees of freedom
as that in a single repeat unit cell. In the latter case, the number of
Majorana degrees of freedom on the upmost left cell is any integer
1 < n. < 2n while that on the upmost cell is ng = 2n — n.

product ® of the local Fock spaces §;, i.e.,

Fa =3

jeA

Q.7

The second condition requires that the local representation
U € Aut(§;) is a representation in the trivial equivalence
ciass [¢] = 0. This implies that the global bulk representation
Upuix decomposes as the product of local representations U,
i.e., forany g € G

ﬁbulk(g) = |:1_[ \Z(g):| K@

JEA

2.8)

Open boundary conditions break the hypothesis of trans-
lation symmetry in the LSM theorem from Ref. [17]. When
a closed chain is opened up, the degrees of freedom local-
ized in one or multiple repeat unit cells may be split into
two disconnected components Ap and Ar of the boundary
Apg := 0A = AL U Ag, as is illustrated in Fig. 1. If so, the
two requirements of the LSM theorem need no longer hold at
each disconnected component.

Any one-dimensional IFT phase of matter is thus charac-
terized by the following data:

(1) There is a Z,-valued index [ug] = {0,1} (B =L, R)
that measures the parity of the number of Majorana degrees
of freedom that are localized on either one of the left (L) or
right (R) boundaries (B) of the open chain Apg = AL U Ag.
The index [ug] can be viewed as an element of the zeroth
cohomology group H O(Gf, Zy) = 25.

(2) There is an equivalence class [¢pp] € H 2(Gf, u(l),) of
the second cohomology group (Appendix A) that character-
izes the projective representation of the internal symmetry
group Gy at either one of the left or right boundaries of an
open chain Apg = AL U Ag.

Given a disconnected component Ap of the boundary Ayg,
we assume the existence of a set of boundary Majorana de-
grees of freedom

Op {A(B) ~ (B) A(B)}

y] ) V2 P y"B (293)

that are associated with states exponentially localized in
space at the boundary B. The pair of data ([¢g], [us]) €
H?*(Gy,U(1),) x H%(Gy, Z,) are assigned as follows. The
index [up] is nothing but the parity of the number of Majorana
degrees of freedom at Ag, i.e., [ug] = ng mod 2. The equiv-
alence class [¢g] of the projective phase ¢p(g, h) is computed
by constructing a boundary representation Ug. This is done by
demanding the consistency condition

Us(2) 7 Ui (2) = Upur(2) 7.® U} (9),

forany ge Grandt =1,2,...,np.

The index [¢g] € Hz(Gf, U(1).) depends both on [up] =
0,1 and the fermionic symmetry group Gy. This is so be-
cause Gy is the central extension of the internal symmetry
group G by the fermion-parity symmetry group Z5 with
extension class [y] € H*(G, Zg) (Appendix B), ie., G is
isomorphic to the group G/Z5 [19]. As the center of the
fermionic symmetry group Gy is the fermion-parity subgroup
75, its projective representations are sensitive to the values
of [ug]. This sensitivity can be made explicit if, following
Turzillo and You in Ref. [10], one trades the equivalence
classes [¢g] EHz(Gf,U(l) ) for the equivalence classes
[(vg, pB)] € kerD /im Dl . Where D2 and D1 . are mod-
ified coboundary operators (Appendlx C)

The 2-cochain vg € C%[G, U(1)] encodes the projective
representations of the group. The interpretation of the 1-
cochain pg € C'[G, Z,] depends on the value of [ug] =0, 1.
When [ug] = 0, the 1-cochain pg € C'[G, Z,] encodes the
relation between the representations of the elements of the
group G and the representation of the fermion-parity from
Z5. When [ug] = 1, the 1-cochain pg € C'[G, Z,] encodes
the relation between the representations of the elements of
the group G and the representation of the nontrivial central
element of a Clifford algebra Cfy;; with an odd number of
generators.

There are two possible scenarios for the fate of the set
(2.9a) of boundary degrees of freedom on the boundary Ag
that realize the triplet of boundary data ([(vs, pB)l, [4B])
when the bulk is perturbed by local and continuous inter-
actions that break neither explicitly nor spontaneously the
Gy symmetry. In scenario I, the set (2.9a) is unchanged
by the bulk perturbation. If so, the triplet of boundary data
([(vB, pB)], [4B]) does not change. In scenario II, the bulk
perturbation changes the set (2.9a) by either the addition or
removal of boundary degrees of freedom. If the degrees of
freedom added to or removed from the boundary Ag re-
alize the trivial triplet of data, then the resulting triplet of
boundary data is unchanged according to the fermionic stack-
ing rules, i.e., ([(vs, pB)], [uB]). If the degrees of freedom
added to or removed from the boundary Ap realize a non-
trivial triplet of data, then the triplet of boundary data is
changed to ([(vg, pg)l, [ug]) # ([(vB, pB)], [1B]) according
to the fermionic stacking rules. If the bulk-boundary corre-
spondence were to hold, then a gap-closing transition in the

(2.9b)
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bulk that is induced by the bulk perturbations is required
to change the boundary triplet of data. This hypothesis is
plausible because Bourne and Ogata have shown rigorously in
Ref. [12] the existence of triplets of bulk data that take values
in the same cohomology groups as the triplets of boundary
data ([(vB, pB)], [tB]), obey the same stacking rules, and offer
a bulk classification of IFT phases of matter. In this paper,
we shall assume without proof this bulk-boundary correspon-
dence.

There is no need to specify the triplets ([(vL, op)], [1L])
and ([(vg, pr)], [ur]) associated with the disconnected com-
ponents Ap and Ar independently. The triplet of data on
the left boundary Ap fixes their counterparts on the right
boundary Ag, owing to the condition that the ground state of
a Hamiltonian realizing an IFT phase of matter must be non-
degenerate and G symmetric when periodic boundary condi-
tions are selected. Thus, we drop the subscripts when denoting
the triplet of data ([(v, p)], []) that characterize the IFT
phases.

For any G that splits, i.e., Gy is isomorphic to the product
G x 7%, the index [u] can take the values O or 1. If the group
Gy is a nonsplit group, then [u] = 0 is the only possibility.
When [1] = 1, the minimal degeneracy of the eigenspace for
the ground states when open boundary conditions are selected
is two for any split fermionic symmetry group Gy, including
the smallest possible fermionic symmetry group Gy = Z5.
Hence, one-dimensional Hamiltonians realizing IFT phases
of matter with [«] = 1 cannot be deformed adiabatically to
a Hamiltonian realizing the trivial IFT phase of matter at the
expense of breaking explicitly any of the protecting symme-
tries in G other than Z5. A forteriori, these phases of matter
are distinct from the fermionic SPT (FSPT) phases of matter
in one-dimensional space. In one-dimensional space, FSPT
phases of matter are only possible when [] = 0.

Once the IFT phases in one-dimension are characterized
by the triplet ([(v, p)], [u1]), it is imperative to derive the
stacking rules, i.e., the group composition rules of the triplets
([(v, p)], [1]) that are compatible with the Z,-graded tensor
product between fermionic Fock spaces (in physics termi-
nology, antisymmetrization). Stacking rules can be derived
by considering the topological indices ([(va, pa)], [A]) Of
an IFT phase of matter that is constructed by combining the
boundary degrees of freedoms of any representatives of two
other IFT phases with topological indices ([(vy, p1)], [£1])
and ([(v2, p2)], [12]), respectively. The stacking rules are es-
sential properties of IFT phases of matter. They enforce a
group composition law between IFT phases of matter sharing
the same fermionic symmetry group Gy. This group com-
position law can be interpreted as the physical operation
by which two blocks of matter, each realizing IFT phases
of matter sharing the same fermionic symmetry group Gy,
are brought into contact so as to form a single larger block
of matter sharing the same fermionic symmetry group Gy.
This group composition law is also needed to implement a
consistency condition corresponding to changing from open
to closed boundary conditions. Topological data associated
with the left and the right disconnected components of the
one-dimensional boundary must be the inverse of each other
with respect to the stacking rules, i.e., one should obtain the
trivial data ([(0, 0)], 0) if the change from open to periodic

boundary conditions is interpreted as the stacking of opposite
boundaries.

The main result of this paper is the derivation of the
stacking rules of any IFT phase of matter in one-dimensional
space from the perspective of the boundaries. Working on
the boundaries allows to use elementary tools of quantum
mechanics and mathematics.

To achieve this goal, we first define the set of boundary
degrees of freedom Op and the corresponding representation
Us that satisfy the consistency condition (2.9b) for the cases
of [u] =0 and [u] =1 separately in Secs. III and IV, re-
spectively. In doing so, we give the explicit representation
for the center Z5 C G of the fermion parity symmetry. In
Sec. V, we define the 2-cochains ¢(g, h) € C2(Gf, U(1)) and
v(g, h) € C2(G, U(1)), and the 1-cochain p(g) € H'(G, Z»)
for the cases of [i1] = 0 and [t] = 1 separately.

Second, we derive the fermionic stacking rules using
elementary means in Sec. VI To this end, we consider
two boundary representations U; and U, together with their
associated triplets ([(vi, p0)], [11]) and ([(v2, p2)], [12]),
respectively. We then explicitly construct the stacked repre-
sentation U, that acts on the combined degrees of freedom of
the two representations. This is done by demanding that the
stacked representation U, satisfies the two conditions that are
the counterparts to the consistency condition (2.9b).

When constructing the stacked representation U, , we shall
consider the following four cases separately: (i) even-even
([n1] = [r2] = 0) stacking, (ii) even-odd ([u1] =0, [u2] =
1) stacking, (iii) odd-even ([u] = 1, [2] = 0) stacking, (iv)
and odd-odd ([p1] = [u2] = 1) stacking. We find the four
fermionic stacking rules

([(v1, P11, 0) A ([(v2, p2)], 0)
= ([(vi + v2 + 7 (o1 — p2), p1 + P2)], 0),
([v1, p)] 0) A ([(v2, p2)], 1)
= ([((vi+v2+7m(pr—p2+p1—0), p1+p)] 1),
(2.10b)

(2.10a)

(v, e, D A ([(v2, p2)], 0)
= ([ +va+7m(o1 — 2+ p2~—¢), p1 +p2)], 1),
(2.10c)

(1, p0] DA ([(v2, p2)], D

= ([(vi +v2 +7(p1 — p2), p1 + p2 + )], 0),
(2.10d)

respectively. The derivation of the stacking rules (2.10) is
the main result of this paper. Here, we denote the stacking
operation with the symbol A. We also made use of the cup
product — defined in Appendix A to construct a 2-cochains
out of two 1-cochains. If the group G only contains unitary
symmetries, i.e., ¢(g) = 0 for any g € Gy, then the stacking
rules (2.10) reduce to

(v, e [aD A ([(v2, p2)]; [12])

= ([(vi +va + (o1 ~ p2), p1 + p2)], [pr] + [w2]).
2.11)
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Finally, we discuss the protected ground-state degeneracy of
representatives of an IFT phase with the index ([(v, p)], [1])
when open boundary conditions are imposed in Sec. VIII. This
exercise allows us to give the generic conditions on the index
([(v, p)], [1£]) that imply an emergent boundary supersymme-
try, as was recently explored in Refs. [20,21].

As an illustration of this general result, we turn our atten-
tion to the symmetry class BDI from the tenfold way (the
protecting symmetries are fermion parity and spinless time
reversal) in one-dimensional space [22]. In the Supplemental
Material [23], we derive in detail (i) the explicit values of
([(vB, pB)], [B]) for the left (B = L) and the right (B =
R) boundaries, (ii) their stacking rules, (iii) and the protected
ground-state degeneracies for a class of Hamiltonians that we
call Majorana ¢ chains with ¢ € Z. The asymmetry between
the left and right boundaries is made explicit. We then use
the Jordan-Wigner transformation to bosonize the Majorana
¢ chains into a family of spin-1/2 cluster ¢ chains [24,25].
These spin-1/2 cluster ¢ chains are shown to realize bosonic
symmetry-protected topological phases of matter character-
ized by a doublet ([vg], [pg]) of indices that quantify which
projective representations of the protecting symmetries (a
global rotation in Pauli space by the angle m around some
given direction in Pauli space and spinless time-reversal sym-
metry) is realized on the boundaries. Hereto, we derive (i) the
explicit values of ([vg], [pg]) for the left (B = L) and the
right (B = R) boundaries, (ii) their stacking rules, (iii) and
the protected ground-state degeneracies. The differences with
the Majorana c chains are explained. In particular, it is shown
that the left and right boundaries share the same projective
representations of the protecting symmetries for the spin-1/2
cluster ¢ chains.

III. ASSUMPTIONS AND DEFINITIONS

We start from a given internal symmetry group G acting
on Majorana degrees of freedom. The subscript f is attached
to emphasize the “fermionic” nature of the group Gy as we
shall now explain. For quantum systems built out of Majo-
rana degrees of freedom, any Hamiltonian that dictates the
quantum dynamics is built from products of even numbers
of Majorana operators. In other words, the fermion parity
operator (—1)F necessarily commutes with the Hamiltonian,
where F' denotes the total fermion number operator. We de-
note by 75 := {e, p} the cyclic group generated by the abstract
element p € Z5 that we shall interpret as the fermion parity.
The superscript F is attached to the cyclic group Z5 to dis-
tinguish its role as the fermion parity symmetry. We assume
that the fermion parity symmetry Z5 can be neither explicitly
nor spontaneously broken and is a subgroup of the center of
Gy. We denote by G = G;/Z% the group consisting of all
symmetries other than the fermion parity symmetry Z5.

The internal symmetry group Gy is specified by two pieces
of data. The first piece is the central extension class [y] €
H*(G, Z%) that characterize how the group G and the fermion
parity symmetry group Z5 are glued together to produce the
group Gy. This is to say that, G is not restricted to be the
direct product Gy = G x Z5. The group Gy is such that (i) Z5
is a subgroup of the center of G (ii) and G is isomorphic to
Gy /Z5. We assign the equivalence class [y] = 0 to the case of

G being isomorphic to the direct product G x 75 and say that
G splits (Appendices A and B). The second piece is the group
homomorphism ¢ : Gy — {0, 1} that specifies if an element
g € Gy is to be represented by a unitary [c(g) = 0] operator or
by an antiunitary [c¢(g) = 1] operator [by definition, ¢(p)=0].

We denote by A the set of points on a one-dimensional
lattice that we shall call the bulk. We assume that there exists
a nonvanishing boundary

Apg = 9A (3.1a)

of the bulk A. The boundary Apg is the union of two
disconnected components Ay or Ag of the one-dimensional
universe A,

Apa = ALUAR, ALNArR=0. (3.1b)

The hypothesis that states bound to Ay or Ag do not overlap
in space only holds for all fermionic invertible topological
phases after the thermodynamic limit has been taken.

We assume that there exists a faithful representation of the
group G acting on the bulk A, i.e., an injective map Upy :
Gy — Aut(F,) where Aut(F,) is the set of automorphisms
on the fermionic Fock space §a gf the one-dimensional
universe. We impose that the map Uy forms an ordinary
representation of the group G on the bulk A, i.e., it satisfies
Eq. (2.1). This might not be so anymore when restricting the
action of G, to any one of the disconnected components Ay,
or Ag on the boundary Apg, in which case the existence of
degenerate ground states must follow when open boundary
conditions are selected.

Without loss of generality, we consider any one of Ap
and Ag, which we denote Ag. We are going to construct a
projective representation of the symmetry group Gy on this
component Ap of the boundary Apg, while the opposite com-
ponent of the boundary must then always be represented by
the “inverse” projective representation.

On the boundary Ap, we assume the existence of a set of n
Hermitian Majorana operators

Dn = {7711 )727"' 7?71} (323)
that realizes the Clifford algebra
Ce, :=Span{1_[(77i)’”” Vi 7} = 2845,
i=1
m; =0,1, i,j=1,~~-,n}. (3.2b)

We call these operators Majorana operators. We assign the
index [u] € {0, 1} to the parity of n, i.e.,

[1] = n mod 2. (3.2¢)

We consider the cases of even and odd n separately.
When [u] = 0, the even number n of Majorana operators
from the set (3.2a) span the fermionic Fock space

n/2 A [N my

Y2a—1 — 1Y2a

T A0 ::span{l_[ <—2 ) 0) ‘
a=1

5 >|0>=o, ma=0,1} (3.3a)
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of dimension [26]

dim Fa, 0 = 22 (3.3b)

When [u] = 1, the odd number n of Majorana operators
from the set (3.2a) span a vector space that is not a fermionic
Fock space. In order to recover a fermionic Fock space, we
add to the set (3.2a) made of an odd number n of Majorana
operators the Majorana operator ¥, [6],

Onoo = AP 725 Patng2)s Vs Vool 3.4

thereby defining the Clifford algebra C¢,. ;. Here, the lower
floor function |-| returns the largest integer | x| smaller than
the positive real number x. We may then define the fermionic
Fock space

b2 920\
20—1 — 12«
Sap.1 :=Span{ ]_[ (f> IO)‘

a=1
<)72a—1 + iPa

) )|0) =0, my =0, 1} (3.5a)

of dimension

dim §p,. 1 = 2FD/2, (3.5b)

where it is understood that $,,, | = 7. In this fermionic Fock
space, all creation and annihilation fermion operators are lo-
cal, except for one pair. The pair of creation and annihilation
operator built out of the pair $, and J, of Majorana operators
is nonlocal as J, originates from the opposite component of
the boundary of one-dimensional space owing to the open
boundary conditions, a distance infinitely far away after the
thermodynamic limit has been taken. The same is true of the
two-dimensional fermionic Fock space

Bk = span{ (%) "0y ‘ (“%)m - 0}

(3.6)

spanned by the pair $, and Poo.

Finally, it is assumed that the component Ag of the bound-
ary Apqg defined in Eq. (3.1b) is symmetric under the action of
G/ in the sense that

Doun(8)CL, U (9) CCly Vge Gy (3.7)

IV. BOUNDARY PROJECTIVE REPRESENTATION OF Gy

We assume that, for any g€ Gy, there exists a norm-

preserving operator Ug(g) acting on the Fock space § Ag. ]
as domain of definition such that

Us(2) 7 U3 (2) = Ubun () 71 U (2,

fori =1,2,---, n. The boundary representation Us (g) of any
element g # e, p is not unique since Eq. (4.1) is left invariant
by the multiplication from the right of Ug(g) with any norm-
preserving element from the center of the Clifford algebra
C/¢,,. When n is even this center is trivial and one dimensional.
When #n is odd ([i] = 1) this center is nontrivial and two di-
mensional.ln contrast, irrespective of [11] the representations
Ug(e) and Ug(p) of the identity and fermion parity acting on
the fermionic Fock space §a,.,] are uniquely determined up
to a multiplicative phase factor.

“.1)

Finally, we observe two consequences of Eq. (4.1). First,
the boundary representation Ug inherits the injectivity of the
bulk representation Uy of the fermionic symmetry group
Gy. Second, for any element g € Gy, the boundary represen-
tation U (g) has a definite fermion parity. However, unlike the
representation Uy, the representation Ug can be projective
as we shall explain.

A. The case of [u] = 0

When the number n of Majorana operators on the boundary
Ap is even, [u] = 0. We denote the identity on the local
fermionic Fock space (3.3a) by 1p,. The boundary repre-
sentation of element p € G that generates the fermion parity
group Z5 is chosen to be

n/2
UB(p) = HPou Py = ij}Zafl 7>2a~

a=1

(4.22)

The parity operators f’\l, e, f’:, /2 are Hermitian, square to the
identity, and are pairwise commuting. Hence, ﬁB( p) is Hermi-
tian and squares to the identity. Since operators Py, ..., P,
are pairwise commuting, we can simultaneously diagonalize
them and choose any one of them to be even under complex
conjugation K,

KP,K=P,, (4.2b)
fora =1, ..., n/2. The most general form of a representation
of element g € Gy is

Us(g) == Va(g) K, 4.3)

where @(g) is a unitary operator that belongs tow C¢,, defined
in Eq. (3.2).

B. The case of [u] =1

When the number » of Majorana operators on the boundary
Ap is odd, [u] = 1. We denote the identity on the nonlocal
fermionic Fock space (3.5a) by 1p_;. The boundary represen-
tation of element p € G that generates the fermion parity
group Z5 is chosen to be

ﬁB(p) = ﬁﬁlonloea (4421)
(n—1)/2
P = l_[ Py, P,:= ij)2a71 )7201, (44b)
a=1
ﬁ;onloc = ij}n 7’)00’ (440)

for UB (p) is proportional to the E{Oduct P1 ... Pn Voo Of all the
generators in C€, 1. As such, Ug(p) anticommutes with all
the Majorana operators that span the nonlocal fermionic Fock
space (3.5a). The parity operators Pi, ..., Pu—1)/2, Paonloc are
Hermitian, square to the identity, and are pairwise commuting.
We choose to diagonalize them simultaneously and choose
each of them to be even under complex conjugation K,

KI/J; K= 13;1 KI/):IOHIOC K= ﬁlonlom

fora,' =1,---,(n—1)/2.
In addition to defining a representation of the fermion
parity p, we need to account for the fact that the center of

(4.4d)
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the Clifford algebra C¢, is two-dimensional when n is odd.
We choose to represent the nontrivial element of this center
by

Yo :=Pp,, Y=Yy, YZ=1g,. 4.5)
By construction, Y is proportional to the product ; - - - 7, #
1p,;. It commutes with the Majorana operators 1, ..., P,

while it anticommutes with the Majorana operator Po,. The
operator Y3 is of odd fermion parity for it anticommutes with
the fermion parity operator (4.4). Because Yg commutes with
all the elements of C¢,,, it follows that the left-hand side of
Eq. (4.1) is invariant under the G y-resolved transformation

Us(g) — Us(2) Vs (4.6)

under which the fermion parity of Us (g) is reversed.

Since the Clifford algebra C¢, is closed under the action
of the boundary representation Upuik(g), the same must be
true for the boundary representation Ug(g) [recall Egs. (3.7)
and (4.1)]. In other words, Ug(g) preserves locality in that its
action on those operators whose nontrivial actions are limited
to Ap is merely to mix them. This locality is guaranteed only
if the condition

[Us(8) 7 U (3). Yal = 0
is satisfied for any g € Gy andi =1, ..., n. In turn, condition

(4.7) implies tl}gt Ug(g) either commutes or anticommutes
with the center Y of C¢,,, i.e.,

4.7

Y5 Us(g) = +Up(9) Vs. (4.8)
Furthermore, this is true only if the decomposition
Us(8) = Va(g) On() K® 4.9

holds. Here, %(g) eCl,CcCl,isa unitaronperator with
well-defined fermion parity and the operator Qg(g) is either
proportional to the identity operator in C¢, | or to the opera-
tor Vo

The invariance of Eq. (4.1) under the G¢-resolved transfor-
mation (4.6) allows to fix the fermion parity of l?B (g) to be
even for all g € Gy. In this “gauge”,

Us(g) = Va(2) Os(2) K@, Op(g) = [7ac]?®,

where g(g) = 0, 1 denotes the fermion parity of the unitary
operator Vg (g). Equation (4.10) together with Eqs. (4.4) and
(4.5) define the realization of the symmetry group Gy on the
boundary Ag when [u] = 1.

(4.10)

V. DEFINITION OF INDICES

We consider a boundary representation Us : Gr—
Aut(§a,,[1), where Aut(Fa, [4) denotes the set of automor-
phisms on the fermionic Fock space § ., We demand that
this map satisfies, for any g, &, f € Gy,

Us(g) Ug(h) = @M Uy (gh), (5.1a)

where g h denotes the composition of the elements g, h € Gy.
The map ¢(-, ) € CZ(Gf, U(1)) is a U(1)-valued 2-cochain
[27] (Appendix A). Furthermore, to ensure the compatibility
with the associativity of the composition law of G, we de-

mand that, for any g, &, f € Gy,
d(g, h) + ¢(gh, f) = (=)@ ¢(h, f) + ¢(g hf).

The 2-cochains that satisfy this condition are called 2-
cocycles (Appendix A). The map (5.1) defines a projective
representation of the symmetry group Gy.

Under the gauge transformation

(5.1b)

Us(g) — €© Ug(g), (5.2)

the phase ¢(g, h) entering any projective representation of the
symmetry group G, changes by

¢ (g h)— (g h)=E(gh) —&E(g) — (=1)*®@E(R)  (5.2b)

for any g, h € G¢. Two 2-cochains ¢ and ¢’ are equivalent if
they are related by a gauge transformation. The 2-cochains ¢
that vanish under a gauge transformation, i.e., the identity

P(g. h) =E(gh) — §(g) — (=)@ E(h) (5:20)

for any g, h € Gy holds, are called 2-coboundaries. The set of
equivalence classes [¢] of 2-cocycles under the gauge trans-
formations is the second cohomology group H 2(Gf, U(l),)
(Appendix A).

Elements of G, were referred to, so far, by single letters
g, with e reserved for the identity and p reserved from the
fermion parity. When we want to emphasize that elements
of Gy are elements of the set G x Z5 as is done in Ap-
pendix B, we will denote an element of Gy as (g, h) with
geG, he Zg. With this convention, (id, e) is the identity,
(id, p) is the fermion parity, and the projection (g, e) of (g, 1)
on G defines the inclusion map G C G. Here, the 2-cochain
v € C%(G,U(1)) captures the projective representation (5.1)
for those elements of G, of the form (g, e¢). When [u] =0,
the 1-cochain p € C'(G, Z,) measures if an operator repre-
senting an element of G commutes or anticommutes with the
operator representing the fermion parity p. When [u] = 1,
the 1-cochain p € C'(G, Z,) measures if an operator repre-
senting an element of G commutes or anticommutes with the
central element Y3 of the Clifford algebra C¢,, when [u] = 1.
Indeed, it is possible to organize C*(G, U(1)) x C'(G, Z,)
into a coset of equivalence classes {[(v, p)]} such that there
is a one-to-one correspondence between any element [¢] €
H2(Gf, U(1).) and [(v, p)], as was shown in Ref. [10] and is
reviewed in Appendix C. When defining the indices (v, p), we
made an implicit choice for which elements of G, are mapped
to the pairs (g, e) € G x Zg . Different choices are related
to each other by group isomorphisms on G,. We explain in
Appendix D how the pair (v, p) changes under isomorphisms
relating different representatives of the central extension class
[¥] € HXG. Z).

A. The case of [u] = 0

‘When the number n of Majorana operators on the boundary
Ag is even, [u] = 0. The 2-cochain v € C%(G, U(1)) is de-
fined by restricting the domain of definition of the 2-cochain
¢ from Gy to G,

v(g, h) := ¢((g e), (h,e)),
forany g, h € G.

(5.3)
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The 1-cochain p € C! (Gy, Z,) is defined by the relation

Us((g, 1)) Us((id, p)) US (g, ) TL((id, p)),  if c((g, h)) =0

errieh) — (_1)ﬂ((gyh)) — (5.4)

Us((g, 1)) Us((id, p)) U§ (¢, 1) Up((id, p)), ~if c((g, b)) = 1,
for any (g, 1) € Gy. The 1-cochain p € Cl(Gf, Z,) takes the values O or 1. The 1-cochain p € Cl(Gf, Z5) is a group homomor-
phism from Gy to Z, = {0, 1}, since it has a vanishing coboundary and, hence, is a 1-cocycle [28] (Appendix A). It measures

the fermion parity of the operator ﬁB((g, h)). As expected we have p((id, p)) = 0.
The 1-cochain p € C'(G, Z,) is defined by restricting the domain of definition of p € C! (G, Z5) from Gy to G, i.e.,

Us((g, €)) U ((id, p) U ((g, ) U ((id, p)),  if c((g, €)) =0

&TPE) = (_l)p(g) =1 R N R (5.5a)
Us((g, ©)) Up((id, p)) Ug((g. €)) Up((id, p)),  if c((g.€)) = 1,
for any g € G. In terms of the 2-cocycle ¢, p € C'(G, Z») is, for any g € G, given by
1
p(g) = —lp((g e), (id, p)) — ¢((id, p), (g, )) + ¢(g, €) #((id, p), (id, p))]. (5.5b)

The definitions (5.4) and (5.5) are made so that the 1-cochain p is invariant under the gauge transformation (5.2a). We note that
when a gauge choice is made by choosing the representation U ((id, p)) to be Hermitian, the two cases in the definitions (5.4)
and (5.5) are equivalent.

B. The case of [] =1

When the number 7 of Majorana operators on the boundary Ag is odd, [] = 1. The 2-cochain v € C?(G, U(1)) is defined
by restricting the domain of definition of the 2-cochain ¢ from Gy to G,

V(g h) == ¢((g, e), (h, e)), (5.6)

forany g, h € G.

When [p] = 1, the Clifford algebra C¢,, spanned by the Majorana operators (3.2) has a two-dimensional center, in which case
the fermion parity of the boundary representation Ug((g, #)) for any element (g, h) € G, can be reversed by multiplying it with
the generator ﬁ; of the two-dimensional center of the Clifford algebra C¢,. Moreover, any ﬁB((g, h)) must either commute or
anticommute with Y according to Eq. (4.8).

For this reason, we define the 1-cochain p € C I(Gf, Z,) through

Us((g ) Ys Ul((g, 1) Yy, ifc((gh)=0

GTPUER) = (1)) . 5.7

Us((g, ) Ya Ul ((g, ) Y,  if c((g, b)) =1,

for any (g, h) € Gy. The I-cochain p € Cl(Gf, Z,) takes the value O and 1. The 1-cochain p € Cl(Gf, Z,) is a group
homomorphism from G, to Z, = {0, 1} since it has a vanishing coboundary and, hence, is a 1-cocycle (Appendix A). Since s
is of odd fermion parity by definition (4.5), it anticommutes with the representation UB((ld p)). This implies that p(id, p) = 1.

More generally, the 1-cochain p € C'(G r, £>) measures if the representation UB(g, h) of (g, h) € Gy commutes or anticommutes

with YB

The 1-cochain p € C!(G, Z») is defined by restricting the domain of definition of p € C! (Gy, Z5) from Gy to G, i.e.,

Us((g, ) Y3 U (g, €)Yy,

27P®) = (_1)p(g) =

Us((g, ) Y3 U (g, €)) Ya,

for any g € G.

The definitions (5.7) and (5.8) are made so that the 1-
cochain p is invariant under the gauge transformation (5.2a).
We note that when a gauge choice is made by choosing the
representation Yp to be Hermitian, the two cases in the defini-
tions (5.7) and (5.8) are equivalent.

The fact that the 1-cochain p € Cl(Gf, 7Z,) defined in
Eq. (5.7) is a group homomorphism puts constraints on the
structure of the internal symmetry group G;. Compatibil-

ifc((g,e)) =0
(5.8)

ifc((g,e)) =1,

(

ity between the existence of the group homomorphism p €
C'(Gy, Z,), which is defined in Eq. (5.7) and the group
composition rule in G [see Eq. (B3)] requires that the central
extension class [y] € Hz(Gf, Zg) is trivial, i.e., [y] = 0. This
is so because, when restricted to the center Zg C Gy, the
homomorphism p € C! (Gy, Z,) is a group isomorphism [29].
It can then be used to construct a group isomorphism from G
to the direct product G x Z5. In other words, the only internal

035117-8



ELEMENTARY DERIVATION OF THE STACKING RULES ...

PHYSICAL REVIEW B 106, 035117 (2022)

symmetry groups G, compatible with boundaries supporting
an odd number of Majorana degrees of freedom ([] = 1) are
those that split, i.e, Gy = G x Z5.

For simplicity, we revert back to the single letters (e.g., g
or h) to denote elements of the group G from now on. We
will use this notation as long as there are no ambiguities.
Whenever used, the appropriate definition for 1-cochain p
[definitions (5.4) or (5.5) and definitions (5.7) or (5.8)] should
be understood from the context.

We close Sec. VB by spelling out two identities that will
be convenient when deriving the stacking rules in Sec. VI. We
note that definition (5.7) involves conjugation of the central
clement Yy by the boundary representation Us (g)_of some
element g € Gy. By definitions (4.4) and (4.5), YB can be
written as

Ys = —iUs(p) Poo- (5.92)

Using this identity in definition (5.7) allows one to express
the complex conjugation of y, in terms of group homomor-
phisms ¢, ¢, and p. Since Eq. (4.4d) implies that the Majorana
operators ., and 9, transform oppositely under complex con-
jugation, one finds the pair of identities

Ke® Poo Ke® — (_l)t(qu(g)er(g));oo’ (5.9b)
Ke®) P Ke®) — (_1)q(g)+p(g)7;m (5.9¢)

for any g € Gy

VI. FERMIONIC STACKING RULES

Given the two triplets ((vi, p1), [11]) and ((v2, p2), [n2])
associated to the pair U; and U, of boundary representations,
respectively, we shall construct the triplet A((vA, PA), [;LA/])
that is associated with the representation U,, whereby U,
must be compatible with the symmetry group Gy and is
obtained from taking the tensor product of the two set of
boundary degrees of freedom. We call this operation stacking.

Since the number of boundary Majorana degrees of free-
dom on which UA acts is obtained by adding the boundary
Majorana degrees of freedom

D= 50 0. 3AP)

on which U, acts to the boundary Majorana degrees of free-
dom

6.1)

Oy = {92, 97, L 92 (6.2)

on which l72 acts, we define the index [u ] of the stacked

representation to be
[tn] := [p1] + [2] mod 2. (6.3)

For any g € G, we define the stacked representation Un(g) to
be a norm preserving operator that satisfies the identities

U7 Ul =009 Ui (9),  (6.4a)
U727 U(9) =97 Uj(e).  (6.4b)

fori=1,...,n and j=1,...,np. This definition is the
natural generahzatlon of Eq. (4 1) Because U, 1(g) and Uz(g)
act on single Majorana operators in the same way as the bulk
representation of the element g € Gy does, the same is true

for the stacked representation U, (). The stacked representa-
tion U, (g) is not unique since Egs. (6.4a) and (6.4b) are left
invariant by the multiplications from the right of U, (g) with
any norm-preserving element from the center of the Clifford
algebra Cl,, 4, .

When constructing an explicit representation of U, (g) for
any g € Gy, we shall consider the three cases: (i) even-even
stacking, [u1] = [u2] = 0, (ii) even-odd stacking, [u] = 0,
[12] =1, (iii) and odd-odd stacking, [@;] = [u2] = 1. The
case of odd-even stacking is to be treated analogously to the
case of even-odd stacking.

As is done in Sec. III, we begin with the construction of a
representation of the fermion parity p € Gy. When [uA] = 0,
the stacked representation of U, (p) follows from combining
Eq. (6.4) with the counterpart to Eq. (4.2). When [u ] =1,
the stacked representation of U, (p) follows from combining
Eq. (6.4) with the counterparts to Egs. (4.4). More precisely,
the stacked representation U, (p) of the fermion parity p is
defined to be

Ui(p) Ua(p), if [1] = [12] =0,

Un(p) := {Ui(p) Ua(p), if [1]1=0, [l =1, (6.5)

PPip D92, if ] = [ua] =
By construction, we have chosen a Hermitian representation
U, (p) of the fermion parity p.

Next, we fix the action of the stacked complex conjugation
K, on the single Majorana operators spanning the fermionic
Fock space of the stacked boundary by demanding that some
set of mutually commuting fermion parity operators are left
invariant under complex conjugation [recall Eqs. (4.2) and
(4.4)]. For the cases of even-even ([it1] = [2] = 0) and even-
odd stacking ([ze1] = 0, [uz] = 1), we define K, by

K 9V Ky
Kn 72 K

=K 7K,
=Ky (2) Ka,

(6.6a)
(6.6b)

fori=1,...,nyand j =1,..., ny. For the case of odd-odd

stacking, we define K, by

K. 7V Ky = K 90K, (6.72)
K77 Ky =K 72K, (6.7b)
Ki 70 Ky = +9,0, (6.7¢)
Kn s K= =32, (6.7d)

for i=1,...,n—1and j=1,...,n, — 1. OneAveriﬁes
that, by construction, the fermion parity operator U, (p) is
invariant under conjugation by K.

For the stacked representation with [u,] =1 that is
achleved with an even-odd stacking, we define the central
element YA by

Y, :=U(p) Y2, (6.8)
where Y2 is the central element inherited from the represen-
tation Uz, which by assumption has [u;] = 1 for the case of
even-odd stacking.
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In what follows, we give explicit representations of U, (2)
in terms of the pair Ul (g) and U,(g) and of ([(vr, )], [A])
in terms of the pairs ([(vi, p1)], [11]) and ([(v2, p2)], [w2]).

A. Even-even stacking

For even-even stacking, we have [u1] = [u2] = 0. We de-
fine

(nl := [p1] + [u2] = 0. (6.9)

The representations U, and U5 of the group Gy are of the form
(4.3), i.e., for any g € Gy,

Ui(g) U(g)

with the pair of unitary operators ‘71(g) and I’/\g(g). The naive
guess 7 (2 @(g) K;(g) is not a satisfactory definition of U, (9,
for one verifies that it fails to satisfy Eq. (6.4). Instead, for any
g € Gy, we define

Un(9) := Vi(@ Va(@ [U1 (1@ [T (p)" @ K®. (6.11)

One verifies that this definition satisfies Eq. (6.4) and a
forteriori, Eq. (4.1). The parity operators U, (p) and Uz(p)
in definition (6.11) ensure that no additional minus signs
are introduced when Majorana operators y(l) and y A(z) are
conjugated by UA(g). This is because, by deﬁnmon 5.9),
the values p;(g) and p»(g) encode the fermion parity of the
unitary operators V; (gland V,2(g), respectively, and the parity
operators U;(p) and U,(p) correct for any additional minus
signs arising from fermionic algebra between operators from
representation U; and U, in compliance with Eq. (6.4).

As a sanity check, one verifies that when restricted to the
center Zg C Gy, the definition (6.11) of the stacked repre-
sentation together with definition (4.2) deliver the Hermitian
representations

[7/\(6) = ﬁ-/\,O,

=Vi(e) K", =g K®, (6.10)

U.(p) = Ui(p) Ua(p),

that are consistent with the deﬁnltlon (6 5).
When the representations U, A(g) and U A (h) of two elements
g and h of Gy are composed, we obtain from definition (6.11)

Un(9) Un(h) = Vi(9) Va(g) [U1 (P [Ta(p)]*®

(6.12)

= NEg=<—N"NEg ~ o~
x Vith) ~Va(h) ~ [U((p)1”P [Ua(p))®
x K& (6.13a)
where we have introduced the notation
D= KW OK®), (6.13b)
= K;<g> oK@, (6.13¢)
0" = K@ oK@, (6.13d)

for any operator O, used the reality condition obeyed by U, »
and U,(p), and the fact that ¢ is a group homomorphism. We
rearrange the terms in Eq. (6.13a) to obtain

P 2.8
Va(g) Va(h)
(6.14)

U 7 e =1,
U/\(g) U/\(h) = (_l)ﬂl(g)PZ(h) Vl (g) V1 (]’l) 8
X [(71(p)]ﬂz(gh)[sz(p)]m(gh)K;(gh)’

where (—1)”1®@~2" ig the total multiplicative phase factor
arising due to fermionic algebra. In reaching the last line, we
have used definition (6.6) to trade the complex conjugation by
K, with complex conjugations by K; and K, and the fact that
p1 and p, are group homomorphisms. To proceed, we observe
that definition (5.1) implies

Vi) Vith)

=N Vigh), i=1,2. (6.15)
Inserting these identities to Eq. (6.14) delivers
Un(9) Un(h) ="M T, (gh), (6.162)
where we have defined
DA(8 1) = b1(8 h) + ¢2(g. h) + 7 p1(g) p2(h).  (6.16b)

The construction of the indices ([(va, pA)], [4A]) in terms of
the indices ([(v1, p1)], [11]) and ([(v2, p2)], [2]) is achieved
as follows.

According to definition (5.3), the 2-cochain v, is simply
obtained by restricting ¢, to the elements of G, i.e.,

va(g, h) = vi(g h) +va(g, h) + (o1 — p2)(g h). (6.17a)

In the last step we have used the cup product — to construct a
2-cochain p; — p; out of the pair of one cochains p; and p,.
For the 1-cochain p,, definition (5.5) delivers

oa(g) = p1(g) + p2(8), (6.17b)

which is nothing but the total fermion parity of the stacked
representation U ~(g) of element g € G.

B. Even-odd stacking

For even-odd stacking, we have [u1] =0, [u] = 1.
Hence, we define

(nl == [a] + 2] = 1. (6.18)

The representations U, and U, of the group G/ are of the form
(4.3) and (4.10), respectively, i.e., for any g € Gy,

Ui(g) = Vi(e) K, (6.19a)
Us(g) = Valg) 02(g) Ks®, (6.19b)
0:(g) = [12]". (6.19¢)

The naive guess Vi(g) Va(g) 0-(g) K& is not a satisfactory

definition of U.(g), for one verifies that it fails to satisfy
Eq. (6.4) and to be of even fermion parity. Instead, we define
the stacked representation to be

T,(2) = Vi(g) Va(g) 02(2) [T (p) 72" KE@

= V. (9) 0 (9 K, (6.202)
Va(2) := Vi(9) Vale) [T (p) 171, (6.20b)
0.(9) := 02 [2]" = [p2]"*". (6.200)

One verifies that this definition satisfies Eq. (6.4) and, a
forteriori, Eq. (4.1). For any g € Gy, the definition (6.20)
guarantees that U ~(g) is of even fermion parity. This property
is inherited from the fact that Uz(g) is of even fermion parity
according to Eq. (4.10) and the factor U, 1(p) yoo) compensates
for the fermion parity of the operator Vi (g). The product
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U, (p) 72 also compensates for additional minus signs arising
from fermionic algebra between the operators from represen-
tations U; and U, in compliance with Eq. (6.4).

As a sanity check, one verifies that, when restricted to the
center Zl; C Gy, the definition (6.20) of the stacked repre-
sentation together with definitions (4.2) and (4.4) deliver the
Hermitian representations

Uie)=1,1, Unlp)=Ui(p) a(p),

that are consistent with the /geﬁnition (6.5).
When representations U,(g) and U, (h) of two elements
& h € Gy are composed, we obtain from definition (6.20)

6.21)

U, (2) Un(h) =Vi(2) Va(2) Oa(2) [T (p) 721"
< )" o

~ D8 ) h
x [O(p) 9L " KD,

where we have traded the complex conjugation K, by com-
plex conjugations K; and K, through Eq. (6.6). We rearrange
the terms in Eq. (6.22) to obtain

= 2,8
Va(h)

6.22)

Or(9) On(h) = (1) @e0 T () Ty ()

—~ —~ =2,8=—2¢
x V2(8) Q2(8) Va(h)  Qx(h)

5 © ra 280 ~
X [Vé?]p‘ 8 [y(g) ]p ( )[Ul (p)]pl(gh) K/C\(gh).
(6.23)

Hereby, the multiplicative phase factor ( 1)"'@ 2™ g in-
duced by the fermionic algebra between J yoo ) and V2 (h) [recall
that by definition (4.10) Vz(h) has fermion parity g, (h)]. Using
Egs. (5.1) and (5.9b), we obtain the identities
= MEVi(gh),

T (6.242)

~ o~ 2,8 =<—2.8 i ()T ~
V2(8) Q2(@) Va(h) - Qa(h) =€ 5 Va(gh)0a(gh), (6.24b)
[Ez’g]p‘ W (L ie@re@re@[5@]7 0 (6 40)

Inserting these identities to Eq. (6.23), one is left with

Un(g)Un(h) = 9D T, (gh), (6.252)
where
dn(g, h) == ¢1(g, h) + ¢2(8, h) + 7 p1(8) g2(h)
+ w1 (We(g) + g2(8) + p2(g)].  (6.25b)

The projective phase (6.25b) can be simplified by noting that
terms that contain the 1-cochain ¢, can be gauged away under
the transformation (5.2). More concretely, for any two Z, val-
ued 1-cochains «r, 8 € C ! (Gy, Z5), the equivalence relations

a(9)ph) ~ a(h)B(g).

a(g) B(h) + a(h) B(g) ~ 0 mod 2, (6.26)
hold. Therefore, the 2-cochain ¢, (g, i) defined in (6.25b) is
gauge equivalent to

¢, (g h) :=¢1(g, h) + $2(g, h) + 7 p1(g) p2(h)

+ 7 p1(g) c(h), (6.27)

where in reaching the last line we have used the equivalence
(6.26) to trade p; (h) p2(g) and p; (h) c(g) with p1(g) p2(h) and
p1(g) c(h), respectively.

The construction of the indices ([(va, pa)l, [uA]) in
terms of the indices ([(vi, p1)], [#1]) and ([(v2, p2)], [K2]) is
achieved as follows.

According to definition (5.6), the 2-cochain v, is simply
obtained by restricting ¢, to the elements of G, i.e.,

VA(g, h) :==v1(g h) +v2(g, h) + (o1 — p2)(g h)
+ (o1 — c)(g h), (6.28a)

where we introduced the cup product —
cochain out of 1-cochains.

Since the stacked representation has index [u.] = 1, the
1-cochain p, can be either determined by the definition (5.8)
or by the identity (5.9b). The definition (6.6) implies

to construct a 2-

—N.8 —2.8
~(2 ~(2 ~ 2 ~ (2
7D 92 =920,

Using identity (5.9b) for the left and right hand sides sepa-
rately, and comparing the two we find

(6.28b)

Pr(8) = q2(8) + ga(g) + p2(g) = p1(g) + p2(g) mod 2,
(6.28¢)

where the value of the 1-cochain g.(g) = p1(g) + q2(g) is
read off from the fermion parity of the unitary operator V,(g)
defined in Eq. (6.20).

C. Odd-odd stacking

For odd-odd stacking, we have [u;] = [u2] = 1. Hence,
we define

[unl := [p1] + [n2] = 0. (6.29)

The representations U, and U, of the group G/ are of the form
(4.10), i.e., for any g € Gy,

Ui(9) = Vi(g) 01(9) K{®, (6.30a)
01(9) = [, (6.30b)
Ux(g) = Va(g) 02() K5, (6.30¢)
0:(9) = [72]"*. (6.30d)

The naive guess V; (&) 01(2) Va(g) 0»(g) K5® is not a satisfac-
tory definition of U,(g), for one verifies that it fails to satisfy
Eq. (6.4). Instead, we define the stacked representation to be

Un(g) = (=)’ Vi(g) Va(g) [T (p)]“ @01 €700
« [?(1)]ql(g)+pl ® [ (2)]C(g)+qz(g)+pz(g)Kc(g)

n ny

(6.31a)

Un(p) := P Byip 9,2, (6.31b)
where P, and P, are the fermion parlt?f operators con-
structed out of the Majorana operators 7, ..., an . and

yl(z), ...,)9,1(22)1, respectively [recall definitions (4.4) and

(6.5)]. The exponent §,, of the multiplicative phase factor
(—i)% is the Kronecker delta defined over the group Gy.
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As a sanity check, one verifies that, when restricted to the
center Zg C Gy, the definition (6.31) of the stacked represen-
tation together with the definition (4.4) deliver the Hermitian
representations

Une) =101, Unp) =P Rip" 92, (6.32)
that are consistent with the definition (6.5). The choice of
the multiplicative phase factgr (—i)’» in Eq. (6.31) is not
unique since representation U(g) of any element g € G is
defined up to a multiplicative U (1) phase. We observe that
the multiplicative factor (—i)%» in Eq. (6.31) ensures that the
stacked representation U, (p) is Hermitian in compliance with
the “gauge” choice made in definition (4.4).

Several comments are due. First, one verifies that the def-
inition (6.31) satisfies Eq. (6.4) and, a forteriori, Eq. (4.1).
Second, the Majorana operators yoé and yé? do not enter
the definition (6.31) of the stacked representation UA This
is expected as the stacked representation U, has [u,] = 0.
Accordingly, U, is constructed solely out of the even number
n; + ny of Majorana operators spanning the fermionic Fock
space of the stacked boundary [recall definition (4.3)]. Third,
the definition (6.31) is not symmetric under exchange of the
labels 1 and 2, as is to be expected by inspection of Eq. (6.7).

Before computing the stacked 2-cochain ¢,, we shall de-
rive two useful identities that relate complex conjugation by
K. to complex conjugation by K; and K, for any pair g, h €
Gy. This is needed as definition (6.7) of K, is not completely

J

fixed from the definitions of K; and K, as in the case of even-
even and even-odd stacking, recall Eq. (6.6). The consistency
conditions (4.1) and (6.4) imply the identities

U@ Vi(h) Ul (g) = Ui(e) Vi) U] (),
Un(9) Va(h) U (g) = Ua(g) Va() Uj (g),

for any g, h € G;. If g is to be represented antiunitarily, then
complex conjugation is denoted by K,, Ky, and K, for U\A (2),
Ui(g), and U;(g), respectively. Comparing the two sides de-
livers the pair of identities

(6.33a)
(6.33b)

=N, g . (©)+p1( )A—l,g
Vith) = (_1)ql(h)[p1(g)+ql(g)][yn(ll)]q' 8rpig Vi(h)
x[ n(ll)]q](g)-rpl(g) (6.342)
=N, 8
_ (Wc()+2(D+a2()] [ 1,27 F42(8)+12(8)
Va(h) = (—1)* 9+ (9+q2(g [ynz ]

=2, )
% Vo (h) g[?n(zz)]C(g)Jrqz(ng_(g). (6.34b)

These pair of identities are not symmetric under exchange
of the labels 1 and 2 as the definitions (6.7) and (6.7)
are not symmetric as well. The phase factors multiplying the
right-hand side are due to the fermionic algebra between the
operators.

We are now ready to compute the 2-cochain ¢, (g, h)
associated with the stacked representation U,. Composing
the representations UA(g) and UA(h) of any pair g, h € Gy
delivers

ﬁA ) [7/\ (h) = (_i)‘sg.er(*1)‘("’)5/1,,;(_ 1 )C(g)lf(h)Jrqz(h)erz(h)]f/\l (g) ‘72(g) [[7/\ (p)]c(g)er] (9)+p2(g) [)7(1)]‘71 (&+pi(8)
n

8 (2)16@+ D@+ T 8T N )01 ()02 (1) 25 (D71 ()41 () [ 2, (2)7 €D+ a2(M)+p2(R) h
x [ ] V) Vo) IO (p) e e p Dy (e @ [ TR K T

where the multiplier (—1)® in the phase factor (—i)%»+(D" “%1 arises when the complex conjugation K

, (6.35)

“(®) is passed through

(—i)®. The multiplicative phase factor (—1)*@[ct+a+e®] i due to complex conjugation of Majorana operators 1) and

7.2, through Eq. (6.7).
We rearrange the terms in Eq. (6.35) to obtain

ﬁ/\ (2) ﬁA(h) _ (_i)ag.,,-%(—l)‘(g)ﬁn.p (_1)X1(g,h) ‘71 (g) [J;yl(ll)]ql(g)+pl(g) ‘71 (/’l) V2 (g) [ (2)] @+ +m @ T 7 Vs (h)

X (D (p)] & o) [ (]IHAD) 5 @O0 g c(eh

n

where

x1(g. h) ==

(6.362)

ny

(@M + c(h) + q1(g) + q2(8) + p2(W)] + P11 + q1(8) + g1 (h) + g2(h)]
+ 02 + q1(8) + q2(8) + ¢2(W)] + q1(8)q2(8),

(6.36b)

is the total multiple phase factor that is due to the fermionic algebra when rearranging the terms together with the multiplicative

phase factor in Eq. (6.35).
We use the identity (6.34) in Eq. (6.35) to obtain

~ —~ A ~ e 4 ~ =2
UA(g) U/\(]’l) — (_l)xl(g,h) (_l)Xconj(gah) (—i)‘sg,l’+(71) (X)Shyp V] (g) V] (h) [yn(ll)]ql(g)"l‘ﬂl(g)v (g) Vz(h) [)/},522)] c(8)+q2(8)+p2(8)

x [On(p)]cEmtoehteish) [J;(l)]‘/l(h)+pl<h) [7
ny

ny

W) +q2 () +pa
(2)]c( +q2()+pa( )Kc(gh) (6.37a)

where we have consolidated the two multiplicative phase factors on the right-hand sides of Egs. (6.34a) and (6.34b) into the

multiplicative phase factor

Xeonj(&, 1) = q1(W)[p1(g) + q1()] + g2(W)[c(g) + p2(2) + g2(8)].

(6.37b)
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To proceed, we observe that the definitions (5.1) and (4.10) can be cast into

—~ —i,g . . —~
Vi(g)Vi(h) = £ 9i@M+imgi(le(g)+pi(8)] Vi(gh),

(6.38)
for i = 1, 2. Inserting Eq. (6.38) into Eq. (6.37) delivers
Un(g) Up(h) = e9eom &MHT 11 (&M Hon (&M% Gyt =D 8 ¢h) [)A,’fln]ql(g)m & Va(gh)
« [An(zz)]C(g)Jrqz(ngz(g) [I’J‘A(p)]c(thpl (gh)+p2(gh) [An(ll)]ql(h)m(h) [A’EZQ)]C(h)+qz(h)+ﬂ2(h) K;(gh), (6.39)
where we have defined the phase factor accumulated from the group composition rule (6.38)
Geomp(8, 1) := P1(8, h) + ¢2(g, ) + 7 qi(W)[e(g) + p1(8)] + 7 q2(h)[e(g) + p2(»)]. (6.39b)

It remains to reorder operators on the right-hand side of Eq. (6.39a) with the goal to isolate the operator U, ~(gh), whose definition
is given by Eq. (6.31). Doing so, one finds

ﬁ/\ (g) (7/\ (h) = ei¢comp(gvh)+i7'[xl(gﬂh)+i7'[Xconj(gwh)+i7TX0rd(gvh)+ixgag(g:]7)(_i)‘sgh.p ‘71 (gh) \72(gh) [ﬁ/\ (p)]C(gh)+p1(gh)+pz(gh)

~ (1)]918M+p1(8h) [ & (2)1c(8M+a2(8)+p2(8h) o c(gh)
X [ ni ] [ n ] K/\ )

= 6N [T (gh), (6.40a)

where we have defined the phase factors

Xord(g, 1) := [c(gh) + p1(8) + p2(gh) + g1 (W][c(g) + g2(8) + p2(@)] + [c(gh) + p1(gh) + p2(gh) + g2(gM)][q1(g) + p1 ()],

(6.40b)
3 <@
Xgag(g’ h) = T(Sg,p +(=1) 8h,p - agh,p)- (640C)
oa(g h) = ¢comp(g’ h)+mxi(gh)+m Xconj(g’ h) + 7 Xora(g, h) + Xgag(gv h), (6.40d)

and used the definition (6.31) for ﬁA (gh). The phase factor xg.,(g, h) that appears in Eq. (6.40d) is an artifact of the particular
gauge choice we have made when defining an Hermitian representation for the fermion parity operator in Eq. (4.2). Indeed, we
observe that xg,s(g, /) is nothing but a pure gauge under the gauge transformation (5.2a), i.e., the right-hand side of Eq. (5.2b) is

identical to xgs(g, 1) if we choose &(g) = —3m8, /2. Under such a gauge transformation, the representation U, (p) of fermion
parity p is no longer Hermitian. However, by definition, the equivalence classes [¢,] of the stacked 2-cochain ¢.(g, h) are
invariant under the gauge transformations (5.2a). Therefore, the stacked 2-cochain ¢, (g, ) is gauge equivalent to

dn(g h) ~ ¢1(g h) + ¢a(g, h) + 7 x(g h). (6.41)
We have reserved the phase x (g, i) for all phases other than the 2-cochains ¢ (g, 1), $2(g, h), and xge (g, h) in Eq. (6.40d), i.e.,
1
x(g h) = ;(d’comp(gs h) — ¢1(g. h) — 28, h)) + x1(8 h) + Xconj(8, B) + Xora (8, 1)

= p1(@lg1(h) + ¢(h) + p1(h) + p2(W)] + p2(8)[q1 (1) + g2(h) + ¢(h) + p2(h)]

+ q1(h) q1(8) + q2(h) ¢2(8) + q2(8)[c(8) + p2(h) + g1 (W)] + q1(®)[c(h) + p1(h) + p2(h) + q2(h)]. (6.42)

In defining x (g, #) we have simplified all the contributions
from Egs. (6.36b), (6.37b), (6.39b), and (6.40b) by using the
facts that 1-cochains ¢, p;, and g; for i = 1, 2 are all group
homomorphisms and x (g, /) is only defined modulo 2. Fur-
ther simplifications in Eq. (6.42) can be made by using the
gauge equivalence (6.26) of products of Z,-valued 1-cochains.
Consequently, one is left with

2
X(g 1)~ p1(2) pa(h) + D @ilg, h),

i=1

@i(g h) == pi(@lc(h) + pi(W)] + qi(g) [c(h) + gi(h)],
(6.43b)

(6.43a)

where ¢;(g, h) is a 2-cochain fori = 1, 2.

Finally, we will show that ¢; defined by Eq. (6.43b) van-
ishes for i = 1, 2. To this end, we define

PO = (=18 PO, (6.44a)

for ¢;,=0,1 and i = 1,2, which, together with Eq. (5.9),
deliver the following two identities

4i(g) = ¢(&)(1 + &) + pi(g) mod 2, (6.44b)

for any g€ Gy and i = 1,2. Inserting identity (6.44b) to
Eq. (6.43b) delivers the desired result

@i(g, h) = c(g) c(h) &;(1 + &) = 0 mod 2. (6.45)
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We therefore obtained the stacked 2-cochain ¢, (g, )
On(g h) = ¢1(g, h) + ¢2(g. ) + 7 p1(8) p2(h).

The construction of the indices ([(va, pa)], [LA]) in
terms of the indices ([(v1, p1)], [11]) and ([(v2, p2)], [12]) is
achieved as follows.

The 2-cochain v, is obtained by restricting ¢ to the ele-
ments of G, i.e.,

va(g, h) == vi(g, h) +v2(g, h) + w(p1 — p2)(g, h), (6.47a)

where we introduced the cup product — to construct a 2-
cochain out of 1-cochains.

Since [uA] = 0, we identify the 1-cochain p,(g) as the
total fermion parity of the representation of element g € G

(6.46)

J

Vi(©) Va(@) [T (p)]»® [Ua(p)] @ KE®,
Un(9) = { Vi(2) Va(2) 0x(2) [Th () 72]" ' K@,

[recall definition (5.5)]. From the definition (6.31), we thus
find

pa(8) = p1(8) + p2(g) + ¢(g), (6.47b)

where the first two terms originate from \//\1 (g) and \Z(g), the
next two terms originate from f/n(]l), and the last three terms

originate from .

D. Summary of the fermionic stacking rules

In Secs. VIA, VIB, and VI C,A we have explicitly
constructed the stacked representation U, given two represen-
tations U; and U, in Egs. (6.11), (6.20), and (6.31). This was
achieved by defining for any g € G

if [1] = [p2] =0,

if (1] =0, [n2] =1, (648)

. = = - Y N (©)+p1(@r1 A (©)+q2(8)+p2(g)
(—1)%r Vi (@Va(@)[UA ()7 &A1 @+ (D] NETAE 5 ) ATTRITRIRK (),

np

if [pi] = [pa2] =1,

and deriving Eqgs. (6.17), (6.28), and (6.47) by comparing I’J\A(g) I’J\A (h) to U\A(gh) for any pair g, h € Gy. We collect these
equations into the fermionic stacking rules of one-dimensional IFT phases

([(vi, p], 0) A ([(v2, p2)], 0) = ([((vi +v2 + 7 (o1 — p2), p1 + P2)], 0), (6.49a)
(1, e, O) A ([(v2, p2)], 1) = ([ +v2 + 7 (o1 = p2+ p1 = ©), p1+ p2)], 1), (6.49b)
([(v1, pD1, DA ([(v2, p2)], 0) = ([(vi +v2 + 7 (o1~ p2 + p2 — ©), p1 + p2)], 1), (6.49¢)

([, pO], DA ([(v2, p2)], ) = ([(vi +v2 + 7 p1 —~ p2, p1 + p2 + O], 0). (6.49d)

They correspond to the even-even, even-odd, odd-even, and odd-odd stacking, respectively. The stacking rules (6.49) agree
with the ones derived in Refs. [10,12]. We note that the even-odd stacking rule derived in Ref. [10] contains the term p; — p;
instead of the term p; — ¢. These two terms are gauge equivalent to each other under the transformation (5.2b) with& = 7w p; —
¢ — % p1 — pi. The presentation in Eq. (6.49) makes the role of antiunitary symmetries in the stacking rules explicit. If the group

G/ consist of only unitary symmetries, i.e., ¢(g) = 0 for any g € Gy, the stacking rules (6.49) reduce to

([, O], [ A ([L(v2, p2)], [2]) = ([(vi +v2 + 7 (01 ~ p2), p1 + p2)], (1] + [2]).

The stacking rules (6.49) dictate the group structure of IFT
phases that are symmetric under the group Gy. This group
structure encodes the physical operation by which two open
chains realizing IFT phases that are symmetric under group
G/ are brought adiabatically into contact so as to realize an
IFT phases that is symmetric under group Gy. The stack-
ing rules (6.49a) and (6.49d) each encodes how the left and
right boundaries of an open chain realizing an IFT phase
that is symmetric under the group Gy are glued back to-
gether in such a way that the resulting chain obeying periodic
boundary conditions supports a nondegenerate gapped ground
state.

VII. BULK REPRESENTATIONS DERIVED FROM
STACKING RULES

Invertible fermionic topological phases of matter in one-
dimensional space have an internal symmetry group G that

(6.50)

(

is represented in the bulk by the faithful representation ﬁbulk
given in Eq. (2.1). Because these symmetries are internal, they
induce for any site j of any one-dimensional lattice A a faith-
ful representation U;. However, representatives of IFT phases
can also accommodate projective representations of the inter-
nal symmetry group G on the left and right boundaries of A
provided the stacking of these two boundary representations
is gauge-equivalent to a faithful representation of Gy, as is
captured by Fig. 1.

Instead of deducing the existence of local projective repre-
sentations for the internal symmetry group G, from a faithful
bulk representa/\tion ﬁbulk, we are going to construct a bulk
representation Uy of the symmetry group G out of a given
set of projective representations f]} acting on the Clifford
algebra

Ct,, := span {f/l(j), )?20), e )7"?)} (7.1)
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spanned by n; Majorana degrees of freedom for any site j
from a d-dimensional lattice A provided

> nj=0mod2.

JjeA

(7.2)

To this end, we use the fact that the definition (6.48) and
the stacking rules (6.49) are associative [30]. If so, for any g €
Gy and any labeling jl, Jos s Ja) With |A| the cardlnahty
of A, we can define Ubulk(g) by stacking Uh (g) with sz(g)
which we then stack with UJ3 (g), and so on. By construction,
it follows that

Ui () 79 U} (9) = Upunc(®) 79 Uyl (9,

forany t =1,--- ,nj, j € A, and g € Gy. Equation (7.3) is
the counterpart to the consistency condition (4.1) that we used
to construct boundary representations. It also follows that the
representation

(7.3)

(7.4)

Upuk(8) = L]"[ @(g)} K<®,
jeA

for any g € G holds if and only if the local representation
l/]\j(g) has the indices pj(g) = 0 and [u;] = 0 for any j € A.
This implies that the local representation ﬁj(g) of any element
g € Gy is of even fermion parity and the number of Majorana
degrees of freedom n; is an even integer for any site j € A.
It is then appropriate to call a local representation U\J that
has nontrivial indices p; and [u;] an intrinsically fermionic
representation. In other words, the decomposition (7.4) is
possible if and only if the local representation U; for any site
J € A is not intrinsically fermionic. In particular, if all local
degrees of freedom are bosonic, then the decomposition (7.4)
is always valid. However, instead of the decomposition (7.4),
Upuik () is obtained in all generality by iterating Eq. (6.48) for
any g € Gy.

VIII. GROUND-STATE DEGENERACIES

In Secs. III, IV, and V we have shown that the distinct
IFT phases are characterized by the projective character of the
boundary representation Ug. In turn this projective character
is captured by the triplet of indices ([(v, p)], []). Let us now
consider the implications of this triplet being nontrivial, i.e.,
([(v, p)], [£]) # ([(0, 0)], [0]), for the spectral degeneracy of
the boundary states.

The foremost consequence of the nontrivial indices
([(v, p)], []) is the robustness of the boundary degeneracy
that is protected by a combination of the symmetry group Gy
being represented projectively and the existence of a nonlocal
boundary Fock space, denoted § g in Eq. (3.6), whenever
opposite boundaries host odd numbers of Majorana degrees
of freedom.

Recently, a robust quantum mechanical supersymmetry
[31] was shown in Refs. [20,21,32] to be generically present
in nontrivial IFT phases. We are going to recast these results
by showing how the quantum mechanical supersymmetry
present at the boundaries can be deduced from the indices

([, p)], [1D.

In what follows, we consider the two cases [] = 0 and
[i] = 1 separately. For each case, we first discuss the de-
generacies associated with nontrivial pair [(v, p)] on general
grounds.

A. The case of [u] = 0

When [p1] = 0, there always are even numbers of Majorana
degrees of freedom localized on each disconnected compo-
nent Ap, and Ar of the boundary Ay [recall definition (3.1b)].
In this case, the boundary Fock space §a,, spanned by the
Majorana degrees of freedom supported on Apg decomposes
as

%Abd - SAL ®g SAR’

where ®, denotes a Z, graded tensor product, while §, and
Sa, are the Fock spaces spanned by the Majorana degrees
of freedom localized at the disconnected components Ay and
AR, respectively. The Fock spaces 5 AL and §,, are defined by
Eq. (3.3a). We denote with H;, and Hg the Hamiltonians that
act on Fock spaces §4, and §a, and govern the dynamics of
the local Majorana degrees of freedom localized at boundaries
AL and Ag, respectively. By assumption, the Hamiltonians
Hy, and Hy are invariant under the representations (possibly
projective) UL and UR of the given symmetry group Gy, re-
spectively.

Since [u] = 0, the only nontrivial IFT phases are those
with nontrivial equivalence classes [(v, p)] # [(0, 0)], i.e.,
the FSPT phases. By definition, the indices ([v., p.], 0) and
([vr, pr], 02\ associ/a\lted with the representations (possibly
projective) Uy, and Ug, respectively, satisfy

([(ve, o)), 0) A ([(vr, pr)1, 0) = ([(0, 0)], 0)

under the stacking rule (6.49a).

If we focus on a single boundary (denoted by B), the
equivalence class [(vp, pp)] characterizes the Ilgntrivial pro-
jective nature of the boundary representation Ug. Whenever
[(vs, pB)] # [(0, 0)], itis guararlt\eed that there is no state that
is invariant under the action of Ug(g) for all g € Gy. In other
words, there is no state in the Fock space §, that transforms
as a singlet under the representation Ug. Any eigenenergy of a
G s-symmetric boundary Hamiltonian Hg must be degenerate.
The degeneracy is protected by the particular representation
Ug of the symmetry group G, and cannot be lifted without
breaking the G; symmetry. The minimal degeneracy that is
protected by the G, symmetry depends on the explicit struc-
ture of the group G and the equivalence class [(vg, pg)] of
the boundary representation Us.

Since for [u] = 0, the boundary representations UL and
U act on two independent Fock spaces §,, and Fa,, the
total protected ground-state degeneracy GSD[“] =0 when open
boundary conditions are imposed is nothlng but the prod-
uct of the protected ground-state degeneracies GSD[L"]:0 and

8.1)

8.2)

GSD{{‘ 1=0 of the Hamiltonians ﬁL and ﬁR, respectively, i.e.,

GSDy=" = GSD{= x GSDE"=". (8.3)

When [p] =0, the I-cochain pg(g) =0, 1 encodes the
commutation relation between the representations UB (g) of
group element g € G and Us (p) of fermion parity p € Gy. A

035117-15



OMER M. AKSOY AND CHRISTOPHER MUDRY

PHYSICAL REVIEW B 106, 035117 (2022)

nonzero second entry in the equivalence class [(vg, pp)] im-
plies that there exists at least one group element g € G, with
pe(g) = 1, i.e., the operator Us () is of odd fermion parity. If
this is so, the boundary Hamiltonian Hg must possess an emer-
gent quantum mechanical supersymmetry. The supercharges
associated with the boundary supersymmetry are constructed
following Ref. [32]. Assume without loss of generality that
all energy eigenvalues &, of a boundary Hamiltonian Hg are
shifted to the positive energies, i.e., &, > 0. Also assume that
there exists a group element g € Gy with pg(g) = 1. For any
orthonormal eigenstate |y, ) of Hy with energy &, the state

1Y) := Us(8) |¥a),

is also an orthonormal eigenstate of Hy, with the same energy
but opposite fermion parity. Since the fermion parities of |y,,)
and |,) are different, they are orthogonal. Two supercharges
can then be defined as

01 =Y Ve[ (Us(®) [Va)) (Ve + | W) (V] U5 (2)].
’ (8.4b)

(8.4a)

02 = Y iv/ea| (Us(®) [Va)) (V| — V) (V| T (2))]-

a

(8.4¢)

Operators Q 1 and @2 are Hermitian, carry odd fermion parity,
and satisfy the defining properties

{0:, 0} =2Hg 8, j, [0, Hgl =0,

of fermionic supercharges. The precise number of super-
charges on the boundary Ap depends on the pair [(vg, pp)]
that characterizes the number of symmetry operators Ug(g)
that carry odd fermion parity and their mutual algebra.

i,j=1,2, (8.4d)

B. The case of [u] =1

When [u] = 1, there are odd number of Majorana degrees
of freedom localized on each disconnected component Ay, and
AR of the boundary Apg [recall definition (3.1b)]. In this case,
the boundary Fock space §,, spanned by Majorana degrees
of freedom supported on Apq decomposes as

Sae = AL g e Rg Sars

where ®, denotes a Z, graded tensor product. The Fock
spaces §a, with B = L, R is spanned by all the Majorana
operators localized at the disconnected components Ag except
one. The two-dimensional Fock space §,,, is spanned by
the two remaining Majorana operators with one localized on
the left boundary Ap and the other localized on the right
boundary Ay of the open chain. Correspondingly, the pair of
fermionic creation and annihilation operators that span §a,,
are nonlocal in the sense that they are formed by Majorana
operators supported on opposite boundaries. One can define
Hamiltonians Ay, and Hy that are constructed out of Majorana
operators locahzed at the boundaries A;, and Ag. If so, the
Hamiltonians HL and HR act on Fock spaces

SAL ®g SALR ’

(8.5)

(8.6a)

and

Sar Og Fas (8.6b)

respectively. By assumption, the Hamiltonians HL and Hy
are invariant under the representations UL and UR of a given
symmetry group Gy, respectively.

On each boundary ABg, there exists a local Hermitian and
unitary operator Y that commutes with any other local oper-
ator supported on Ag. The operator Yp is defined by Eq. (4.5)
and is the representation of the nontrivial central element of
a Clifford algebra C¢, with n an odd number of generators. It
therefore carries an odd fermion parity and anticommutes with
the representation Uy (p) of fermion parity. It follows that Ys
must commute with HB We label the simultaneous eigenstates
ofHB and YB by |¥B,«.+), 1.€.,

Yo [VBast) = £Vbast) HplUpast) = co |[Vbast)

8.7

where ¢, is the corresponding energy eigenvalue, which we
assume without loss of generality to be strictly positive.
Hence, all eigenstates of Hp are at least twofold degenerate.
Since Y carries odd fermion parity, the eigenstates |Yp ¢ 1)
do not have definite fermion parities. The simultaneous eigen-
states of HB and UB (p) must be the bonding and anti-bonding
linear combinations of |Ypq +) and |¢p, ) that are ex-
changed under the action of Y. The twofold degeneracy of Hg
when [1] = 1 is due to the presence of the two-dimensional
Fock space §1r. This twofold degeneracy is of supersymmet-
ric nature and the associated supercharges are

01:=Y  ou (Wart)Wars|l = Vo) (Va-l). (88a)
0= Y iv/ea (1Vas) Warm| — Wa ) (Yail).  (8.8)

o

Operators Q1 and Q2 are Hermltlan They carry odd fermion
parity since the operator UB(p) exchanges the states [y +)
with [ +). They satisfy the defining properties

{0, 0)) =2Hg 8, [0,Hsl=0, i,j=1,2,

of fermionic supercharges.

There may be other supercharges in addition to the ones
defined in Eq. (8.8) due to the representation Up of the group
Gy. The precise number of these additional supercharges on
the boundary Ag depends on the pair [(vg, oB)] that charac-
terizes the number of symmetry operators Ug(g) that carry
odd fermion parity and their mutual algebra. They can be
constructed in the same fashion as in Eq. (8.4).

By definition, the indices ([(vL, o)1, 1) and ([(vr, pr)], 1)
associated to the representations Up and Ug, respectively,
satisfy

(Lve, o)1, 1) A ([0, pR)], 1) = (L(0, 0)], 0)

under the stacking rule (6.49d). If we focus on a single
boundary (denoted by B), the equivalence class [(vg, oB)]
characterizes the nontrivial projective nature of the boundary
representation Ug. Whenever [(vg, pg)] # [(0, 0)], it is guar-
anteed that there is no state that is invariant under the action
of Ug(g) for all g € G;. In other words, there is no state in
the Fock space §,, that transforms as a singlet under the

(8.8¢c)

(8.9)
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representationAﬁB. Each eigenstate of a symmetric boundary
Hamiltonian Hg must carry degeneracies in addition to the
twofold degeneracy due to [] = 1. The degeneracy is pro-
tected by the particular representation Ug of the symmetry
group Gy and cannot be lifted without breaking the Gy sym-
metry. The exact degeneracy protected by the representation
depends on the explicit form of the group Gy, and the bound-
ary representation ﬁB with the equivalence class [(V,E’ ,oB)].A

Since for [#] = 1, the boundary representations Uy, and Ug
do not act on two decoupled Fock spaces. The total protected
ground-state degeneracy GSD{,’S]Z1 when open boundary con-
ditions are imposed cannot be computed by taking the
products of degeneracies associated with the Hamiltonians Hy,
and Hy separately. However, GSD}[J‘Q]:l can be computed by
multiplying the “naive” protected ground state degeneracies
of the Hamiltonians at the two boundaries and modding out
the twofold degeneracy due to §r shared by the two Hamil-
tonians, i.e.,

GSDY;=! = 1 x GSD}"=' x GSD=!, (8.10)

where GSD*/=" and GSDY*'=" are the protected ground state
degeneracies of Hy, and Hg, respectively.

IX. CONCLUSIONS

In this paper, we have studied one-dimensional invertible
fermionic topological (IFT) phases. By extending ideas pre-
sented in Ref. [6], we have explicitly constructed the boundary
representations of any internal fermionic symmetry group
Gy. To this end, we have defined a triplet ([(v, p)], []) that
characterizes all inequivalent boundary representations of Gy.
This index classifies all distinct invertible fermionic topolog-
ical phases with the internal fermionic symmetry group Gy.
We have also given an elementary derivation of the fermionic
stacking rules. These stacking rules dictate the group structure
of one-dimensional invertible fermionic topological phases
given a symmetry group Gy. They agree with the stacking
rules derived in Refs. [10,12], but disagree with the ones
derived in Ref. [9].

Given an IFT phase in one-dimensional space charac-
terized by the triplet ([v, p]), [t]), we have deduced the
protected ground-state degeneracies on general grounds. In
doing so, we have identified that an emergent supersymme-
try at the boundaries is implied whenever the IFT phase is
intrinsically fermionic, i.e., either p(g) = 1 for some g € Gy
or [u] = 1 for the boundary projective representation.

Finally, we have given a concrete application of these
results by working out the IFT phases in symmetry class
BDI from the tenfold way in the Supplemental Material.
By applying the Jordan-Wigner transformation we can map
the Majorana ¢ chains that we chose from the symmetry
class BDI to spin-1/2 cluster ¢ chains. We can then explain
how IFT phases are turned into bosonic symmetry protected
topological phases of matter by the nonlocal Jordan-Wigner
transformation.
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APPENDIX A: GROUP COHOMOLOGY

Given two groups G and M, an n-cochain is the map

- &n)s (AD)

that maps an n-tuple (gi, 82, --,8,) to an element
¢(g1,82,--.,8n) € M. The set of all n-cochains from G”" to
M is denoted by C"(G, M). We define an M-valued 0-cochain
to be an element of the group M itself, i.e., CYG,M)=M.
Henceforth, we will denote the group composition rule in G
by - and the group composition rule in M additively by + (—
denoting the inverse element).

Given the group homomorphism ¢ : G — {0, 1}, for any
g € G, we define the group action

¢:Gn_>Ms (g11g29"'sgn)'_)qb(glsgzﬂ"

M — M,

m> (=D m. (A2)

The homomorphism ¢ indicates whether and element g € G
is represented unitarily [c¢(g) = 0] or antiunitarily [c(g) = 1].
We define the map &

8 C"(G,M) — C"Y G, M), ¢+ (82‘(}5), (A3a)
from n-cochains to (n + 1)-cochains such that
(8’3(]5)(8] [ gn+l) = Q:g](¢(g2? 5 8ns 8+l ))
+ Z(_l)l¢(gla s 8 il 7g11+])
i=1
—(=D)"p(g1,- &) (A3b)

The map 67 is called a coboundary operator.
Example n = 2. The coboundary operator 2 is defined by

(820) (g1, g2 83) =€ (B(g2, 83)) + (= D)'d(g1 - g2, 83)
+ (—1’¢(g1. 82+ 83) — (—1)* p(g1. £2)
=(—=1 $(g2. g3) — P(g1 - 82, 83)
+ &(g1, 82+ 83) — (g1, &2). (A4)
We observe that
(5:¢)(21.82.83) =0 <= $(g1.82) + ¢(g1 - &2.83)

=¢(g1,8 - g3) + (=1 p(g2, g3)
(A5)

is nothing but the 2-cocycle condition (5.1b) obeyed by ¢.
Example n = 1. The coboundary operator §! is defined by

(8:0)(g1. 82) =€ ((g2) + (—D'(g1 - g2) — (=)' p(g1)
= (=1 p(g2) — P(g1 - 82) + P(g1). (A6)
One verifies the important identity

D(g1.82) = (819)(g1.8) = (5:®)(g1.82.83) = 0.
(A7)

035117-17



OMER M. AKSOY AND CHRISTOPHER MUDRY

PHYSICAL REVIEW B 106, 035117 (2022)

Using the coboundary operator, we define two sets

Z"(G, M) := ker(8!) = {¢ € C"(G, M) | 8"¢ = 0},
(A8a)

and
B"(G, M) :=im(8" ") = {¢p € C"(G, M) | p =67/,
¢’ e C" (G, M)}. (A8b)

The cochains in Z"(G,M.) are called n-cocycles. The
cochains in B"(G, M,) are called n-coboundaries. The action
of the boundary operator on the elements of the group M is
sensitive to the homomorphism c¢. For this reason, we label
M by ¢ in Z"(G, M.) and B"(G, M.). The importance of the
coboundaries is that the identity (A7) generalizes to

p=8""¢ = §'¢=0. (A9)
The nth cohomology group is defined as the quotient of the
n-cocycles by the n-coboundaries, i.e.,

H"(G,M,) :=Z7Z"(G,M.)/B" (G, M,). (A10)

The nth cohomology group H"(G, M.) is an additive Abelian
group. We denote its elements by [¢] € H"(G, M,), i.e., the
equivalence class of the n-cocycle ¢.

Finally, we define the following operation on the cochains.
Given two cochains ¢ € C"(G,N) and 6 € C"(G, M), we
produce the cochain (¢ U 8) € C"™(G, N x M) through

(¢U9)(gl7 e 7gl‘lagn+l5 te
= (p(g1, -

,gm)

’ gner)))-
(Alla)

s gn)s €g1~gz---g,,(0(gnJrls e

If we compose operation (A11a) with the pairing map f : N x
M — M’ where M’ is an Abelian group, we obtain the cup
product

(¢ V@)(gl, st 8ns 8ntls
= (o1, -

’ gm)

’ gn+m))))~
(A11b)

) gn)v Q:g1~g2~--g,l(6(gll+lv e

Hence, (¢ — 0) € C"*"(G, M'). For our purposes, both N
and M are subsets of the integer numbers, M’ = Z,, while the
pairing map f is

F((@Gg1, - s 80 CorgrnO(gnits -
= @81, -

 &nm))))

> 8ntm )) mod 2
(A12)

5 gn) Cg]-gz~~~g,1(9(gn+ls e

where multiplication of cochains ¢ and 6 is treated as multi-
plication of integers numbers modulo 2. For instance, for the
cup product of a 1-cochain o € C!'(G, Z,) and a 2-cochain
B € C*(G, Z,), we write

(o~ B)g1, 82, 83) =0a(g1) €, (B(g2, 83)) =(g1) B(g2, 83),
(A13)

where the cup product takes values in Z, = {0, 1} and
multiplication of o and B is the multiplication of inte-
gers. In reaching the last equality, we have used the fact
that the 2-cochain S(g», g3) takes values in Z, for which

&, (B(g2, 83)) = B(g2, g3) for any g;. The cup product de-
fined in Eq. (A11b) satisfies
ST — 0) = (81 — 0) + (=1)" (¢ — 87'9),

given two cochains ¢ € C*(G, N) and 6 € C"(G, M). Hence,
the cup product of two cocycles is again a cocycle as the right-
hand side of Eq. (A14) vanishes.

(Al4)

APPENDIX B: CONSTRUCTION OF THE FERMIONIC
SYMMETRY GROUP G;

For quantum systems built out of Majorana degrees of
freedom the parity (evenness or oddness) of the total fermion
number is always a constant of the motion. If F denotes the
operator whose eigenvalues counts the total number of local
fermions in the Fock space, then the parity operator (—1)F
necessarily commutes with the Hamiltonian that dictates the
quantum dynamics, even though F' might not, as is the case in
any mean-field treatment of superconductivity.

We denote the group of two elements e and p

Zg::{e,p|ep=pe=p, e=ee=pp}, B1)

whereby e is the identity element and we shall interpret the
quantum representation of p as the fermion parity operator. It
is because of this interpretation of the group element p that we
attach the upper index F to the cyclic group Z5. In addition to
the symmetry group Z5, we assume the existence of a second
symmetry group G with the composition law - and the identity
element id. We would like to construct a new symmetry group
G/ out of the two groups G and Z5. Here, the symmetry group
G/ inherits the “fermionic” label f from its center Zg . One
possibility is to consider the Cartesian product

Gx175:={(gh|geG heli} (B2a)
with the composition rule
(g1, 11) o (g2, ) := (g1 82, 1 h2). (B2b)

The resulting group Gy is the direct product of G and Z5.
However, the composition rule (B2b) is not the only one
compatible with the existence of a neutral element, inverse,
and associativity. To see this, we assume first the existence of
the map

y:GxG — 75, (g1,8) + (g1, &), (B3a)
whereby we impose the conditions
y(id,g) =y(gid)=ey(E 9=y g ") (B3b)
for all g € G and
Y(81,82) V(81 - 82,83) = v (81,82 - 83) ¥ (82, 83),  (B3¢)

forall g1, g2, g3 € G. Second, we define G/ to be the set of all
pairs (g, h) with g € G and h € Z& obeying the composition
rule
o:(GxZ?) X (GXZ];) — GxZI;,
%
(B3d)
((g1, h1), (g2, m2)) = (g1, hl)?(gz, ha),
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where

(g1, hl)}?(gL hy) = (g1-g,hhay(g,g)). (B3e)

One verifies the following properties. First, the order within
the composition h; hy (g1, g2) is arbitrary since Zg is
Abelian. Second, conditions (B3b) and (B3c) ensure that G
is a group with the neutral element

(id, e), (B4a)
the inverse to (g, h) is
¢ g g H ' Ah,

and the center (those elements of the group that commute with
all group elements) given by

(ia.75).

(B4b)

(B4c)

i.e., the group Gy is a central extension of G by Z5. Third,
the map y can be equivalent to a map y’ of the form (B3a) in
that they generate two isomorphic groups. This is true if there
exists the one-to-one map

K:Gx75 - Gx175,

(&) — (g k(gh) (B5a)

induced by the map

k:G — 785, g k(g), (B5b)

such that the condition

K((g1, ) ° (82, m2)) = k(1. ) ° K((g2, ) (B6)

holds for all (g1, h1), (g2, h2) € G x Z5. In other words, y
and y’ generate two isomorphic groups if the identity

k(g1-8)-v(g, g)=k(g) k(g) v (gi.82) (BT

holds for all g;, g» € G. This group isomorphism defines an
equivalence relation. We say that the group G obtained by
extending the group G with the group Z5 through the map y
splits when a map (B5b) exists such that

k(g1-82) (g1, 82) =«(g1) k(g2) (B38)

holds for all g1, g» € G, i.e., G splits when it is isomorphic
to the direct product (B2).

The task of classifying all the non-equivalent central ex-
tensions of G by Z& through y is achieved by enumerating
all the elements of the second cohomology group H*(G, Z5).
We define an index [y] e H*(G, Zl;) to represent such an
equivalence class, whereby the index [y] = O is assigned to
the case when G splits.

APPENDIX C: CLASSIFICATION OF PROJECTIVE
REPRESENTATIONS OF G¢

It was described in Appendix B, how a global symmetry
group Gy for a fermionic quantum system naturally contains
the fermion-number parity symmetry group Z5 in its cen-
ter, i.e., it is a central extension of a group G by Z5. Such
group extension are classified by prescribing an element [y] €
H?(G, Z5), such that we may think of G/ as the set of tuples
(g, h) e G x Zg with composition rule as in Eq. (B3e). From

this perspective there is an implicit choice of trivialization
T : Gy — ZF and projection b : Gy — G such that

(g M =h, blg ] =g (CDhH

Importantly, 7 is related to the extension class y that defines
the group extension via the relation

by = 't (2

where b*y € Cz(Gf, Zg) is the pullback of y via b.

As explained in Sec. V, we shall trade the 2-cocycle
¢(g, h) € 7*(G, U(1),) with the tuple (v, p) € C?[G, U(1)] x
CY(G, Z») that satisfy certain cocycle and coboundary con-
ditions. To this end, it is convenient to define the modified
2-coboundary operator

D2(v, p) = (82v — 7 p — y.8!p). (C3)

acting on a tuple of cochains (v, p) € C?[G, U(1)] x
C'(G, 7,) together with the modified 1-coboundary operator

D) (a,B) = (8la + 7B — v.80B) (C4)

acting on a tuple of cochains (a, B) € C'(G,U(1)) x
C%(G, 7,). Being a 0-cochain S does not take any arguments
and takes values in Z,, i.e., B € Z,. Note that for the 0-cochain
B, the coboundary operator (A3b) acts as

(8°8)(g) = €,(B) — B, (C5)

which in fact vanishes for any g € G since § takes values in
7, and €,(B) = B. Using Eq. (A14) and the fact that y is a
cocycle, i.e., 83)/ = 0, one verifies that

D’ D} (e, B) = (0,0) (C6)

for any tuple (a, B) € C'(G,U(1)) x C%(G, Z5).

It was proved in Ref. [10] that one may assign to any 2-
cocycle [¢] € H2(Gf, U(1).) an equivalence class [(v, p)] of
those tuples (v, p) € C*[G, U(1)] x C'(G, Z,) that satisfy the
cocycle condition under the modified 2-coboundary operator
(2.3) given by

D (v, p) = (8;v —m p — v, 8!p) = (0,0). (C7)

Indeed, two tuples (v, p) and (v, p’) that satisfy Eq. (C7)
are said to be equivalent if there exists a tuple («, B) €
C'(G,U(1)) x C°%G, Z,) such that

v, p) =", p)+ Dy, p)=(v'+ 8+ —y. 8B).
(C8)

In other words, using this equivalence relation we define an
equivalence class [(v, p)] of the tuple (v, p) as an element of

the set
ker (DJZ,)
im(D})

[(v. p)] € (€9

The proof of the one-to-one correspondence between [¢] and
[(v, p)] then follows in three steps, which we sketch out be-
low. We refer the reader to Ref. [10] for more details.

(1) First, given a cocycle ¢ € Zz(Gf, U(1),.), one can de-
fine p € Z'(G, Z,) via Egs. (5.5) or (5.8). The fact that p is a
cocycle follows from that fact that ¢ is a cocycle.
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(2) Next, one can always find a representative ¢ in every
cohomology class [¢] € Hz(Gf, U(1).) that satisfies the rela-
tiongp =v+mwp — T.

(3) Finally, the fact that §2¢) =0 implies that &2v
=nTp =V

We note that when the [y] = 0, i.e., the group G/ splits as
Gy = G x 75, the modified coboundary operators (C3) and
(C4) reduce to the coboundary operator (A3b) with n =2
and n = 1, respectively. If so the cochains v and p are both
cocycles, i.e., (v, p) € Z*(G,U(1),) x Z'(G, Z,). The equiv-
alence classes [(v, p)] of the tuple (v, p) is then equal to the
equivalence cohomology classes of each of its components,
ie.,

[(v, )] = ([V], [p]) € H*(G, U(1),) x H'(G, Z»).

(C10)
We use the notation ([v], [p]) for the two indices whenever
the group Gy splits ([y] = 0). The notation [(v, p)] applies
whenever the group G does not split ([y] # 0).

APPENDIX D: CHANGE IN INDICES (v, p)
UNDER GROUP ISOMORPHISMS

As explained in the Appendix B, the fermionic symmetry
group Gy can be constructed as the set of pairs (g, h) € G x
7% with the composition rule (B3) specified by the 2-cochain
y € C*(G, Zg ). The distinct central extensions Gy of G are
then classified by the equivalence classes [y] € H*(G, Z5).
In other words, the central extension Gy is determined up to
the group isomorphisms (B5a) under which the equivalence
class [y] is invariant.

In Sec. V, we defined the pair of indices (v, p) €
C%(G,U(1)) x C'(G, Z,) for a given index [u] =0, 1. The
definitions (5.3) and (5.6) of v and the definitions (5.5) and
(5.8) are not invariant under group isomorphisms. In particu-
lar, when restricting the domain of definition of the 2-cochain
¢ from Gy to G, we made an implicit choice of y. This choice
is inherited from a given bulk representation ﬁbulk through the
consistency condition (4.1) since under nontrivial group iso-
morphisms the transformation rules implemented by at least
one group element g € Gy would change. In this Appendix,
we discuss how the pair (v, p) € C2(G, U(1)) x C1(G, Z>)
is shifted under the group isomorphism (B5a) for the cases
(n]=0, 1

Let Gy be a fermionic symmetry group obtained by cen-
trally extending the symmetry group G by Z% through the
2-cochain y. We denote the elements of G; by the pairs
(g, h) € G x Z5. Let G’f be a fermionic symmetry group iso-

J

morphic to Gy through the group isomorphism
K:Gp — Gy,
(gh) = (&, h) = (g P h),

where k(g) = 0, 1 for any g € G and we introduced the short-
hand notation p° = e and p' = p for the elements in Z5. In
other words, G} is the central extension of G by Z% through
the 2-cochain y’ such that

(Dla)

)/(g1, 2) = y(g1, gz)pk(gl)JrK(gz)JrK(glgz)’ (D1b)

for any g1, g2 € G.

One verifies that the pairs (¢, #') € G are identified with
the pairs (g = ¢, p®Hh’) € G, under the group isomorphism
K. The identity

(g h) o (id, p*®) = (g, h p*?), (D2a)
Y

which holds for any g € G and h € 7%, then suggests that
the boundary representation Uy of element (¢, ') € G is

related to the boundary representation Uy of element (g=
g, p*® 1) € Gy via the relation

U (¢, 1)) o Ug((g = ¢, 1)) [Us((id, p))I*®,

i.e., the operator ﬁé((g’ ,h')) must act up to a multiplica-
tive phase factor as the operator ﬁB((g, 1)) composed with
the fermion parity operator Ug((id, p)) if «(g) = 1. Hereby,
the exponent «(g) ensures that the operators U ((¢', #')) and
UB((g, h")) act identically, if « (g) = 0. Without loss of gener-
ality, we take the proportionality in (D2b) to be equality. We
shall treat the cases of [«] = 0 and [t] = 1 separately.

(D2b)

1. The case of [u] =0

On the one hand, invoking the definition (5.3) for the 2-
cochain v" associated with the group G delivers

U5((g). ) Uy ((gh. €))
= "G5 TL((8) 85, v (8). 82))
= " €18 Up((g) 8. v (81, ga)p! &) T (E1 £2)y)
x [Up((id, p))]<&2), (D3a)

where in reaching the last line we have used Eqgs. (D1b) and
(D2b). Applying the identity (D2a), we find

UL (g, ) U ((gh, €)) = '€ Up (g1 82, (g1, 22))
x [Up((id, p))]<E+E) - (D3b)

where the equality holds up to a multiplicative phase factor that can be gauged away, reason for which it is omitted for
convenience. On the other hand, inserting Eq. (D2b) on the left-hand side delivers

U5 (g, ) U ((gh, ) = Us((g1, €)) [Us((id, p))I®" Us((g2, €)) [Us((id, p))]<©

= M@ HTREDNE) T (g1 g5, (21, 82))[Us((d, p))]<EIHE),

(D3c)

where the phase factor ¢"¢-#2) arises from the definition (5.3) of 2-cochain v and the phase factor ¢*®7(&2) arises when the
operators Up((g2, ¢)) and [UB((ld PV are interchanged. Comparing Eqs. (D3b) and (D3c), we make the identification

V' (81, 82) = v(g1, &)+ (k — p)g1, &)

(D4)
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The index p by definition (5.4) measures the fermion parity
of the representation of the element (g, ) € Gy. One notes
Ehat the relation (D2b) implies that the representzg\ions ﬁB and
Uy, have the same fermion fermion parity since Ug((id, p)) is
fermion parity even. Hence, the indices p and p’ associated
with G and G}, respectively, coincide.

We conclude that under the isomorphism (D1a) the pair of
indices ((V', p’), 0) and ((v, p), 0) are related as

(0,0, 0) = (v +7(k — p), p),0). (D5)

2. The caseof [u] =1

When [u] = 1, the definition (5.6) of the index v is the
same as it is when [u] = 0. Hence, the argument in the pre-
vious section follows through, i.e., Eq. (D4) holds. However,
the definition (5.7) of index p differs from its definition in
Eq. (5.4) when [u] = 0. From Egs. (5.7) and (D2b), one

observes that under the isomorphism (D1la) the index p gets
shifted by «, i.e.,

p'(8) = p(8) + Kk (g). (D6)

This is because computation of the index o involves an
additional conjugation of Yg by fermion parity operator
Us((id, p)), which brings an additional factor of (—1)<®). We
conclude that under the isomorphism (D1a) the pair of indices
(v, p"), 1) and ((v, p), 1) are related as

(), D= (v+mk—p), p+k), D).

Under the group isomorphism (D1a) the values of the indices
(v, p) and their respective equivalence classes may change
[according to Egs. (D5) and (D7)]. However, the number
of equivalence classes ([(v, p)], [¢]) and their stacking rules
remain the same, i.e., Egs. (6.48) commute with the relations
(D5) and (D7).
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