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Role of electronic excitation on the anomalous magnetism of elemental copper
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The magnetic susceptibility of elemental copper (Cu) shows an anomalous rise at low temperatures superim-
posed on the expected atypical diamagnetic response. Such temperature-dependent susceptibility, which is also
known as the Curie tail, cannot be explained on the basis of the Larmor diamagnetic and Pauli paramagnetic
contributions expected in Cu. Using valence band resonant photoemission spectroscopy results and density
functional theory calculations, we show the magnetic anomaly appears due to the presence of holes in the Cu
3d band, which originates from a thermally excited electronic configuration. Our study therefore highlights that
the Curie tail, which is generally overlooked presuming it is either due to paramagnetic impurities or defects,
can in fact be intrinsic to a material, and even simple systems such as elemental Cu are susceptible to electronic
excitations giving rise to an anomalous magnetic state.
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Research on magnetism for the past several decades has
been devoted to understanding the transition between a dis-
ordered paramagnetic and an ordered magnetic ground state.
Interestingly, several materials exhibit an unexpected upturn
in the magnetic susceptibility at very low temperatures (typ-
ically below 50 K) without any subsequent phase transition
to an ordered magnetic state. This anomalous upturn is often
termed as the Curie tail and is generally attributed to an
extrinsic origin such as the presence of paramagnetic impu-
rities or defects resulting from the synthesis process [1–8].
This anomaly is now becoming more common in a wide
range of complex materials. For example, such behavior has
recently been found in exotic quantum spin liquids such as
Sr3CuSb2O9 and 1T -TaS2 as well as topological materials
such as TaSe3 [9,10]. So, it is important to carefully probe
and microscopically understand this anomalous magnetic be-
havior. This will reveal whether the Curie tail always has an
extrinsic origin or in some cases it can be intrinsic to the
material.

In compounds, the complex atomic and electronic struc-
tures make it difficult to clearly understand the intrinsic
mechanisms that govern the overall magnetic properties. In
this context, an elemental metal such as copper can be a very
suitable starting point. Elemental copper has the electronic
configuration Cu : [Ar]3d104s1, and hence we would expect
only two contributions to the overall magnetic susceptibility,
namely, the diamagnetism from the completely filled 3d or-
bital and a Pauli paramagnetic contribution of the half-filled
4s electrons [11–13]. As both these contributions are temper-
ature independent, the overall magnetic susceptibility of Cu
should also be independent of temperature. But, a few decades
back, studies on the magnetic behavior of about 99.99% pure
elemental copper (Cu) have shown an anomalous temperature
dependence of magnetic susceptibility, indicating the presence
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of an additional but unusual contribution at low temperatures
[14,15]. Here, we show that the magnetic susceptibility of
elemental Cu is indeed temperature dependent at low temper-
atures. However, contrary to the conventional wisdom that the
Curie tail is related to the presence of paramagnetic impuri-
ties, it originates from the electronic excitations.

We have recorded the temperature (T ) and magnetic field
(H) dependent magnetic response of 99.99% pure elemen-
tal Cu. Our x-ray fluorescence (XRF) measurement revealed
about a 0.01% transition metal impurity which can potentially
lead to a paramagnetic tail at low temperature [16]. However,
even with such a paramagnetic impurity, the overall magnetic
behavior cannot be accounted. Using resonant photoemission
spectroscopy, we found the presence of hole in the 3d band.
This creates an intrinsic spin moment (s = 1

2 ) on a fraction of
copper atoms giving rise to an additional Curie-like param-
agnetic contribution. Importantly, the concentration of holes
reduces with a decrease in temperature. Our results thus show
that the observed anomalous magnetic behavior of copper is
intrinsic in nature.

Magnetic measurements were carried out in a supercon-
ducting quantum interference device (SQUID) magnetometer
(M/S Quantum Design, USA). The resonating valence band
spectra (VBS) were recorded at different photon energies
in the range of 60–76 eV using the angle integrated pho-
toemission spectroscopy (AIPES) beamline at the Indus-1
synchrotron source at RRCAT, Indore, India. The XRF mea-
surement has been performed at the XRF beamline on the
Indus-2 synchrotron radiation source at RRCAT [16]. The
density of states (DOS) has been calculated within the
framework of density functional theory (DFT) by employing
projector augmented-wave (PAW) potentials using the Vienna
ab initio simulation package (VASP) [16,17].

The main panel of Fig. 1 shows the temperature depen-
dence of dc susceptibility at H = 2 kOe. The susceptibility
at 300 K is −1.64 × 10−7 emu/(g Oe), and ensures the dom-
inating diamagnetic nature of the sample. In the isothermal
M-H curve at T = 300K (inset of Fig. 1) M is negative
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FIG. 1. χ -T curve measured at H = 2 kOe. The inset shows the
M-H curve at T = 300 K. The red line in the main panel shows the
fitted curve using χ = χ0 + C

T −T0
.

and varies linearly with H . The susceptibility (χ = M/H) at
300 K, obtained from the slope of the M-H curve is χ =
−1.66 × 10−7 emu/(g Oe). A diamagnetic sample should
show a negative and temperature-independent susceptibility.
However, our experimental results indicate that M is nearly
constant down to 150 K, but at further lower temperatures,
M starts to increase. This rise in M below 150 K appears
similar to Curie-Weiss paramagneticlike behavior which is
known as the Curie tail. For an elemental metal such as copper
with completely filled 3d and half-filled 4s shells, we expect
diamagnetic and Pauli paramagnetic contributions. As both
these contributions should be temperature independent, the
low-temperature Curie tail is rather surprising. Such a tem-
perature dependence of magnetization is qualitatively similar
to those reported earlier [14,15]. Note that the susceptibility
can be fitted considering an additional Curie-Weiss-like term
( C

T −T0
) as shown in Fig. 1 (red line), where C is a constant

giving us the value of the impurity spin. However, we will
show in the following sections that such a fitting would be
meaningless, because C is actually temperature dependent due
to the intrinsic property of copper.

In order to understand this anomalous magnetic behavior,
we analytically calculate the diamagnetic and Pauli para-
magnetic contributions to the total magnetic susceptibility.
In the case of elemental Cu with an atomic number Z =
29, the conventional electronic configuration is [Ar]3d104s1.
The Larmor diamagnetic contribution can be estimated from
[11,12]

χD = −0.79Zi × 10−6〈(r/a0)〉2 emu/(g Oe). (1)

Here, Zi is the number of electrons in the atom, r is the
atomic radius (for Cu, r = 1.28 Å) and a0 is the Bohr ra-
dius. Taking 〈(r/a0)〉 = 2.42, the diamagnetic susceptibility
can be estimated as χD = −20.30 × 10−7 emu/(g Oe). In
addition, conduction electrons give rise to a positive magnetic
susceptibility, known as the Pauli paramagnetism [11,13]. At
T = 0 K, the Pauli paramagnetic susceptibility is written as

χP = μ2
B g(EF ), (2)

where g(EF ) is the total density of states at the Fermi level,
which can be calculated using DFT. In case of Cu, it is ob-
tained to be 0.10 eV−1 (see Fig. 3 inset). Substituting this

in Eq. (2) gives the Pauli paramagnetic susceptibility χP =
0.51 × 10−7 emu/(g Oe). It may be noted that at finite tem-
perature, smearing of the Fermi surface introduces a very
small correction to Eq. (2). However, in the case of Cu, due
to a very large Fermi temperature (around 80 000 K), this
correction is negligible up to room temperature. Now, the net
susceptibility can be obtained by summing the diamagnetic
and paramagnetic contributions (χ = χD + χP) which gives
χ = −19.79 × 10−7 emu/(g Oe). Our calculated total suscep-
tibility is one order of magnitude larger than the experimental
data, suggesting the presence of additional contributions apart
from χD and χP, and this warrants an explanation.

The results of our XRF measurements suggested the pres-
ence of about 0.01% of Mn impurity in the present Cu sample
[16]. Therefore, it would be instructive to understand the
effect of electron delocalization on the effective moment of a
Mn atom with an electron configuration [Ar]3d54s2 in a cop-
per lattice. So, we performed DFT calculations on a 5 × 5 × 5
supercell of copper containing 500 atoms. For the pure copper
case, our calculations show that the copper atoms have a neg-
ligible magnetic moment of 0.02μB. We also carried out DFT
calculations of this supercell by replacing a copper atom with
a manganese atom. This corresponds to an effective impurity
concentration of 0.2%. It should be noted that our goal here
is not to mimic the experimental impurity concentration, but
rather to identify the role of electron delocalization on the
magnetic moment of copper and manganese atoms. Our cal-
culations show that the presence of manganese also enhances
the moment of copper atoms to 0.06μB, but still the copper
moment is negligible. The magnetic moment of manganese is
equivalent to spin, SMn = 0.009, much lesser compared to the
expected S = 5

2 for five unpaired electrons.
Now that we know the magnetic moments of manganese,

we can add the paramagnetic contribution using the Curie-
Weiss relation with the diamagnetic and Pauli paramagnetic
contributions to obtain the total magnetic susceptibility χ =
χD + χPauli + χMn

PM (T ):

χMn
PM (T ) = NAg2μ2

BSMn(SMn + 1)

3kBT

= 0.0826 × 10−7

T
emu/g Oe. (3)

Here, SMn corresponds to the Mn spin moment, NA is the Ava-
gadro number, μB is the Bohr magneton, g is the gyromagnetic
ratio which is taken to be 2, kB is the Boltzmann constant,
and T is the temperature. The calculated susceptibility is
plotted as a function of temperature in Fig. 2(a), together
with the experimental data. Note that the addition of 0.01%
Mn impurity cannot reproduce the experimentally observed
susceptibility behavior, which suggests the presence of an
additional contribution which is perhaps intrinsic to copper.

Generally in 3d transition metals, the 3d and 4s orbital
energies are close enough. This allows for electrons to exist
in two possible electronic states. Our conventional wisdom
suggests that copper exists in the [Ar]3d104s1 configuration,
whereas an energetically [Ar]3d94s2 electronic state is also
possible. At absolute zero, the Fermi-Dirac function is a step
function where all the states below the Fermi level are filled
and all those states above EF are empty. This corresponds to
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FIG. 2. (a) Experimental and calculated χ -T data. The calcu-
lated temperature variation of χ has been obtained by considering
the diamagnetic and Pauli paramagnetic contribution of Cu and a
Curie-Weiss paramagnetic contribution of 0.01% of Mn present in
the sample. (b) Fraction of the hole estimated by using Eq. (5)
from the additional susceptibility observed in experiment, as com-
pared to the calculated value.

the electron configuration [Ar]3d104s1. At temperatures above
absolute zero, due to thermal energy some of the electrons can
get excited from the 3d to 4s band. This hypothesis is further
supported by our partial DOS calculated using DFT which
is presented in Fig. 3. We notice that the DOS weights for
the 3d band are nonzero even above the Fermi level. These
observations suggest that the 3d band of copper potentially
has holes. This can open up the possibility of unpaired elec-
trons in the 3d band leading to intrinsic magnetic moments

FIG. 3. Partial density of states near EF at T = 0 obtained from
DFT. At EF , the total DOS is 0.1 eV−1.

on a fraction of copper sites due to the instability created by
a fluctuation between [Ar]3d104s1 ⇔ [Ar]3d94s2 electronic
states, due to the thermal energy. The 3d104s1 configura-
tion of copper gives a diamagnetic plus Pauli paramagnetic
configuration, whereas a 3d94s2 configuration would result
in an additional Curie-Weiss-like paramagnetic contribution.
Therefore, the magnetic property of copper is governed by the
competition between these two sets of contributions,

χD + χPPM ⇔ χPM + χD + χPPM, (4)

where the left- and right-hand sides correspond to 3d104s1

and 3d94s2 configurations, respectively. In the light of holes
in the 3d band, we now discuss the observed temperature
dependence of magnetic susceptibility in two temperature
regimes: (i) T > 150 K and (ii) T < 150 K. In region (i), say
300 K, there will be significant number of holes in the 3d
band leading to a larger concentration of paramagnetic ions.
The smearing of electrons around the Fermi level decreases as
the temperature is lowered. Consequently, the concentration
of paramagnetic copper atoms due to the intrinsic moment of
copper also decreases. As the paramagnetic susceptibility is
inversely related to the temperature, the overall susceptibility
remains more or less constant in this temperature range. The
temperature dependence of susceptibility in regime (ii) shows
a Curie tail. In this temperature regime, the paramagnetic con-
tributions both from the Mn impurity and the intrinsic moment
of copper become dominant as the temperature is lowered. At
the same time, as the Fermi smearing reduces with a decrease
in temperature, the concentration of the intrinsic moment
also decreases. However, the final behavior will depend upon
the rate at which the concentration of the intrinsic moment
decreases with temperature. Typically at temperatures close
enough to absolute zero, the electron configuration of copper
would tend to [Ar]3d104s1 and the Curie tail would be gov-
erned solely by the Mn impurity. With this argument, the total
susceptibility of copper can be written as follows.

χ (T ) = χD + [1 + x(T )]χPPM + χMn
PM (T ) + x(T )χCu

PM(T ).

(5)

The terms in the above equation correspond to contributions
from diamagnetism, Pauli paramagnetism, paramagnetism
due to Mn moments, and paramagnetism due to Cu mo-
ments, respectively. The factor x(T ) is the concentration of
Cu moments at temperature T due to the Fermi smearing, and
it can be calculated considering that the mismatch between
the experimental and calculated susceptibility is due to the
temperature variation of x, which is shown in Fig. 2(b). The
concentration of Cu moments x reduces with a decrease in
temperature.

To further validate our hypothesis of intrinsic copper mo-
ments due to the presence of holes in the 3d band, we recorded
the valance band spectrum (VBS) in the vicinity of the Fermi
level. Figure 4(a) shows the data recorded at T = 300 K at
an incident photon energy of 68 eV. The overall response has
been fitted by Gaussian peak shapes, and referred to as A, B,
C, and D as shown in Fig. 4(a). The background is corrected
by using the Shirley method. Further, we have performed
resonating photoemission spectroscopy in the incident photon
energy range of 60–76 eV, which covers the Cu 3p → 3d
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FIG. 4. (a) Experimental data of RPES at T = 300 K at an incident photon energy of 68 eV fitted by considering Gaussian shape peaks
and Shirley background, (b) and (c) show the CIS plot of the near EF spectral features at T = 300 and 170 K, respectively, obtained from the
fitting of the valance band measured at each incident photon energy.

excitation energy and shows a maximum at E = 70 eV. All
the data recorded at different incident energies have been
fitted similar to Fig. 4(a). Features A and B centered around
0.8 and 2.5 eV are mainly our region of interest, because it
is dominated by the Cu 4s and 3d hybridized band, as ob-
served in our DFT calculated density of states (DOS), as well
as previous literature [18]. We have determined the spectral
intensity of these features from the integrated area of these
features after a background correction and plotted them as
a function of incident photon energy in Figs. 4(b) and 4(c).
This is known as constant initial state (CIS) plot. The CIS of
feature A at 0.8 eV does not show any significant variation
with the incident photon energy and is probably dominated
by the 4s orbital as the photoionization cross section of Cu
4s is much less than the 3d orbital [19]. The feature at B at
2.5 eV monotonically enhances with the increase in incident
energy and shows strong resonance at around 70 eV. Here,
the resonance occurs due to the quantum-mechanical interfer-
ence between direct photoemission from 3d and intra-atomic
excitation of 3p-3d , followed by super Coster-Kronig decay
which is shown below:

3p63d94s2 + hν → 3p63d84s2 + e−, (6)

3p63d94s2 + hν → (3p53d104s2)∗ → 3p63d84s2 + e−.

(7)

The resonance enhancement near Cu, 3p → 3d excitation en-
ergy, indicates the presence of a 3d hole, i.e., 3d94s2 valence
state of Cu. The population of this state should reduce with the
decrease in temperature due to reduced thermal energy. There-
fore, the relative resonance intensity of the feature should

be suppressed with the lowering of temperature. To confirm
this, we have carried out resonant photoelectron spectroscopy
(RPES) measurements at T = 170 K, also shown in Fig. 4(c).
We observe that the width and the intensity of the resonance
near 70 eV in feature B is reduced at T = 170 K relative to
300 K [16]. It indicates that the bandwidth corresponding
to the 3d-4s overlapping has reduced at lower temperature,
which is a manifestation of the reduced 3d94s2 configuration.
Therefore it confirms our earlier hypothesis. It may be noted
that the RPES study in this energy range is highly surface
sensitive [20]. Moreover, the positive value of the Seebeck
coefficient may be an indication of the presence of holes in
elemental Cu, however it is still under debate [21–24].

The temperature and magnetic field dependences of the dc
susceptibility of elemental Cu show dominant diamagnetism
and an additional Curie-Weiss-like behavior at low tempera-
tures. The calculated dc susceptibility based on the textbook
formula for orbital diamagnetism and Pauli paramagnetism is
insufficient to explain the magnetic behavior in the measured
range of temperature. DFT results indicate the presence of
small but significant contributions from the 4s orbital of Cu.
Based on these results, we propose a mechanism involving
a fluctuation between two electronic states of copper. This
leads to competition between different magnetic contribu-
tions due to the presence of holes in the 3d band, which is
further confirmed by RPES experiments. We conclude that
the anomalous Curie-Weiss-like paramagnetic behavior arises
due to the presence of holes in a certain fraction of Cu atoms,
which is excited by thermal energy.
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