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We study the out-of-equilibrium dynamics of the quantum Ising model with power-law interactions and
positional disorder. For arbitrary dimension d and interaction range « > d we analytically find a stretched-
exponential decay of the global magnetization and ensemble-averaged single-spin purity with a stretch power
B = d/a in the thermodynamic limit. Numerically, we confirm that glassy behavior persists for finite system
sizes and sufficiently strong disorder. We identify dephasing between disordered coherent pairs as the main
mechanism leading to a relaxation of global magnetization, whereas genuine many-body interactions lead to a
loss of single-spin purity which signifies the buildup of entanglement. The emergence of glassy dynamics in
the quantum Ising model extends prior findings in classical and open quantum systems, where the stretched-
exponential law is explained by a scale-invariant distribution of timescales, to both integrable and nonintegrable

quantum systems.
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Statistical mechanics provides a well-established frame-
work for describing the macroscopic properties of matter in
thermal equilibrium. In contrast, no general theoretical frame-
work exists for describing dynamics out of equilibrium. Of
particular interest are extremely slow relaxation processes
observed in disordered materials such as spin glasses [1,2].
Phenomenologically, relaxation in these systems can be de-
scribed by a stretched-exponential law exp[—(yT)?] with
decay rate y and stretch power B [3]. Despite the widespread
success of this heuristic description, a derivation of the
stretched-exponential law starting from first principles in a
microscopic model has been achieved for few systems only,
in particular amorphous solids [2] and spin glasses [2,4]. By
generalizing three prototypical models, Klafter and Shlesinger
conjectured that a scale-invariant distribution of relaxation
times is the unifying basis of stretched-exponential relaxation
phenomena [5].

Recently, glassy dynamics has been found to emerge also
in disordered quantum systems. Subexponential relaxation
dynamics was observed in experiments with nitrogen-vacancy
centers in diamond [6-8] and in many-body localized systems
under the influence of dissipation [9]. These studies involve
open quantum systems where dissipation arising from cou-
pling to an external bath explains the slow relaxation. In the
generic fluctuator model [6], each particle is coupled to a local
bath resulting in an average over different decay rates and thus
a stretched-exponential decay law. Recently, glassy relaxation
was also found in a closed quantum system governed by
purely unitary dynamics [10]. In the absence of dissipation,
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the question arises whether and how glassy dynamics in iso-
lated quantum systems is related to the degree of disorder and
to the buildup of entanglement.

Understanding the dynamics of strongly interacting disor-
dered quantum many-body systems is notoriously difficult due
to the lack of applicable theoretical approaches. The absence
of a small parameter in the model impedes the use of pertur-
bative methods, and the exponential complexity of quantum
many-body problems generally limits numerical simulations
to very small system sizes. A paradigmatic exception is the
quantum Ising model, where analytical solutions are available
even for the disordered case [11,12]. This model is diag-
onal in a product-state basis but, if prepared initially in a
superposition of different eigenstates, features intrinsically
quantum properties, namely dephasing between its eigenstate
components leading to relaxation and the buildup of entangle-
ment. Previous studies addressed the buildup of correlations
[13], decoherence [14], the effect of long-range interactions
[15-17], and the decay of the Ramsey contrast [18,19].

Here, we introduce a generalized approach to obtain
stretched-exponential relaxation of the transversal magnetiza-
tion and purity in the quantum Ising model extending earlier
studies of special cases [15,19]. Analytical results are pro-
vided for arbitrary dimensionality and power-law interactions,
applicable to multiple experimental settings, e.g., in NMR
[20], quantum information [21,22], trapped ions [23], and
Rydberg atoms [10,24]. The analytic solution for the mag-
netization and purity of the microscopic model allows one
to differentiate dephasing between disordered coherent pairs
from genuine many-body effects. Furthermore, finding glassy
dynamics in the quantum Ising model with a scale-invariant
distribution of interactions constitutes a generalization of the
Klafter-Shlesinger conjecture [5] to the quantum realm.

©2022 American Physical Society
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We consider N spin-1/2 particles, whose dynamics are
governed by the Ising model (2 = 1)

Hlsing = Z-]zk&zl ® 6'Zk, (D
i<k
where 65% (o« = {x,y, z}) are the Pauli operators acting on
spin i and k and Jj, describes the interaction between them. We
consider isotropic power-law interactions Ji; = C,/|r; — ri|*
with particle positions r;, realized by a variety of quan-
tum simulation platforms, such as polar molecules (o = 3)
[25,26], Rydberg atoms (o = 3, 6) [10,27-29], or trapped ions
(0 < o < 3) [23,30] (see Ref. [13] for a more complete list).
For the initial state [1/o) = |—)®", we are interested in the re-
laxation of the ensemble-averaged transversal magnetization
{8,) = N=13",(61)/2, where the overline denotes the ensem-
ble average and (---) the quantum mechanical expectation
value. Here, |—) is the &, eigenstate with 6, | =) = |—).
The dynamics of Ising spins initialized in |yp) was de-
scribed analytically by Emch [11] and Radin [12] as

N
— 1 I 1 1
G =5 > = 6l) ==Y = []eos@r), @
24N 24~N i
which shows that the ensemble average is determined by prod-
ucts of oscillations with frequencies given by the couplings
Jix between a given spin i and its neighbors k. From the

Emch-Radin solutions also follows (5}) = (67) = 0 such that
the analytical expression (6}(r)) = I—[Q’ £i cos(2JyT) alrea}dy
fully determines the one-particle reduced density matrix p' =
[1 + (6,;)6,1/2 of spin i. Thus, the single-particle purity is

wl(p)?] = 3[1 +(6io)] 3)

Similar to the magnetization, we define the ensemble-

averaged single-particle purity as tr(p2?) = %[1 + (6,(7))?],
where

N

(6:(1))? = Z }vw;(r))z = Z % Hcos2<2f,-kr). )

i i k#i

The purity of a subsystem (here, a single spin) of a closed
quantum system 1/2 < tr[(p?)?] < 1 quantifies the entangle-
ment between the subsystem and its complement, and deter-
mines the second-order Rényi entropy S, = — log{tr[(p")?]}.
For our initial product state S, = 0, as the single-particle
reduced state p' is pure, and the subsystem entropy takes its
maximal value S, = log(2) in the late-time limit.

The Emch-Radin solutions hold for arbitrary choices of
the couplings Ji. Here, we consider disorder in the cou-
plings due to random spin positions drawn from a uniform
distribution within a d-dimensional sphere and power-law
interaction with exponent o > d. To illustrate the charac-
teristic dynamics emerging in this situation we show the
relaxation of the transversal magnetization in Fig. 1(a) for
a van der Waals interaction (¢ = 6) in d = 3 dimensions.
Time is scaled by the median nearest-neighbor (NN) inter-
action strength Jyn [10]. The random positions lead to a
strongly disordered Ji; distribution which causes oscillations
on a broad range of different timescales. Curves showing fast
oscillations correspond to spins interacting strongly with their
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FIG. 1. (a) Magnetization decay for a uniform random spin
distribution in d = 3 with « = 6 for 1300 spins. The single-spin
magnetizations (5% (t)) for 50 different spins are shown, featuring
the oscillatory behavior predicted by Eq. (2). The line color encodes
the nearest-neighbor (NN) interaction strength and is thus a measure
for the onset and fastest frequency of each oscillation. Its median Jyn
is furthermore used as the unit for the relaxation time. Additionally,
the ensemble-averaged decay is plotted (red dashed line), showing
monotonous subexponential relaxation, which is well captured by a
stretched-exponential function predicted analytically in the large N
limit (black line). Remaining deviations from the analytical solution
can be attributed to the finite system size used for the simulation.
(b) Histograms showing the frequency of occurrence of single-spin
magnetization values at different times. The fluctuations relax on a
slower timescale than the mean value, which is directly connected to
the decay of the purity. (c) Single-spin purities and ensemble average,
analogous to (a).

nearest neighbors. Due to disorder, these oscillations between
coherent pairs lose their phase correlations. Consequently,
the ensemble-averaged magnetization (red dashed line) shows
smooth subexponential decay closely following the analytical
solution in the thermodynamic limit N — oo (black curve)
derived below, which is a stretched-exponential function.
Figure 1(b) shows the frequency of occurrence of single-
spin magnetizations at fixed evolution times, showing a
bimodal distribution at intermediate times. For Jynt = 10,
the ensemble-averaged value nearly reached its equilibrium,
while still showing large fluctuations around the mean value.
These fluctuations are directly connected to the purity [cf.

L020201-2



GLASSY QUANTUM DYNAMICS OF DISORDERED ISING ...

PHYSICAL REVIEW B 105, L020201 (2022)

Eq. (4)] showing already that the decay of magnetization and
purity happen on different timescales. In this particular case,
the timescales differ by a factor of 2, where in general this
factor depends on «/d and can become large as discussed
below. Figure 1(c) shows the ensemble-averaged purity along
with the purity of individual spins. Similar to Fig. 1(a), the
purity of individual spins shows oscillations. Following the
same argument that explains the full relaxation of magneti-
zation, the dephasing of these oscillations would result in an
average purity of 0.75. Instead, the ensemble-averaged purity
relaxes to its minimum value of 0.5, which accounts for an
irreversible buildup of entanglement with the whole ensemble.
We again find a smooth stretched-exponential curve in the
ensemble average.

To derive an analytical expression for Eq. (2) in the limit of
N — 00, the ensemble average can be replaced by an average
over all possible configurations of placing the surrounding
spins of a reference spin [18,19] thus leading to a scale-
invariant distribution of interaction strengths. Without loss of
generality, we fix the position of the reference spin at r; = 0
and choose a finite spherical integration volume V in which
N’ atoms are placed. We will later take the limit N’ — oo
keeping the density n = N’/V constant. Therefore, Eq. (2)
transforms into the integral form

1 Al
G} = 5 /V dry - dry P(ry- vy [ Jeos@/ikr). (5)
k=2

The spin positions are chosen independently following
a homogeneous distribution over the volume V, ie.,
P(r;---ry) = [, p(ry) with p(ry) = 1/V. Thus, the integral
in Eq. (5) factorizes into a product of identical integrals

o 171 N'—1
(8x(r)) = 5[‘7 / dl‘COS(ZJrr)} ; (6)
Vv

where J. = C,/|r|*.

We now introduce a lower distance cutoff r;, on the integra-
tion volume [31]. Note that imposing an exclusion distance
rp between any pair of atoms violates the assumption of in-
dependent atom positions and scale-invariant distributions of
interactions. For our analytical calculations this inconsistency
is irrelevant as we will send 7, to zero eventually. We show
below that our results also describe the dynamics well for a
finite exclusion radius as long as r, is much smaller than the
average nearest-neighbor distance in the ensemble.

Defining ry as the radius of the spherical integration vol-
ume V and carrying out the angular part of the integration we
obtain

N'—1

1 d To Cy
(3‘)((7)> = E[H\/}j dr rd_l COS (2r_af>:| . (7)

We now evaluate this expression in the limits r, — 0 and
ro, N' — oo for arbitrary d and « > d, thus generalizing
previous results. The scale invariance of the system now be-
comes obvious as Eq. (7) is invariant under a rescaling of
space (r — Ar) and time (t — A%*t). The main result of our

derivation

— 1 a—d\ . oa—d dJa
(sx(r))zzexp —Kgol o sin | 7 o T

®)

is a stretched exponential (5,(1)) = exp[—(y,,7)#"]/2 with
decay rate y, = [/cd,aF("‘a;d)sin(n%)]“/d and stretch
power B, = g [for details, see Supplemental Material
(SM) [32] containing Ref. [33]]. Here, the index m
stands for magnetization and we have introduced kg, =
72n(2C,)4*/T(d/2 + 1). Since B,, < 1 our result shows
that the characteristic subexponential relaxation typically ob-
served in glassy systems appears in the out-of-equilibrium
unitary dynamics under the Ising Hamiltonian. In the
case @« =d Eq. (8) simplifies to a pure exponential de-
cay (5:(7))geq = Xp(—mky47/2)/2 where we used that
limg—q—o[T(=4) sin(r %2)] = 7 /2. Note, that the deriva-
tion of a stretched exponential remains valid even for a broad
class of anisotropic interactions, whose anisotropy yields a
change only in the rate y, whereas 8 remains unchanged (see
SM [32]).

Remarkably, the stretch power 8 = d/« is the same as
for the Forster direct-transfer model with parallel channels
discussed by Klafter and Shlesinger [5]. This classical model
features the same spatial distribution and power-law interac-
tion but relies on exponential relaxation, instead of coherently
interacting spins showing microscopic oscillatory behavior.

Beyond classical models, genuine quantum effects occur
in the quantum Ising model. Therefore, we focus on the
ensemble-averaged purity which describes the buildup of en-
tanglement [cf. Eq. (4)]. As for the magnetization, one can
convert the ensemble average of the term (6,(t))? into an
integral over atom positions in the asymptotic large N limit,
resulting in

S d "o Co \TV!
~ 7 _ a-1 . 2 (%
(6:(1))* = [rg—rf/ drr? ! cos (2r°’ ‘L')i|

Iy

1 d [ gl c V!
:|:§+rg—r,‘f/ dr 5 cos(4r—at)j| ,

h ©)

where the identity cos?(x) = 1/2 4 cos(2x)/2 is used. The in-
tegral now has the same shape as the one for the magnetization
(7) with a global prefactor of 1/2 and twice the frequency
Cy — 2C,. We can thus use the same approach to obtain

tw(p?) = 3{1 + expl—(y,0)"1) (10)

for the relaxation of the ensemble-averaged single-particle
purity with y, = 21=e/dy, and Bp = Bm = d/a. This formal-

ism can be extended to all higher moments (6,(t))/ with
j € N shown in SM [32]. Note that the decay rate of the
purity is generally smaller than that of the magnetization by a
factor y,/ym = 2'7%/? < 1. The slower decay of purity is vis-
ible in the fluctuations of the single-spin magnetizations [cf.
Fig. 1(b)] that are still present when the mean magnetization
has already decayed. This separation of timescales gets large
in the case of o > d.
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We numerically investigate whether glassy dynamics per-
sist for systems with finite exclusion radius r, and finite
system size N. We evaluate Eqgs. (2) and (4) ford =1, 2, 3,
o =d, ..., 10, and random atom positions. We average the
results over N; random realizations to decrease statistical
fluctuations from random sampling and fit the averaged re-
laxation curves with a general stretched-exponential function
described by f(t) = Aexp[—(y)?] and we compare the re-
sulting B to the analytical solution d/« derived previously of
the thermodynamic limit.

The exclusion radius r; is incorporated in the process of
generating random position samples by rejecting atoms that
are closer than r, to one of their neighbors. This process is
equivalent to the random sequential absorption (RSA) model
of randomly placing nonoverlapping spheres [34,35]. The
packing density can be quantified by the ratio x = Nr{ /rd,
where a small value of x corresponds to strong disorder,
i.e., uncorrelated atom positions, while large x implies more
densely packed and thus more regularly spaced, less disor-
dered spins. We note that in experiments with Rydberg atoms
x is tunable over a wide range [10].

The dependence of B on x is shown in Fig. 2(a) for both
magnetization and purity in the case of a van der Waals
interaction @ = 6 and d = 3 for a system size of N = 100
and N; = 200 samples. In the sufficiently disordered regime
(x £0.01) B reaches a constant value (dashed lines), which
shows that the description by glassy dynamics obtained in
the limit r, — O are robust with respect to finite exclusion
radius. In this regime the blockade radius is sufficiently small,
such that the system can be considered as effectively scale
invariant. Similar results are obtained in all studied cases of
dimension and interaction range.

Next we study the effect of finite N in the strongly dis-
ordered regime (x < 1). Figure 2(b) shows the deviation of
the fitted 8 from the analytical result d /o as a function of N.
Analogous plots fore = 6ind = 1 and d = 2 dimensions are
shown in the SM [32]. We observe an algebraic decrease of the
error for both magnetization and purity. A power-law fit xN =7
shows good agreement. The point at N = 1300 corresponds to
the data shown in Figs. 1(a) and 1(c), where the comparison
to the analytical solution matches nearly perfectly.

We systematically extract the exponent p describing the
scaling of the error with N for various d and o (see SM
[32] for the choice of parameters N and N;). The range of
particle numbers is chosen such that the deviation from the
analytical solution does not fall below ~1%. This value cor-
responds to the size of statistical fluctuations due to finite
disorder averaging giving a lower bound on the observable
deviation. In particular the 1D case converges already for
small N, therefore we need to increase the samples N to
reduce statistical fluctuations. The results, shown in Fig. 2(c),
indicate that the finite-size scaling behavior is independent of
o, but convergence is slower for increasing d. In all cases,
an algebraic convergence to the analytical result is obtained,
showing the robustness of our analytical results with respect
to finite-size effects.

Our analytical and numerical studies show that the far-
from-equilibrium dynamics of the quantum Ising model
exhibits glassy behavior. In addition to the global magnetiza-
tion, we investigated the single-spin purity, which quantifies
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FIG. 2. (a) Fit parameter § as a function of the disorder parame-
ter x = Nr{ /rd for the magnetization (blue dots) and purity (green
dots) for N = 100 and N; = 200 for the case of « = 6 in d = 3.
At strong disorder (x < 0.01) 8 becomes independent of x. Dashed
lines show the averages within this regime. Error bars describe the
parameter uncertainty of 8 obtained from the fit. (b) Deviation of the
fitted B from the analytical solution d /o = 0.5 as a function of N.
We average B over five different blockade radii within the strongly
disordered regime. The error bars correspond to the standard error
of the mean of the latter, which is the dominant uncertainty [cf. (a)].
Dashed lines are power-law fits. (c) Fitted power-law exponent p for
all simulated cases d =1,2,3 and a =d, ..., 10. The red circle
highlights the points corresponding to the data shown in (b). See
Supplemental Material for the choice of parameters N and N;.

entanglement between local spins and their environment. Es-
pecially for a short interaction range o >> d, the timescales
between magnetization and purity differ largely. This dis-
crepancy is due to differences in the involved relaxation
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mechanisms. For qualitatively explaining the decay of the
global magnetization it is sufficient to consider the interac-
tion of spins with their nearest neighbors. Due to disorder,
these coherent pair dynamics oscillate at different frequencies
resulting in dephasing and hence a loss of global magnetiza-
tion. In contrast, the full relaxation of single-spin purity is
a genuine many-body effect, which is eventually due to the
irreversible dephasing between many-body eigenstates.

Similar to known classical models showing glassy dy-
namics, the quantum Ising model features a scale-invariant
distribution of timescales. Therefore, our findings extend the
conclusion of Ref. [5], that scale invariance is sufficient to
explain the emergence of a stretched-exponential law, to the
quantum realm. This argument is not limited to observables
such as the magnetization with a classical analog, but also
applies to the single spin purity, a genuine quantum property,
which shows the same stretched-exponential relaxation. An
interesting direction for future research is the investigation
of the dynamics of entanglement entropy beyond single-spin
subsystems. This includes entanglement scaling with subsys-
tem size [36,37] in view of constraints on the spreading of
correlations [38—41].

In conclusion, stretched-exponential relaxation is found in
classical models as well as in open quantum systems and,
as we have shown, also in the quantum Ising model pro-

totypical for isolated integrable quantum systems. Despite
the vastly different underlying physics, all of these systems
feature scale-invariant distributions of timescales. Thus, the
analytical results presented here are in line with the conclusion
of Ref. [5], extending the sufficiency of scale invariance for
the emergence of glassy dynamics to quantum systems. Based
on recent numerical investigations of a more general family of
Heisenberg Hamiltonians, where glassy dynamics is observed
for almost any anisotropy parameter [42], as well as experi-
mental findings [10], we expect the conjecture to hold even for
nonintegrable quantum systems if scale invariance is given.
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