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By combining Wilson’s numerical renormalization group (NRG) with a modified Bloch-Redfield approach
(BRA), we are able to eliminate the artificial broadening of the Lehmann representation of quantum impurity
spectral functions required by the standard NRG algorithm. Our approach is based on the exact reproduction
of the continuous coupling function in the original quantum impurity model. It augments each chain site
of the Wilson chain by a coupling to an additional reservoir. This open Wilson chain is constructed by a
continuous fraction expansion, and the coupling function is treated in second order in the context of the BRA.
The eigenvalues of the resulting Bloch-Redfield tensor generate a finite lifetime of the NRG excitations that leads
to a natural broadening of the spectral functions. We combine this approach with z-averaging and an analytical
exact expression for the correlation part of the self-energy to obtain an accurate representation of the spectral
function of the original continuum model in the absence and presence of an external magnetic field.
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I. INTRODUCTION

Quantum impurity systems (QISs) were originally intro-
duced to understand the local moment formation in strongly
correlated materials [1] and the screening of those moments
via the Kondo effect [2—4]. The spectral properties of QISs are
of strong interest in several different areas. They are required
in the framework of the dynamical mean field theory (DMFT)
[5-7] as part of the self-consistent solution of the effective
site problem. They also provide a fundamental understanding
of the transport properties through single-electron transistors
[8-11] as well as play a central role in interpreting scanning
tunneling microscopy (STM) and scanning tunneling spectra
(STS) of adatoms [12,13] on surfaces. The spectral proper-
ties carry information on the charge and spin dynamics of
molecules on surfaces [14,15] including inelastic processes
[16-18], quantum phase transitions in the vicinity of graphene
vacancies [19-22], and in Ag-PTCTA dimer complexes [23].
These are only a few examples in which the spectral informa-
tion is crucial to understand the properties of such systems.

In QISs, a small subsystem of interest with a small and
finite-size Hilbert space is coupled to some free fermionic
or bosonic baths characterized by an energy continuum. The
effect of these baths on the dynamics of the small subsystem
is fully specified by the energy-dependent coupling functions.
Many successful numerical applications such as exact diag-
onalization (ED) [24], density matrix renormalization group
(DMRG) [25-27], and the numerical renormalization group
(NRG) approach [28,29] map the bath continuum onto a
discrete one-dimensional (1D) tight-binding chain representa-
tion, and they determine an accurate solution of the finite-size
system. An exact solution of a local spectral function in such
a discretized finite-size system is always given by a set of
5-peaks located at the elementary excitation. To make contact
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with the correct continuum solution of the original QIS, a
finite-size broadening of the excitations must be introduced
in the Lehmann representation. In the NRG this is typically
done using a Gaussian broadening function [29] on a logarith-
mic energy mesh with an energy-adapted artificial broadening
parameter b.

In this paper, we present an approach for calculating spec-
tral functions using a hybrid NRG method [30]. The advantage
of this method is the elimination of the artificial broadening
required by the standard approach. It uses an exact represen-
tation of the continuum bath coupling function to the impurity
by a combination of a finite-size (Wilson) chain and aug-
menting reservoirs coupled to each of the chain sites [30,31].
Such a representation, which is based on a continuous fraction
expansion, was used [31] in the context of the spin boson
model (SBM) [32] to address the mass flow problem [33]
close to critical coupling. While in the application to the SBM
it was sufficient to include only the real part of the reservoir
correlation functions [31], we recently presented a hybrid
NRG approach to nonequilibrium dynamics [30] that uses the
full complex reservoir correlation functions and thus includes
decoherence and dissipation. By combining the NRG with a
Bloch-Redfield approach (BRA), we were able to induce a
true thermalization and to show that the steady state is given
by the equilibrium density matrix of the final Hamiltonian,
which is exact in the limits of the NRG.

We modified the hybrid NRG approach [30] to the calcu-
lation of spectral functions. Starting from the exact definition
of the Green’s function (GF), we investigate the time evolu-
tion of a composite operator, consisting of the local creator
and the density matrix, in the presence of the reservoirs. By
switching off all reservoir couplings, we recover the standard
NRG algorithm [34,35] that is based on using a complete basis
set [36,37] for the NRG chain. The presence of the reservoir
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couplings leads to a master equation for the interaction repre-
sentation of the composite operator when applying the secular
approximation to the BRA [38,39]. As a consequence, the
exact excitations of the discretized system decay in different
decay channels, which generates a finite lifetime as well as
a small Lamb shift. In this way, we are generating a spectral
function without the need for an artificial broadening.

Although we derive an algorithm that is tailored to the
NRG approach, the basic idea and the general scheme can also
be adapted to ED or the DMRG spectral function since here
the continuum representation of QISs is typically obtained by
a continued fraction expansion as well [40]. We expect that
a Krylov-space approach to spectral functions [41] would be
an ideal starting point to modify our approach for ED or the
DMRG.

II. GREEN’S FUNCTIONS IN OPEN QUANTUM SYSTEMS
A. Introduction

GFs play an important role for our understanding of the dy-
namics and excitations of a system in and out of equilibrium.
Here we focus on the equilibrium case and restrict ourselves to
single-particle GFs and linear susceptibilities. There are three
different types of GFs for the operators A, B that only depend
on the relative time difference in equilibrium: The retarded
GF,

G, (1) = —iONTr[p[A®), B,], ey

where s = 1 for bosonic operators, s = —1 for fermionic op-
erators A, B, and [A, B]; = AB — sBA, and on the other hand
the lesser and greater GF,

G 5(1) = iTr[PA®)BI, )

G 5(t) = SITHPBA()], 3)

where p is the density operator of the total system. All three
GFs are related to the spectral function in equilibrium. There-
fore, we focus on G p(t) and leave the extension of the
formalism to nonequilibrium to a future publication.

Two types of physical situations will be addressed in the
general theory below before we adapt the approach to quan-
tum impurity models solved with Wilson’s NRG approach
[28,29]. The first scenario is given by a true open quantum
system, for instance an electronic system in which the cou-
pling to the quantized electromagnetic field induces a radiative
decay [42], while the second scenario involves a system
with an excitation continuum that is approximatively treated
by some discretization scheme as used in ED [24], DMRG
[25,26], or NRG [28,29] approaches. In all these cases, the
total Hamiltonian H of the coupled problem is divided into
the part representing the system of interest, H, the decoupled
bath or reservoir Hg, and the coupling between the two sub-
systems V = Hgg:

H =Hy+V = Hy + Hg + Hsg. @

While the Hamiltonians Hg and Hy are arbitrary, we restrict
the coupling between the two subsystems to be linear in the
elementary fermionic or bosonic operators, and Hgg is taken

the form

V=Hsy =) 0,05, )

where O5® operates only on the system’s (reservoir’s) sub-
space.

In this paper, we consider QISs. Typically H comprises a
very small system Hg coupled to noninteracting bosonic or
fermionic reservoirs with continuous spectra. Successful nu-
merical approaches such as the DMRG [26] or the NRG map
this problem of infinitely many degrees of freedom (DOF)
onto a 1D finite-size chain representation. Recently, it was
shown [30,31] that the full Hamiltonian H can be recovered
from a Wilson chain representation of the problem by aug-
menting each chain site with an auxiliary reservoir that can be
analytically constructed from the original problem.

B. Derivation of a Bloch-Redfield approach adapted
to Green’s functions

The standard approaches [43—45] to the equilibrium and
nonequilibrium GFs for open quantum systems usually start
from a Lindblad [42] extension to Hg by parametrizing the
couplings to the reservoir by rates and Kraus operators. That
has the advantage of ensuring the positive definiteness of the
reduced density operator at all times. In this paper, however,
we are interested in calculating the effect of the full continuum
spectra, which are neglected in a discretization process, to
the dynamics of the system of interest. Therefore, we use the
BRA [38] to explicitly derive the relaxation constants from
the original Hamiltonian instead of using the Lindblad rates
as fitting parameters [44]. By making a fitting process super-
fluous, significantly more rate parameters can be considered to
model the effect of the reservoirs. This constitutes the major
difference of our method compared to the recently proposed
Lindblad approaches [44,45] to restore the continuum limit.

As observed in Ref. [45], all three GFs introduced above
require expectation values of the type (pf(A(t), B)), where
f(x,y) usually is a linear function in x and y. The time evo-
lution of A(r) is determined by the full Hamiltonian, which
commutes with p in equilibrium. We transform the expec-
tation value such that a combination of p and B becomes
time-dependent. In the case of G 5(¢),

Tr[p[A(1), B];] = Tr[Ae™"" (Bp — spB)e™)],  (6)
the composite operator pg(t),
po(t) = e (Bp — spB)e™, (7
emerges, whose time evolution follows the von Neumann
equation
0,0(t) = i[O(1), H]. (3)
Note that in the case of the lesser or greater GF, we replace O
by only the first or second term in Eq. (7).
We can separate the operator A that only acts on the Fock
space of Hg from the operator pg(#) that acts on the total Fock
space of the coupled system. To calculate the GF, we evaluate

the trace in Eq. (1) in two step: first we trace out the reservoir
DOF from the composite operator pg(t),

pa.s(t) = Trr[pp(1)], &)
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to generate a reduced operator that only acts on the restricted
Fock space of Hg, and then we perform Trg[App s(¢)] in the
second step.

We transform all operators into the interaction rep-
resentation, i.e., O(t) — O'(t) = exp(iHyt)O(t) exp(—iHyt).
Following Appendix B of Ref. [30], we arrive at the differen-
tial equation

8t,53,s(t)=—/0 di'Trr[[[pg (), VIO ], VID)]],  (10)

where we made use of Trr[[pg(?), VI(t)]] = 0 for particle-
number-conserving interactions V.

To proceed, we employ the assumptions of the BRA [38]:
(i) The interaction to the reservoirs, V, is weak so that a
second-order treatment is sufficient to obtain the major con-
tribution to the dynamics. (ii) There is no feedback of the
finite-size system Hs onto the infinitely large reservoirs such
that a decoupling P4 (1) ~ Pp.s(1)Pr [38] s justified. (iii) After
eliminating the fast system dynamics by the transformation
into the interaction representation, the time-dependent op-
erator pp () is only a slowly varying function of time in
comparison to the fast decay of the reservoir correlation func-
tion on the relative timescale T =¢ —¢’. Thus, we perform
a transformation t' — t =t — ¢’ and replace pp(t — 1) —

J

pp(t) under the integral in Eq. (10). Within this assumption,
we can replace the upper limit of the integral by t — oo.

The double commutator in Eq. (10) yields four terms with
different operator ordering of p5 (), VI(¢'), and V!(¢). For
the evaluation of these four terms, we specify the form of
the interaction V. It was shown [30,31] that the continuum
problem can be exactly restored by reservoir couplings of the
type

N
Hsg = Z tr{ffl])fﬁzl}clﬂv + H.c.,

m=0,v

an

where fI is a fermionic (bosonic) operator on the Wil-
son chain site 7, v labels the flavor of a Wilson chain
[28,29] (which could resemble the spin DOF), and c;, de-
notes the fermionic (bosonic) reservoir annihilation operator
corresponding to the reservoir 7iv. The value of ¢/, can be
calculated with the continuous fraction expansion outlined
in Refs. [30,31]. For the further derivation, only the analytic
structure of Hgg enters the equation so that it is easy to adapt
the rather general form of Hgg to other types of problems.

In the following, we focus on fermionic Wilson chains.
By inserting the form of Hgg into Eq. (10), we obtain almost
the same differential equations for pf ¢(¢) as for the reduced
density matrix [30],

N 00
Uppst)=—iy Y fo AT ppy s (Ot = T fp (OG5 (—T) = [, (6 = T) f (OG5 (= T)]

m=0 v

N 00
+is S /0 de[ £, = D50 fin (VG71(T) = fi(t = T 5O, (G (0)]
m=0 v

N 00
+i33 [ e, 00 O = 0167
m=0 v

N 00
SIY Y [t - 063,

m=0 v

where the complex reservoir correlation functions are defined
as

13)

(14)

G (1) = —ilt),, [PTrr[pre), (Tei ],

o TrR[DRC (T, .

my

G, q() =1l

We introduced the lesser and greater GFs at this stage to make
a connection to other approaches in the literature. The more
convenient way of writing the equations would be by omitting
the complex factor i in Egs. (12)—(14).

The difference between the standard Bloch-Redfield (BR)
equations for the density matrix and our approach arises from
the terms that give rise to the second and third line in Eq. (12),
i.e., terms of the form V/pV/. An additional sign s = —1 is
generated from the commutation of /31’1 ¢() with the reser-
voir fermionic operators for a fermionic GF. The operator
dynamics is evaluated by converting the equation into a matrix
equation in the eigenbasis of Hs: Then the time evolution

(=) = fanOPh s [t = TG (—7)]

(T) = SO fa & = DG 1 (D1 5 (1), 12)

(

of the operators f;,(¢) becomes trivial, and the remaining
time integral can be calculated easily. Details can be found
in Ref. [38]. After solving this expression, we end up with a
BR-type master equation that contains the information about
the decay of the system eigenstates due to the coupling to the
reservoirs.

This first part of the approach can be adapted to any system
of interest. After eliminating the time dependence, the struc-
ture is related to the Lindblad approach used in the literature
[42-45].

C. Quantum impurity systems and the numerical
renormalization group

1. Wilson chain representation and augmented reservoirs

To apply the approach outlined in Sec. IIB to the GFs
of QISs we introduce the notations and summarize the basic
ideas of a complete basis set [36,37] originally developed for
the nonequilibrium extension of the NRG.
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The Hamiltonian of a QIS comprises the local dynamics
Hinp, a set of noninteracting baths Hy,, and a coupling be-
tween these two subsystems H;:

H = Himp + Hyan + Hj. (15)

Hy,n accounts for noninteracting and continuous baths,
Hyan = Zzek\;czucku’ (16)
v k

counted by a flavor index v (combined spin and band index).
The operator c}:v creates a free bath electron of flavor v and
wave number k with the energy €;,. The coupling H; between
the two subsystems is parametrized by a general hybridization
term

Hy =Y V(c},A, +Acy,). (17)
v

where we follow the notation of Ref. [30]. The operator cg,
annihilates a local bath state of flavor v defined as a lin-
ear combination of annihilators ¢, of bath modes with the
eigenenergy €,

Cov = Y MaCiv: (18)
k

such that ¢, fulfills canonical commutation relations. AI A,)
creates (annihilates) a local fermionic excitation in the Hilbert
space of Hiyp, and is given by a linear combination of local
impurity orbitals. The coupling parameters A, contain the
possible energy-dependent hybridization. The bath’s influence
on the local dynamics of the impurity DOF is fully determined
[28,32,46] by the coupling function A (z) defined as

V2 Z ) (19)

I — €y

Ay(z) =

Using the control parameter A > 1, the Hamiltonian
Eq. (15) is approximated by a Wilson chain representation in
the NRG [28,29],

HNRG = Iimp + H[ + Hchain (N)’ (20)
where

N
= Z Z emvfn.tvﬁnv

m=0 v

Hchain (N)

N
YD bt (Flu o i fm)s (21)

m=1 v

and Hip, is unaltered. The sequence of Hamiltonians HNRC
is iteratively diagonalized, discarding the high-energy states
at each step to maintain a manageable number of states. The
original Hamiltonian could be recovered [28,29] by

o : NRG
H = Algr11+ ]Vh—I;I;oHN A). (22)

Note that the hopping matrix elements in Eq. (21), #,,,, scale
as tyy o« A~"/?. Therefore, HYRS(A) in Eq. (21) is given in
absolute units.

For any finite-size representation H, ,\I}]RG, the full continuum
limit of the model can be recovered if the approximated bath

representation Hpyn — Hehain(V) 1S augmented by a set of

additional reservoirs
€ . ¢ ¢ (23)
mkv® mkv ™ mkv?
vk

each coupled to the respective mth site of the tight-binding
chain via

Hies(m) =

Hi(m) = 13, (Ch fo + FrinCon) (24)

such that

N
Hyaty = Henain(N) + Y _[Hres(m) + Hi(m)] (25

m=0

yields the same local impurity dynamics as the original model.
Analogously to Hpyn, Hres(m) is a reservoir of fermionic
(bosonic) modes coupling to the m th chain site of the Wilson
chain. For m < N, these modes are restricted to the high-
energy modes, which are neglected in the standard Wilson
chain. For further details on the construction of the reservoir
coupling functions, see Refs. [30,31]. Note that the coupling
between the chains and the reservoirs, ZZ:O H;(m), takes on
the role of Hsg in the previous section.

2. Complete basis set

It has been proven [36,37] that the set of eigenstates of
HNRG {1, e;m)}, discarded after each NRG iteration parti-
tions the many-body Fock space and defines a complete basis
set

N
oA =1, (26)

where m;, is defined as the first NRG iteration at which states
are discarded. In the notation {|/, e; m)}, [ labels all discarded
states after iteration m, and the variable e denotes the number
operator basis of the remaining degrees of freedom of the Wil-
son chain from chain site m + 1 until N. For more details, see
Refs. [36,37]. This basis set is also an approximate eigenbasis
of the full Hamiltonian. Here we have defined

P = Zu e;m)(l, e;m| (27)

as the projector onto the subspace spanned by the discarded
states after the iteration m and likewise

™ Z|k e;m)(k, e;m| (28)

as the projector onto all retained states after the iteration
m. For discarded states we use the index [, while for kept
states the index k is used. The environment variable e ac-
counts for the tensor product basis of the remaining chain sites
m+1,m+2,...,N.

The complete basis set entering Eq. (26) has been used to
calculate nonequilibrium dynamics [36,37] in QISs as well
as deriving a sum-rule conserving representation of spec-
tral functions [34,35]. Alternatively, we can also focus on a
specific iteration m. Then the Fock space can be partitioned

235127-4



OPEN WILSON CHAIN NUMERICAL RENORMALIZATION ...

PHYSICAL REVIEW B 105, 235127 (2022)

by two complementary projection operators 1 o and T,J,g:

m

= > B, (29)
m' =iy
N
ih= > A" =h", 30)
m'=m+1

with the completeness relation
=1, +1. (31)

Note that for m = N only 1 - exists since all states are consid-
ered discarded after the last iteration.

Let us partition a generic operator O in the sectors of the
complete Fock space by employing the completeness relations
(27) and (31),

M=Min
N N
= Y BMOR™ 4+ 3 PmOP™
M=Mmin M=Nmin
N m—1
+ ) Pj’%( > 135'”’)). 32)
m=mmin m' =Mimin

By rearranging the summation of m, m’ in the last term and
using Eq. (30), we obtain

N m—1
3 p;mo( 5 pgmﬁ)

M=Mmin m' =mmpin
N
> AMOP™. 33)
M=

Therefore, the operator O is given by the exact representation

N
0= ) Oulm), (34)

M=Mmin
where the part Oq(m) consists of the three terms
Ou(m) = P OP™ + P O™ + P™OP™ . (35)

The first term remains diagonal in the subspace spanned by the
discarded states at iteration m, while the two others describe
excitations between the sector of discarded and the sector of
kept states. We recognize the structure of the operators already
known from the time-dependent NRG [36,37]: At each iter-
ation, or energy scale, m denotes only the discard-discard or
kept-discarded parts of the operator matrix contribution, while
the respective kept-kept part is refined at a later iteration.

D. NRG approach to Green’s functions

The equilibrium real-time retarded GF is defined in Eq. (1).
In the NRG, we are typically only interested in GFs for local
operators A, B that are diagonal in the environment variable e
of the complete basis.

To review the established NRG approach to spectral func-
tions [34,35], we neglect H; and restrict ourselves to solutions
of the Wilson chain representations. Since the expansion of a
local operator as introduced in Eq. (34) becomes diagonal in
the environment variable e, Eq. (6) can be written as

trunc

N
TrpIAG), Bl1= ) D A, (m)e ™5

M=Mmin T,§

x Y (s, esmlpp 5Ol esm),  (36)

where r, s must contain at least one discarded state according
to Eq. (35). E]" denotes the NRG eigenenergy of the eigenstate
|r, e;m) at the NRG iteration m. The trace over the envi-
ronment only acts on the operator Py ¢(0). Since we restrict
ourselves to the decoupled problem, V/(1) = H! (1) =0, p
on the left-hand side factorizes as p = pspg and only the
thermodynamics density operator of the Wilson chain, pgs, is
entering the calculation of the trace in Eq. (36). Consequently,
we can replace ,0{;’ ¢(t) by its initial value. The exponential
phase factor, /&5 emerges from the transformation of
/’119, 5(0) back into the original Schrédinger representation.

We explicitly used the fact that the basis states are approx-
imate eigenstates of the NRG Hamiltonian HyRS. We only
need to calculate the reduced density matrix p‘(ﬁ)(m). Since
the operator B is also diagonal in e, we arrive at

trunc

N
TrlplA(). Bl = Y DY Ay (m)e &5

X By (m)pfs(m) — spi5y(m)By - (m)],
37
where the reduced density matrix is defined as
pEGm) =Y (', exmlps(O)Ir, e;m), (38)

e

where at least one element of the index pair (7, s) also must be
a discarded state at iteration m. If the NRG density matrix

1 N
f)s(O):ZZe_ﬁE’ IL:N){5N| (39)
l

with Zy =), exp(—ﬂElN) is used, s" in Eq. (37) must be a
kept state for m < N. On the other hand, if the full density
matrix [35] is used, s’ runs over both kept and discarded states
of iteration m.

Fourier transformation of this expression leads to the
Lehmann representation of the spectral function that is found
in Refs. [34,35]. Consequently, we can interpret the NRG
representation, Eq. (37), as the finite-size approximation of the
original continuum problem by setting the coupling H;(N) =
0.

E. Bloch-Redfield approach to NRG Green’s functions

To recover an approximate solution of the continuum
problem, we perturbatively include H;(N). The starting
point is the interaction representation of pp. Substituting
pp(t) = exp(—iHot)ph(t) exp(iHot) into Eq. (6) yields the
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same expression as Eq. (36) but with the replacement
pB,s(0) — pf;, ¢(t): We are left with calculating the dynamics
of the corresponding reduced composite operator

pf’sred(m;t) — Z(r, g;m|péys(t)|s, e;m). 40)

e

As noted before, Eq. (12) has the same analytic structure as
the dynamics of the reduced density matrix pg(¢) without the
additional operator B, with the exception of the sign change
s = —1 for fermionic GFs. After transforming Eq. (12) into a
matrix representation using the complete basis set of the NRG,
we can make use of the results of Ref. [30]. Under the time
integral, rapidly oscillating terms of the type ¢’f' occur, which
are assumed to only have a contribution if £ = 0. This is a
secular approximation, and effectively replaces the oscillating
terms by Kronecker §’s. One ends up with the rate equation

prl red(m 1) = Zer,l‘zU's m(m),or3 rid(m 1), 41
r3,rg

where R, ,,.r,.r,(m) denotes the time-independent Bloch-
Redfield tensor (BRT), which can be calculated from Eq. (12)
and is given by the expression [30]

er,rz;r3,r4(m) = arz,m Z Erl,r5;r5,r3(m)

s

+8r1,r3 HZ rs5irs, rz(m)
rs
—2s ReEr4,r2;r1,r3 (m)’ (42&)
Erl:rﬁr}am (m) = 8w1.2+w3.4,0 Z Z
m=0 v
X [Cin(@3,0)(fh )12 )34
+ G (@3.0) f12(f 03,41, (42b)

where (fm),j = (r,-;m|f,;$)|rj;m) denotes the shortcut no-
tation of the /th chain site operators. Note that the latter
matrix elements are diagonal in the environment e such that
the traces of the environment variables have been performed
leading to the reduced matrix elements pB red(m; t). The en-
ergy differences w; ; are defined as w; ; = E ;. — E;, and the
coupling strength to the additional reservoirs is encoded into
the half-sided Fourier transformation [30],

Con(@) = i / dt G (v)e ™", 43a)
0

Con(®) = —i / dt Gy (T)e . (43b)
0

Note that we distinguish two different indices m and 7. While

m denotes the NRG iteration, /7 labels the reservoir coupled

to the Wilson chain site 7.

The major difference from the standard BRT [38,39] are
the additional signs s in the last two terms of the relaxation
rates in Eq. (42a) that depend on the statistics of the operator
B.

A comment is warranted regarding the difference between
the BRA and the evaluation of a Lindblad equation [42,44].
The general form of the BR equation, Eq. (12), does not

guarantee that the density operator maintains its positive-
definiteness: The approach requires a consistent microscopic
noise model [39]. In the secular approximation, the BR
equation can be mapped onto a Lindblad form when we ad-
ditionally replace C, ;; (w) by a constant. Furthermore, there is
a debate in the literature [39] whether the full secular approx-
imation is justified. In our case, however, only off-diagonal
matrix elements of p574(m; ) are nonzero, and therefore this

r1,r

debate is irrelevant here.

1. Calculation of the contributions to the BRT

In addition to the approximations mentioned in Sec. II B, as
well as the secular approximation, we have applied further as-
sumptions to arrive at Eq. (41). For a more elaborate overview,
see Ref. [47].

As explained above, the complete basis set in principle
covers the Fock space of all NRG iterations, for which high-
energy states are discarded [see Eq. (31)]. Consequently,
Eq. (41) should directly include four independent sums over
the discarded states of all NRG iterations plus indirectly in-
clude a sum for ms and /7 in Egs. (42a) and (42b), respectively.

By using the partitioning Eq. (31), the indices can be
reduced to m; = my, = m and m3 = my = m’ in the manner
of Eq. (33). This is still an exact result, and in that way the
BRT in the rate equation (43) couples the reduced composite
matrix pf;'ed(m;t) of two different NRG iterations m and
m’. Consequently, the operators E, ., ¢(m, m’) include two
different iterations as well.

The secular approximation requires E;" = E; for the first
term on the right-hand side of Eq. (42a) as well as E] =
E} for the second term. Using the NRG hierarchy and
excluding accidental energy degeneracies leads to the replace-
ment 8, 8,1, D, (Bry s (M) + EF, .., (m)) for these
two contributions. This solely defines the diagonal part of the
BRT where r;y = r3, r» = r4 holds.

The sum running over the states rs in Eq. (42a), how-
ever, still involves discarded states of NRG iterations ms <
m. Reminding ourselves that the temperature 7 &~ wy in the
NRG, where wy o« A~"/2 denotes the characteristic energy
scale of the last NRG iteration, excitation energies w = E;”* —
E" > T are always positive for ms < m. Since ReC,, ,,,(a))

v,m(a)) f(w), the Fermi function f(w) exponentially sup-
presses such contributions. Consequently, restricting the rs
summation to the shell ms = m has only a very small impact
on the lifetime. This, however, does not hold for ImC, ;; ().
Thus, the neglect of contributions from ms < m imposes a
significant effect on the imaginary part of the BRT and conse-
quently on the resulting Lamb shift in the spectrum. The Lamb
shift itself is small for a particle-hole symmetric reservoir,
which justifies the approximation in our case. To reconstruct
the correct Lamb shift for a strongly particle-hole asymmetric
bath spectrum, a full calculation of the diagonal elements of
the BRT is required, which is more tedious but practically
possible. In Ref. [30] we have already implemented the case
[m —m/| < 1,m < min{m, m'}. Detailed instructions can be
found in Ref. [47].

This brings us to the second approximation, i.e., the
so-called local operator approximation. Here we neglect
all reservoirs i > min{m, m’'}, which lets us interpret the
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chain operators as being “local” with respect to the environ-
ment DOF e, ¢’ of the iterations m, m’. This approximation
simplifies the calculation of the chain operators by enabling
one to obtain them “on the fly” during the course of the
NRG procedure, and it is mainly justified by the fact that
the contribution of Fv,,h(Er’f" — E") is exponentially small if
m > min{m, m'} [30]. Note, however, that this approximation
is, just like the first one, not crucial for the application of our
method.

The last term on the right-hand side of Eq. (42a) is zero in
the case of r| = r3, r, = 1y, since f, , has only off-diagonal
matrix elements. Therefore, this term does not contribute to
the diagonal part of the BRT in the superoperator space, i.e.,
to Ry, r,:ry.r,- On the contrary, the remaining two terms only
have a contribution to R,, ,,.-,.r,- Hence, the diagonal part of
the BRT equals the first two terms, while the off-diagonal part
of the BRT is solely defined by the last term on the right-hand
side of Eq. (42a). Furthermore, since this term is real, it has
no effect on the Lamb shift. Due to the Kronecker §, it is
only nonzero for index combinations that fulfill £ — E =

E,’;’/ — E;Z". For the calculation of spectral functions, we focus
on finite energy excitations |E — E}”| > 0. Since fermionic
and bosonic creation operators connect different sectors of
the Fock space, the number of pairs (r, ;) and (r3, r4) that
have the same nonzero excitation energies are very limited.
This is the justification to demand m = m/, which is called
the single shell approximation (SSA). It leads to N — miyin
entirely separate BRTs, which are diagonalized independently
of each other on the backwards run of the NRG procedure, as
was implemented in Ref. [30]. The SSA is essential for the
practical implementation of our BRA to spectral functions,
since the construction and diagonalization of the large BRT
coupling all NRG iterations is unfeasible.

In contrast to the density matrix, the diagonal matrix el-
ements of the composite operator, pf;md(m;t), are zero and
thus the SSA here does not violate essential physical proper-
ties as, e.g., the conservation of the trace (see Ref. [30]).

2. Application to the Green’s function

For the case of a vanishing temperature 7 — 0 and a
sufficiently long Wilson chain, we can apply another approx-
imation. As mentioned above, here the Fermi function cuts
off all positive energy arguments. Since the off-diagonal part
of the BRT is proportional to the Fermi function, the BRT
effectively becomes a tridiagonal matrix, which means that
the off-diagonal elements do not impact the eigenvalues of
this matrix. Furthermore, due to the distinct shape of the com-
posite operator ,of;“"d (m;t = 0), these elements effectively do
not contribute to the rate equation (43) at all. In this case, the
solution of the density matrix dynamics is analytically given
by

P mit) = e fnmnn M plion0) - (44)
and the complex tensor element R,, ,,., r,(m) contains the
decay rate as well as, via its imaginary part, the Lamb shift of
the excitation energy. Substituting this decay matrix element

back into Eq. (37) for the NRG GF yields a modification of
the time dependence,

el(E,. —EMt — el(E, —E; )te—RA_m_,t’ (45)

implying a contribution

1
w— (E" — E" + ImR; ;) + iReRy 5.,

(46)

to the retarded GF in the frequency domain. Note that
ReR; s, > 0, since the zero eigenvalue of the BRT can
only occur in the r; = r, subspace, where pflffld(m;t) =0.
Each pole of the original Lehmann representation acquires a
(small) Lamb shift ImR; ;. , (which we will neglect in this
paper), as well as a linewidth ReR; ,.; .. A closer inspection
of Eq. (42) leads to the form Ry, , = xs + x; with x, =
Y ¢ Zs.¢.s(m), which can be used for a significant speed up
of the calculation for 7 — 0.

In this paper, we assumed the equilibrium density matrix
of the Wilson chain to be given by Eq. (39). Our method,
however, can be extended to the full density matrix ap-
proach [35], where the off-diagonal elements of the BRT
have to be considered as well. We define a subset of eigen-
state pairs, S, )= {(r3, r)|w12 = @34 ARy, i, (M) #
0}, whose density matrix elements p54(m; ) are coupled by

3,74
Eq. (41) to ,og’ffzd(m; t). Let us label these pairs by the indices
a=(r,n)Be S(PM), where N 7y denotes the number of
elements in Sﬁ)z). Then, Eq. (41) reduces to subblocks of a

small matrix problem,

pymit) = = 3 Rap(m)pg™ (min), (47

BeSE 5,

which can be solved by exact diagonalization of the non-
symmetric complex matrix Rq.g(m) in terms of complex
eigenvalues A, and complex right and left eigenvectors [48].
Expanding the initial matrix pf*red(m;t = 0) in these eigen-
vectors as a sum of the expansion coefficient c¢,, and
substituting the solutions back into Eq. (37) yields

C(r,r2).n

, 48
;w—(Er'f—Er’;’—l—Im)nn)—l—iRe)\n %)

after a Fourier transformation into frequency space. The fact
that pf’“"d(m;t = 0) is a Hermitian matrix, however, puts
some constraints on theses expansion coefficients ¢, r,)x-
Within the NRG iteration m, we calculate those subblock
BRT elements R, ;,. - (m) for which the excitation ener-
gies ws 4 are equal to w; (typically only a relatively small
number of pairs). Note that the eigenvectors in general are
complex, which leads to a modification of the spectral func-
tion compared to Eq. (46): It is no longer a superposition of
different Lorentzians only since the real part of (w — AE +
iRex)~! also contributes via the complex expansion coeffi-
cients ¢, ). This, however, does not modify the spectral
sum rules, which can be seen by integrating the imaginary
part of the spectral function,

1 *
pan(@) = =—(Gy p(@ +i8) =[Gl p@ + )] ). (49)

where the contour can be closed in the upper complex plane.
Since [G} (@ +i8)]* does not have poles in the upper
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complex plane, it does not contribute and the terms of Eq. (48)
yield the established sum rule [34,35]

/ pas(w) = ([A, By) (50)

e}

provided the GF was evaluated using a complete basis set.
Therefore, any potential violation of the spectral sum rule
is related to truncation errors in the implementation of the
algorithm.

3. Practical implementation of the program

The implementation of our approach is, with respect to
many aspects, very similar to the OC approach for nonequi-
librium; see Ref. [30]. The core of the approach remains the
NRG, where its standard implementation [28,29] provides a
Wilson chain. For each iteration m, the coupling function
A, (z) of the respective m th high-energy reservoir is calcu-
lated from A, ,_;(z) via a continuous fraction expansion, as
laid out in detail in Sec. II C of Ref. [30]. We obtain the greater
reservoir correlation function, introduced in Eq. (13),

; 2 2 i€m
G (T) = =ilty,, [P Y i f (€mp)e s
k

=_i/mdduwaﬂoﬁﬂ 5D
T J-—x

and the lesser GF analogically. With Eq. (43) we finally arrive
at the correlation function

Fon(@)f (@)
_/'d,vmwvw) )

for the m th reservoir.! The correlation functions of reservoirs
m < m are then used to construct the mth BRT of Eq. (42).
Since the contributions from the reservoirs with a different
index /M are independent, they can be calculated in paral-
lel for constructing the BRT. Before proceeding to the next
NRG iteration, the mth BRT is stored as a sparse matrix
for later usage—hard drive or RAM depending on the plat-
form.

At the moment when the NRG has finished the last iter-
ation, a number of N — my,, different BRTs of comparable
sizes has been collected. Now the backwards run of the pro-
gram is initialized at the last iteration m = N in the same
way as used for calculating the sum-rule-conserving NRG
spectral function [34,35]. The mth BRT is retrieved and or-
dered into sparse subblocks («, B8) as outlined in Eq. (47),
before diagonalizing each block matrix independently. This
diagonalization can be performed by an exact eigen decompo-
sition, since the dimension of the largest block, i.e., for w; » =
w34 = 0, is equal to the total number of states present at the
respective iteration. Note, however, that this largest block is
not even included in the master equation (47) for fermionic

Cv,m(a)) =

' A more detailed calculation can be found in Chap. 4 of Ref. [47]

GFs. The eigenvalues A, of the respective subblocks, as well
as the complex right and left eigenvectors, are then used to
calculate all contributions to the resulting spectral function,
as shown in Eq. (48). Here a parallelization of the program is
possible for each subblock of the BRT.

To partially compensate for NRG discretization artefacts,
we combine our approach with an averaging procedure called
z-averaging introduced by Yoshida er al. [49] for spectral
properties extended later to nonequilibrium dynamics [36,37].
The basic idea is to construct a z-dependent Wilson chain
in modifying the first discretization interval from [A~!, 1]
to [A7%, 1], perform independent NRG runs, and average
over these results [29]. Since all runs are independent, the z-
averaging can be very easily parallelized over different nodes
of the an HPC cluster.

III. RESULTS

A. Definition of the SIAM

The single impurity Anderson model (SIAM) is one of
the paradigm models suitable for the application of the NRG
[3,4]. The physics of this model is essentially understood
and the thermodynamics is accessible to the Bethe ansatz
approach [50,51], at least in the wide band limit. This model
is defined by the Hamiltonian

H = Zedana +Umn, + Zekaca Ciy
ak

+ ) (dicr, +Vicl dy), (53)
ok

where n, = d; d,,d i '(d,, ) creates (annihilates) a local electron
with spin o and single particle energy €;, = €; —oH in
the d-orbital. H denotes the external magnetic field, and U
is the local Coulomb repulsion in the d-orbital. This orbital
hybridizes with a noninteracting conduction band with a dis-
persion €;  via the hybridization matrix element V;. Note that
we included the electron g-factor and the Bohr magneton in
the definition of H that is measured in units of energy. The
influence of the bath coupling on the local dynamics is fully

determined by the hybridization function

712
=> Vil , (54)
k

— 2= €,

Ay (2)

where I' = ImA, (—i§) defines the charge fluctuation scale in
the problem. Applying the equation of motion, the GF takes
the exact analytical form [52]

1
Z— €do — AU(Z) -

where the correlation self-energy XY (z) can be expressed by
the ratio

Gy (2) = (55)

2V(z)’

GdU n_g ,dg (Z)

V) =U .
o (2) )

(56)
The real part ReEf,’ (w — i) contains the Hartree part U (n_,)
while ImEg (w —i8) x (crT? + w?) accounts for the local
Fermi liquid properties [53,54].
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FIG. 1. Spectral function A(w) in dimensionless units w/U for
a particle-hole symmetric SIAM with U/I" =20, D/T" = 100 for
T/Tx =5.75 x 10~ and a Kondo temperature of Tx/I" = 5.50 x
10~*. The NRG parameters are A =2, N, = 1000, and N = 50.
A z-averaging with N, = 12 has been performed. The solid line
represents our hybrid open-chain (OC) approach without artificial
broadening, while the dashed line shows the conventional NRG result
with a Gaussian broadening parameter b = 0.5—see the literature
[29,34,35] for details. The inset shows the Kondo resonance.

B. Spectral function
1. Results for the spectral function of the symmetric SIAM

We present a comparison of results obtained by the
standard NRG approach [29,34,35] with the usual artificial
broadening (blue, dashed line) and our BR-based approach,
which does not require such additional assumptions (orange
solid line). The solid line has been obtained after replacing
the expression

P2 m,t = 0) =Y [By.y (m)pi(m)

s

— spyo (m)By ()] (57)

on the right-hand side of Eq. (37) by its time-dependent BR
solution pffed(m, t) and analytically performing the Fourier
transformation. Note that no artificial broadening was needed.

Figure 1 shows the different spectral functions

1
Ar (@) = py, (@) = ——ImG, (@~ i8)  (58)

obtained for a particle-hole SIAM with U/I" =20 and
a featureless conduction band, ImA(w —i§) =TOD —
|lw|), where D/T" =100. Since we consider no ex-
ternal magnetic field, ie., H =0, we define A(w) =
Ay (w) for both spins o € {?,]}. The effective tem-
perature of the system is 7/Tx =5.75 x 107° with a
Kondo temperature of T /I" =5.50 x 10~*. Throughout
the paper, we used Wilson’s definition [28] of 7k, i.e.,

0.30
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0.15 D 4 S

A(w)rl

0.10 7/ 5

0.05 4+ o ~

.......
.................

0.00

0.0 0.2 0.4 0.6 0.8 1.0

w/U

FIG. 2. Spectral function A(w) in dimensionless units w/U. Pa-
rameters and color coding are identical to Fig. 1. The solid lines
represent our hybrid OC approach without artificial broadening,
while the dashed lines show the conventional NRG result with a
Gaussian broadening parameter b = 0.5. The black dashed line is
a fit for the U/T" — oo Hubbard peak at w = U/2.

w2 (Tg) = 0.07, where the effective moment w2 (T) =
T ximp(T) is linked to the impurity spin susceptibility imp(7")
[29].

Since even the standard NRG raw spectral function de-
pends on the artificial broadening parameter b (see Ref. [29]
for the technical details), the NRG spectral function typically
presented in the literature is obtained from the Dyson equa-
tion (55). In this equation, the self-energy correction XY (z)
stated in Eq. (56) enters. The effect of the broadening partially
cancels [52]. For this reason, we calculated the required NRG
GFs to obtain Y (z) in all approaches and use this Y (z) in
Eq. (55) for obtaining the final spectrum.

Figure 2 focuses on the Hubbard peak for @ > 0 and
depicts the same data as in Fig. 1. In the large-U limit, an
analytic calculation predicts a Lorentzian shape with a width
of 2I", added to the plot as a black dashed curve. For a calcula-
tion of the well-known width 2I" of the SIAM, see Appendix.
The standard NRG approach (dashed blue line) generates a
well-known overbroadening [55]. While the raw NRG spec-
trum is even broader (not shown), the application of Eq. (55)
leads to a narrowing that is still significantly too wide at high
energies. The BRA (orange solid line) further reduces the
overbroadening of the Hubbard peak. We would like to point
out that the structures of the Hubbard peaks also visible in
Fig. 1 are an artefact of the approach and dependent on N, A
and also on the number of z-values included in the averaging
procedure. The width of the Hubbard peaks obtained with the
standard approach [34,35] also converges to 2I" but requires a
very large number of N, > 100 combined with an adequately
adjusted artificial broadening parameter b. This procedure was
used [56] to reveal the sharp electron-phonon peaks in the
Holstein model at large electron phonon coupling where we
choose N; = 512 and b = 0.03.

By reducing the discretization parameter A — 1%, the
curve further converges to the analytic prediction (not shown).
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FIG. 3. Spectral function A(w) in dimensionless units w/Tx with
a logarithmic horizontal axis. Parameters are identical to Fig. 1. The
solid lines represent our hybrid approach without artificial broaden-
ing, while the dashed lines show the conventional NRG result with a
Gaussian broadening parameter b = 0.5. The effect of z-averaging is
shown by variation of the number N, of configurations.

2. Impact of the z-averaging

The data in Figs. 1 and 2 were obtained by averaging over
N, = 12 different z values [36,37,49] in the NRG. The neces-
sity of z-averaging is illustrated in Fig. 3. Since the BRA only
includes the reservoir coupling in second order (see Sec. II B),
the linewidth of the NRG excitations acquired from the BRT
turns out to be too small. This effectively results in unphysical
oscillations of the spectral function curves as depicted in the
blue curve for N, =1, i.e., in the absence of z-averaging.
Varying the z-values in the Wilson chain between 0 < z < 1
continuously shifts the excitation spectrum of the conduction-
band tight-binding model. Averaging over several NRG runs
for different z-values [49] can smooth these oscillations (N, >
1 curves of Fig. 3). Here the BR curves basically align with
the artificially broadened ones. For N, = 12 this smoothing
effect has reached its limit and no significant improvement
can be observed by increasing N,. To further compensate for
the weak coupling of the reservoirs in second order, one would
need to decrease A, as discussed above. An extension of the
BRA to fourth-order coupling is another option to improve the
spectrum, yet it does not appear to be feasible from our current
point of view—at least if no additional symmetries, such as a
diagonal BRT, are considered.

Although the BR equations of the composite operator
needed for the calculation of the spectral functions are in-
dependent of each other for different z-values, and we only
include matrix elements within each shell, the computa-
tional effort to determine R, ..., (m) scales roughly as
O(m(4N,)*): The larger the iteration index m, the more ad-
ditional reservoirs have to be included in the tensor elements
when evaluating Eqs. (41). The smaller A is, the more NRG
states V; must be kept after each iteration [29] to justify the
discarding of the high-energy states. On the other hand, the
spectral weight of the auxiliary reservoir couplings is reduced
when reducing A [30]. This implies that for smaller A more
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FIG. 4. Spectral function A(w) of the minority spin in dimen-
sionless units vs w/U in a magnetic field of (a) H/Tx =5 and
(b) H/Tx = 100, respectively. Parameters and color coding as in
Fig. 1.

NRG states contribute to the spectrum with higher energy
resolution. Due to the scaling of the BRT calculation with N,
this would become numerically extremely expensive, so we
present a compromise between a practical CPU run time and a
reasonable accuracy of the calculation to prove the usefulness
of the approach, leaving a better optimized implementation of
the algorithm to the future.

We restrict ourselves to the case of low 7' < 0.01T" and,
therefore, considerably long Wilson chains of N = 50 as ex-
plained in Sec. II E, and we can thus assume the off-diagonal
elements of the BRT to be irrelevant. This improves the
efficiency of the method, since we can apply Eq. (44) in
this case.” To put the gain in speed into perspective, we
have calculated the spectral function for the noninteracting
case and without z-averaging (not shown). We treat ener-
gies as degenerate if |[E™ — E™| < 107'°T". In this case, the

2We have analytically shown in Appendix how the off-diagonal
BRT elements are needed in the case of the atomic limit, i.e., N = 0,
to generate the correct linewidth for U = 0.
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FIG. 5. Data of Fig. 4 plotted vs w/Tx, (a) H/Tx =5 and
(b) H/Tx = 100. Parameters and color coding as in Fig. 1.

deviations of the spectral functions between the approaches
with and without off-diagonal elements of the BRT are below
10~ ~! within the interval |w| < 107°T for a temperature
T ~ 107°T". The diagonal approximation reduced the pro-
gram runtime by a factor of 6.

3. Finite external magnetic field

In Fig. 4 we present the minority spin spectral func-
tion versus w/U at a finite magnetic field H/Tx =5 and
100, respectively, for the model parameters of Fig. 1. Note
that for a particle-hole symmetric model considered here,
Aj(w) = A (—w) holds. Therefore, it is sufficient to show
only one of the two spectra since they are symmetry-related.
All other parameters and color coding are identical to those
in Fig. 1. A reminiscence of the zero-frequency Kondo reso-
nance with a reduced peak height is still visible. In addition,
spectral weight is shifted from the Hubbard peak at w =
—U/2tow =~ U/2[57]. For H/Tx = 100, the lower Hubbard
peak is almost completely absent. Regardless of the mag-
netic field strength, the peaks are sharper in the open-chain
case.

Using the same data as depicted in Fig. 4, Fig. 5 focuses
on the details of the evolution of the Kondo resonance in a

finite magnetic field. The minority spin resonance is shifted
to higher energies. At moderate fields, the difference between
the standard NRG approach and our open-chain BRA is in-
significant. However, within large fields, H/Tx = 100, the
asymmetry becomes more pronounced and the BR spectrum
is much sharper around the excitation threshold of w ~ H
[58,59].

IV. CONCLUSION

We presented an approach to spectral functions of QISs
that eliminates the requirement for an artificial broadening of
the Lehmann representation due to the discretization of the
QIS. The starting point was the exact representation of the
original bath coupling function by a Wilson chain augmented
with a set of high-energy reservoirs [30,31]. By adapting the
BRA [38,39] to GFs based on the recently presented open-
chain TD-NRG approach [30], we are able to include lifetime
effects on the NRG excitations induced by bath coupling,
which is neglected in the pure Wilson chain.

Since the approach is based on the complete basis for
the Wilson chain [36,37], the spectral sum rules are always
exactly fulfilled, independent of the number N; of kept states
after each NRG iteration and independent of the new decay
channels introduced by the additional reservoirs.

By combining our BRA to GFs with z-averaging and the
exact relations obtained from the equation of motion [52],
we obtain very accurate spectral functions from the NRG
without further broadening parameters. We gauged the quality
of our spectra for T — 0 with the results of a standard NRG
approach [34]. Our approach tracks the low-energy Kondo
resonance very accurately and produces high-energy Hub-
bard peaks that are much narrower that the standard NRG
spectrum: Our artificial broadening free open-chain spectra
approach the analytic prediction of a Lorentzian of width 2I"
[60] for large U.

We also presented spectra in a finite magnetic field. While
for small fields, i.e., H =~ Tk, the open-chain approach es-
sentially agrees with the standard NRG results, significant
deviations are observed for H/Tx > 50: the spectral proper-
ties become much sharper and much more pronounced around
w ~ £H and slowly approach the analytic predictions [58] for
the Kondo model in very large fields.

Although our approach is tailored toward the partitioning
of the NRG eigenbasis, the general strategy can readily be
adapted to other discretized representations of QISs, such as
the ED and the D-DMRG [25-27]. For the D-DMRG, the
hybridization function is typically treated by a continuous
fraction expansion [40] producing a finite tight-binding chain
augmented by a single reservoir at the end of the chain that
is omitted in the standard method. In contrast to the Wilson
chain, for this tight-binding case the dynamics of the com-
posite operator pp ¢(f) as stated in Eq. (12) still hold, but the
reservoir coupling functions vanish with the exception of the
last chain site 7z = N. In ED and in the D-DMRG, one might
proceed in constructing a suitable Krylov space by applying
the Hamiltonian onto a starting vector suitable for the GF of
interest and calculate the dynamics of the operator p} ¢(7) in
this reduced Krylov space [41] to include lifetime effects of
the reservoirs neglected in the conventional approaches.
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APPENDIX: SIMPLE EXAMPLE: SPECTRAL
FUNCTION OF THE SIAM

Let us consider the minimal Hamiltonian for Hg in the
SIAM,

Hs = Himp = Y _ €a0d}d, + Unyny, (A1)

and treat the full bath continuum of the SIAM by the
BRA. The four eigenstates |o) with « =0,0,2 span a
four-dimensional Fock space of the impurity. The Hubbard
operators X, g = |o)(B| mediate transitions from the local
state |B) to the state |or). We also omit the external magnetic
field and, therefore, set €;, = €,4. Since the Kondo effect is
caused by an entanglement between the impurity states and
the conduction-band continuum, no Kondo resonance can be
found within this approximation.

For the local GF Gd,,. di (z), the initial composite operator,

Pp.s(t = 0), is given by

pp.5(0) = d ps + psd
= 0,0(,00,0 + pa,a) - O‘XZ,fo' (;070,70 + )02,2)

= X5,0460—0X2 B> o, (A2)

where p; ; are the matrix elements of ps. This reduced density
operator transforms as a local fermionic creation operator and
can be used to evaluate

Tr[dy p(1)] = Trs[dye™™' pp ()]

— ei(Eo—Eo )IAU,O(Z) — o‘ei(E*" _EZ)ZBZ,,G ().
(A3)

The time-dependent matrix elements A, o(t) =
(olpps)]0) and By (1) = (2|pp s(t)| — o) contain the
information about the operator decay caused by the coupling
to the reservoirs. Apparently, we need to distinguish two
cases: if both excitation energies, Ey — E, and E_, — E;,
respectively, are equal, then the exponential prefactor
can be pulled out, and we are left with a combined
dynamics of A, ¢(t) — 0B, _(t), whose initial condition
is given by A, 0(0) — 0B, _»(0) = 1. This is the case for
U =0, indicating that different density matrix elements
corresponding to the same excitation energy are coupled by
Eq. (41).

For finite U both excitation energies are different. In
this case, the matrix elements decouple, and we find the

solutions

Ago(t) = e7Re0004, (0), (A4)

By _,(t) = e "Romo2=0B, _ (0), (A5)

which leaves us to calculate the BRT elements.

We focus on the regime where E, < E;, Ey, and, therefore,
local moments can develop. In this case, the correct solution
would show a Kondo resonance that must be absent in this
perturbative approach. At low temperatures, i.e., |Bey| > 1,
we find for a constant hybridization function in a symmetric

band of width D > |e,],
Ry.00.0 = 2T + 2AE, (A6)

where the Lamb shift in the presence of the continuum is given

by
r /D
AE=—1n<—| +6d|>. (A7)
14 leq]
Likewise,
Ry oo = 2T — 2AE, (A8)
T /ID- U
AE = —Tn <—| (€a+ )|>. (A9)
bid leq + U]

Substituting these analytic solutions back into Eq. (36) or
even Eq. (6), calculating the trace, and performing the Fourier
transformations leads to two contributing decaying poles,

G* T(a)+18) — AG,O(O)
dods w+i8 —eg —2AE +i2T
n By _,(0)
w4+i8 —(eq +U)+2AE +i2I"

(A10)

For a particle-hole symmetric impurity, we have AE = AE
since €; = —(€4 + U), and, therefore, both poles are shifted
symmetrically by the Lamb shift AE. The fractional spectral
weights are also symmetric and add up to 1. Note that the
width of the excitations is given by 2I", which agrees with the
analytical prediction by Grewe [60].

For U = 0 one has to be more careful when evaluating the
rate equation (41). Since the two excitation energies E; o =
E) _; = €q are equal, the two matrix elements pZ ) and pf _,
are coupled. The differential equation for A, o(¢) — aBz,,,,’(t)
is rather simple and is derived from the dynamics of A, o(¢)
and B, _, (). For a constant density of states, it is straightfor-
ward to show that we recover the exact GF,

1

G . i8) = . (All
aas @) = s e e A
where
r D—Ed
SE = —1In (A12)
T D+ ¢4

is the known contribution from the real part of the self-
energy. Note that the width of the GF is reduced to T,
compared to 2I" in the case of a finite U. The reduction
originates in the negative sign of the term including B, _,(¢),
which enters the calculation of the GFs. In the combined
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differential equations there is a compensation of different
terms contributing to the individual BRT elements defined in
Eq. (42).

This leaves the question of what causes the discontinu-
ity between the solutions for U = 0 and for U # 0. This
discontinuity is related to the secular approximation. When
U « T, the approximation does not hold since the excitation
energies are small compared to the inverse timescale of the
decay of the correlation functions. In this case, we have to
resort to a full time dependence in Eq. (12). In the particle-
hole symmetric case, one can show [47] that this leads to the

integrodifferential equation
. 2r " sin(D. ;
Aso(t) = —— ds—sm( s)e”l“/2
T Jo N

X [2A4,0(t) — e VITVAY ()],

where A, (1) = B;_(, ).
Extending the local system to a small but finite Wilson
chain removes the discontinuity at U = 0 in the spectral func-

tions obtained in the secular approximation. For more details,
see Ref. [47].

(A13)
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