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First-principles predictions of qubits in defective MgS
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In this paper, MgS is evaluated to be a suitable qubit host material due to its wide bandgap, being nuclear
spin free, and its weak spin-orbit coupling. The point defects including vacancies, substitutions, and defect
pairs were systematically investigated using first-principles calculations. Results show that the neutral PSVMg

defect pair has C3v symmetry with the defect level sequence of E1 > Eexy > E2. In addition, the net spin and
defect levels of PSVMg can be tuned by charge states. The PSV2+

Mg and PSV2−
Mg defects are relatively stable with

the charge transition level of ∼2.53 eV. The four charged defect states of PSV+
Mg, PSV2+

Mg, PSV−
Mg, and PSV2−

Mg

may be plausible qubits with nonzero spin, and their zero-phonon lines indicate the corresponding fluorescence
wavelengths fall within the infrared band. Furthermore, the zero field splitting of the PSV+

Mg and PSV−
Mg shows

that the values of parameter D are in the range of microwaves. The hyperfine constants are roughly proportional
to the spin difference charge density and exponentially decay as a function of the distance from the P site.

DOI: 10.1103/PhysRevB.105.224104

I. INTRODUCTION

Understanding the physics of point defects in semiconduc-
tors is of outstanding importance for controlling their optical
and electrical properties [1,2]. In recent years, considerable
efforts have been made to study point defect quantum bits
(qubits) in semiconductors, including single or ensemble iso-
lated qubits for their applications in a broad range of physical
systems such as quantum information processing [3,4], quan-
tum computation [5–8], spintronics [9], and quantum sensors
[10,11]. For instance, the qubit can be used as an atomic-scale
sensor for the measurement of temperature [12,13], electric
field [14], strain [15], and other physical quantities. Moreover,
active point defect qubits can act as a single photon source
[16,17] or a qubit [9,18,19]. It is known that the famous
qubit is the negatively charged nitrogen-vacancy color cen-
ter in diamond (NV−), formed by a carbon vacancy and a
substitutional nitrogen atom next to the vacancy. The NV−
color center has decent spin properties but suffers from very
poor optical characteristics. For example, the electron spin
of the NV− color center can be effectively manipulated and
measured by microwave and optical pump methods [19–21].
However, the NV− color center only emits ∼4% fluorescence
into the zero-phonon line (ZPL), which greatly limits its use
for quantum information processing without photonic cavities
or other photonic structures [22]. In contrast, the negatively
charged silicon-vacancy color center in diamond (SiV−) emits
∼80% photons into the ZPL, with spectral stability and nar-
row inhomogeneous distribution, which makes the SiV− color
center an ideal building block for a distributed quantum net-
work [23–26]. In addition to the leading NV− and [27–29]
SiV− color centers [30–35] in diamond, other defect centers
have been proposed as candidate qubits, such as GeV [36,37]
and SnV centers in diamond [38]; NCV−

Si [39], AlSiVC [40],
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and VCVSi [41–43] in SiC; VGaON and NiGaVN centers in
GaN [44–46]; and the VBON center in cubic boron nitride
(c-BN) [47].

Generally, for a good qubit system, the point defects should
satisfy the requirements that the defect levels must be located
in the bandgap of the host material and allowed internal ex-
citation without interference of the bulk valence-band and
conduction-band states. Moreover, a more accurate require-
ment of a qubit system would be the orbital multiplets, i.e.,
an energy splitting must exist between at least two of the
spin sublevels. If the qubit state is to be manipulated, this
energy splitting should fall within an appropriate range of the
frequency spectrum. Specifically, a qubit with spin triplets can
be easily realized by microwave manipulation. On the other
hand, the host materials should fulfill the requirements of
high-quality bulk or thin film single crystals, wide bandgap
semiconductors, weak spin-orbit coupling (SOC), and the
constituent elements with no net nuclear spin [48,49]. Of
these, the weak SOC and zero nuclear spin can increase indi-
vidual qubit state lifetimes to allow for operations and readout.

Undoubtedly, it is worthwhile to identify the potential color
centers in semiconductors that meet the above requirements
for building solid-state quantum systems. Magnesium sulfide
is a wide bandgap semiconductor, and its structure is like that
of diamond. Therefore, we hope to find a potential color center
in MgS, like NV− or SiV− color centers in diamond. In this
paper, we have performed a systematic study of the electronic
structure and defect levels of single point defects and defect
pairs in MgS with full atomic relaxations and presented a
comprehensive physical understanding of point defects. Our
calculations suggest that the PSVMg defect in different charge
states may be plausible qubits.

II. COMPUTATIONAL DETAILS

All first-principles calculations in this paper were car-
ried out using the Vienna Ab initio Simulation Package

2469-9950/2022/105(22)/224104(10) 224104-1 ©2022 American Physical Society

https://orcid.org/0000-0002-7051-167X
https://orcid.org/0000-0002-2482-3728
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevB.105.224104&domain=pdf&date_stamp=2022-06-07
https://doi.org/10.1103/PhysRevB.105.224104


JIJUN HUANG AND XUELING LEI PHYSICAL REVIEW B 105, 224104 (2022)

(VASP) [50,51]. The projector augmented wave pseudopoten-
tials [52,53] describe the interaction between the core and the
valence electron, and the generalized gradient approximation
parametrized by Perdew-Burke-Ernzerhof (PBE) [54] is used
to calculate the electron exchange and correlation energies.
Atomic positions and lattice constants of all systems were
fully optimized under the total energy convergence criteria of
1×10−5 eV and the force convergence criteria of 0.01 eV Å−1.
The phonon spectrum of MgS was calculated using a primitive
cell with two atoms by the PHONOPY code [55] implemented
in VASP. The Monkhorst-Pack k-point mechanism [56] was
used, and the k-point densities for MgS primitive cell and
supercell optimization were 0.04/Å and 0.03/Å, respectively.
A 400 eV cutoff was set to the plane-wave basis expansion.
For the calculations of density of states, the Gaussian smear-
ing method in combination with a small SIGMA of 0.05 was
used. In addition, the Heyd-Scuseria-Ernzerhof (HSE) hybrid
exchange-correlation functional has been used to accurately
calculate the electronic structure of the MgS primitive cell
for comparison with experimental values and charged defect
pairs in a 2 × 2 × 2 MgS supercell with 64 atoms, where the
ratio of Hartree-Fock exchange term used the default value
of 0.25.

To evaluate the stability of defects, the defect formation
energy (Eform) was defined as

Eform[VX ] = Edefective − Eperfect + μX , (1)

Eform[YS] = Edefective − Eperfect + μS − μY , (2)

Eform[PSVMg] = Edefective − Eperfect + μMgS − μP, (3)

Eform
[
PSVq

Mg

] = Etotal
[
PSVq

Mg

] − Etotal[bulk] + μMgS − μP

+ q
(
�εF + εbulk

VBM + �V
)
, (4)

where Edefective and Eperfect are the total energy of
MgS with and without defects, μX (X = Mg or S) and
μY (Y = N, O, F, P, Cl, As, and Se) are the chemical po-
tentials of the corresponding atoms, and μMgS is the energy
of a pair of MgS atoms calculated from perfect MgS crystal.
Here, Etotal[PSVq

Mg] and Etotal[bulk] are the total energies of
the supercell with PSVMg defects in charge state q and the per-
fect crystal supercell without any defect, respectively. Also,
�εF changes within the bandgap, εbulk

VBM is the energy of the
valence band maximum (VBM), and �εF + εbulk

VBM represents
the Fermi level of MgS bulk. The correction term �V is used
to align the electrostatic potential between the defect supercell
and the perfect bulk.

III. RESULTS AND DISCUSSION

A. Structural and electronic properties of MgS

Like the structure of diamond, the MgS semiconductor
with F 4̄3m space group (No. 216) has face-centered cubic
(fcc) structure. The optimized MgS primitive cell is shown
in Fig. 1(a), from which one can see that each S or Mg atom
coordinates with four Mg or S atoms, forming a tetrahedron.
The electronic structures of MgS calculated by accurate hy-
brid density functional HSE06 are shown in Fig. 1(b) . Both

FIG. 1. (a) Structure, (b) electronic properties, (c) phonon spec-
trum, and (d) band structures of MgS without and with spin-orbit
coupling (SOC) of MgS primitive. The electronic properties were
calculated at the HSE06 level and the SOC calculated at the
PBE level.

the VBM and the conduction band minimum (CBM) are at
the Г point, suggesting that MgS is a direct bandgap semicon-
ductor. The calculated bandgap is 4.44 eV, which compares
extremely well with the experimental gap of 4.45 eV [57,58]
and is larger than that of typical semiconductor GaN (3.28 eV)
[45]. In addition, to examine the stability of MgS, phonon
dispersion spectroscopy has been conducted. As shown in
Fig. 1(c), clearly, there are no imaginary frequencies in the
phonon spectrum, indicating that the MgS semiconductor is
dynamically stable. To examine the SOC intensity in the MgS
semiconductor, the energy band structures have been calcu-
lated with the SOC. Figure 1(d) shows the band structures of
MgS without and with SOC calculated at the PBE level. The
SOC in MgS is fairly weak. All these results indicate that the
MgS crystal looks like a promising host material for the qubit
system.

B. Structural and electronic properties of a single point
defect in MgS

Since MgS has weak SOC and is a wide bandgap semi-
conductor, it can be used as a potential qubit host material.
To investigate the point defect in the MgS semiconductor, we
construct the MgS supercell with 64 atoms. Here, two types
of point defects are considered: vacancy defects including
Mg vacancy (VMg) and S vacancy (VS) and impurity defects
including N, O, F, P, Cl, As, and Se substitutions. The vacancy
defects can be created by removing one Mg or S atom from
its lattice site in the perfect system, and the impurity defects
are created by replacing the S atom by N, O, F, P, Cl, As,
and Se atoms (denoted as NS, OS, FS, PS, ClS, AsS, and SeS,
respectively). The schematic diagram of each point defect
configuration in a 2 × 2 × 2 MgS supercell is shown in Fig. 2,
and then the defect formation energies and the defect levels of
individual point defects have been studied.
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FIG. 2. Schematic diagram of each point defect configuration in
a 2 × 2 × 2 MgS supercell.

Based on the symmetry of the MgS crystal structure, there
is only one kind each of VMg and VS defects. The configu-
rations along with the corresponding electronic structures are
shown in Fig. S1 in the Supplemental Material [59]. VMg and
VS can cause spin-polarization and spin-nonpolarization de-
fect states in the bandgap of MgS, respectively. Furthermore,
it can be found from Fig. S1(b) in the Supplemental Material
[59] that the spin-up defect states are very close to the VBM,
and the spin-down defect states split into two small peaks
around the Fermi level.

For the impurity defects, seven impurity atoms have been
considered in this paper. The schematic diagram of configu-
rations for NS, OS, FS, PS, ClS, AsS, and SeS defects and the
corresponding electronic structures are shown in Fig. S2 in
the Supplemental Material [59]. Of these defects, OS, FS, ClS,
and SeS cause spin nonpolarization, whereas NS, PS, and AsS

cause spin polarization. The first-principles results show that
the PS and AsS defects have four defect levels in the bandgap
of MgS, respectively. Two spin-up levels are under the Fermi
level, and two spin-down levels locate on both sides of the
Fermi level. Thus, for the spin-down electrons in the PS and
AsS defects, the electron transition from occupied defect states
to the unoccupied defect states can be realized. Thus, the
neutral PS and AsS point defects in MgS seem to be potential
candidate qubits.

To evaluate the stability of vacancy defects and impurity
defects, the defect formation energies of VMg, VS, NS, OS, FS,
PS, ClS, AsS, and SeS point defects were estimated according
to the formulas in Eqs. (1) and (2) described in computa-
tional details, in which the chemical potential references of
the elements were using atomic energies defined based on
Mg- or S-rich conditions. Referring to Ref. [40], under
Mg-rich conditions, μMg is calculated from magnesium metal,
and μS = μMgS − μMg. Under S-rich conditions, μS is cal-
culated from bulk sulfur, and μMg = μMgS − μS. From the
definition of defect formation energy, the smaller the defect
formation energy, the more stable the defect, and then the
corresponding defect concentration should be higher. The for-

FIG. 3. (a) Configuration of the PSVMg defect in MgS, (b) the
corresponding projected density of states (PDOS), (c) the band struc-
ture, and (d) the amplified band structure with an energy range of
−1.0 to 1.0 eV. The two channels of spin-up and spin-down states
are marked by blue and red lines, respectively.

mation energies of these defects are summarized in Table I,
from which we can see that VMg has lower formation energy
than VS under S-rich conditions, indicating that the concentra-
tion of VMg defects may be higher than that of VS defects. On
the contrary, under Mg-rich conditions, the concentration of
VS defects may be higher than that of VMgS defects due to its
lower formation energy. In addition, the formation energy of
PS defects is slightly lower than that of AsS defects under both
Mg- and S-rich conditions, indicating that the PS defects are
easier to form than the AsS defects in MgS crystal. Therefore,
the P impurity atom has been chosen in the next defect pair
calculations.

C. Structural and electronic properties of a defect pair in MgS

Now we turn to investigations of defect pairs in MgS. Since
there are spin-polarized defect states in the VMg and PS de-
fects, a defect pair consisting of a Mg vacancy and an adjacent
substitutional P impurity on a S site has been constructed,
denoted as PSVMg, and the configuration of the PSVMg defect
pair in MgS is shown in Fig. 3(a). According to the formula
in Eq. (3) described in computational details, the formation
energy of the PSVMg defect is calculated to be 5.24 eV. On the
other hand, we also constructed the second neighbor defect
model, where VMg and PS are the second nearest neighbors,
as shown in Fig. S3 in the Supplemental Material [59]. The
optimized results show that the energy of the second neighbor
model is 1.24 eV higher than that of the first neighbor model,
indicating that VMg and PS tend to form a PSVMg defect pair.
As seen from Fig. 3(b), there are one spin-up (−9.58 eV) and

TABLE I. The formation energies of VMg, VS, NS, OS, FS, PS, ClS, AsS, and SeS point defects under Mg- or S-rich conditions.

Point defects VMg VS NS OS FS PS ClS AsS SeS

Mg-rich 6.10 1.38 0.96 −4.56 −3.21 0.54 −2.65 0.62 −2.61
Eform S-rich 2.53 4.95 4.52 −0.99 0.36 4.10 0.92 4.19 0.96
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one spin-down (−8.22 eV) electronic states in deep levels,
and there are occupied spin-up and unoccupied spin-down
electronic states in the bandgap of MgS. With further obser-
vation, we found that there are two peaks next to each other
for the occupied states; the left peak is higher, while the right
peak is lower. This indicates that the left peak has degenerate
states. Similarly, the unoccupied states also are degenerate
states due to the higher peak. Moreover, these defect states are
mainly contributed by impurity phosphorus atoms. Figure 3(c)
shows the corresponding band structures, where the blue and
red lines represent spin-up and spin-down states, respectively.
To go further, the amplified band structures with an energy
window of −1.0 to 1.0 eV are shown in Fig. 3(d), from which
we can see that there are six defect levels in the bandgap of
MgS, that is, three occupied spin-up and three unoccupied
spin-down levels. The lower spin-up level is double degen-
erate. The spin-down levels split into two groups, and the
lower is also double degenerate. In addition, we performed
test calculations of the defect concentration. As Fig. S4 in
the Supplemental Material [59] shows, the PSVMg defect pair
in a 4 × 4 × 4 MgS supercell with 512 atoms has been fully
optimized; the defect levels are consistent with those in a
64-atom supercell. Additionally, the bandgap of the PSVMg

defect in MgS is 0.87 eV in a 64-atom supercell and 0.82 eV in
a 512-atom supercell calculated at the PBE level, showing that
the size of the supercell does not affect the electronic structure
of the PSVMg defect. This indicates that the 64-atom model
used in this paper is suitable, and the results are reliable.

Generally, the molecular orbitals of vacancy-related de-
fects with C3v symmetry consist of a linear combination of
four orbitals of atoms nearest to the vacancy. For example, for
the case of the PSVMg defect pair, four atomic orbitals include
one sp3 orbital of the P atom (∅0) and three sp3 orbitals of
the S atoms (∅1,∅2,∅3) pointing to the VMg vacancy. The
first-principles calculations show that the length of the S-S
bonds between the three nearest S atoms equals ∼3.9 Å, and
the length of the three S-P bonds is ∼3.0 Å, which indicates
that the PSVMg defect has C3v symmetry. According to the
group theory analysis, the irreducible representation of C3v

symmetric group has two a1 and two e molecular orbitals [60]:

a1(1) = 1√
3S1

(∅1 + ∅2 + ∅3 − 3λ∅0), (5)

a1(2) = ∅0, (6)

ex = 1√
3S2

(2∅3 − ∅1 − ∅2), (7)

ey = 1

S2
(∅1 − ∅2), (8)

where S1 =
√

1 + 2η−3λ2, S2 = √
2−2η, η = 〈φ1|φ2〉, and

λ = 〈φP|φ1〉. For simplicity, we ignore the overlap between
atomic orbitals, that is, η = λ = 0. The corresponding ener-
gies of these molecular orbitals are

E1 = 〈a1(1)|H |a1(1)〉 ≈ α + 2β, (9)

E2 = 〈a1(2)|H |a1(2)〉 ≈ α0, (10)

Eex = Eey = 〈ex|H |ex〉 = 〈ey|H |ey〉 ≈ α − β, (11)

FIG. 4. The schematic diagram of defect energy levels sequence.
The red arrow represents the occupied states, and the two channels
of spin-up and spin-down states are marked by up and down arrows,
respectively.

where α0 = 〈φ0|H |φ0〉, α = 〈φi|H |φi〉(i = 1, 2, 3), and β =
〈φi|H |φ j〉(i, j = 1, 2, 3, i �= j). Here, the transfer term β is
determined by the type of vacancy defect. It is positive
for cation vacancy-related defects and negative for anion
vacancy-related defects [61]. For the PSVMg defect, the double
degenerate levels Eexy are lower than single-level E1 due to
the positive value of β, that is, Eexy < E1. On the other hand,
the electronegativity of the sp3 orbitals of the P atom is much
larger than that of the sp3 orbitals of the S atoms, so the energy
of the a1(2) molecular orbital formed by the sp3 orbitals of the
P atom is lower than that of the a1(1) molecular orbital formed
by mixed sp3 orbitals of S and P atoms, that is, E2 < E1.
Therefore, the group theory analysis is consistent with the
defect-level calculations.

Based on group theory analysis and first-principles calcu-
lations, the arrangement order of defect levels in the PSVMg

defect is identified: E1 > Eexy > E2. As shown in Fig. 4, both
E1 and Eexy levels are in the bandgap of MgS, while the E2

level appears in the deep valence bands. It should be noted
that the degenerate energy levels Eexy are lower than the single
energy level E1 in the PSVMg defect. This is not in agreement
with the defect levels of the NV− center in diamond, where
the degenerate levels Eexy are the highest levels [62]. Figure 4
further shows that there are three unpaired electrons to occupy
the E↑

xy and E↑
1 levels, whereas the E↓

xy and E↓
1 levels are

empty, then resulting in the quartet ground state. Therefore,
the net spin of the PSVMg defect is S = 3

2 , and the local
magnetic moment is 3 μB.

To verify the defect energy level sequence, we carried out
calculations of the partial charge density of molecular orbitals
in the PSVMg defect in the order of energy from high to low,
as shown in Fig. 5. Obviously, the charge density of a1(1) and
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FIG. 5. The partial charge density of molecular orbitals in the
PSVMg defect in the order of energy from high to low. The isosurface
value is 2×10−3 e/Å3. The two channels of spin-up and spin-down
states are marked by up and down arrows, respectively.

exy orbitals is dominantly on the P and three S atoms, indi-
cating that the molecular orbitals of a1(1) and exy consist of
∅0,∅1,∅2, and ∅3 atomic orbitals. On the contrary, the charge
density of the a1(2) orbital is only distributed on the P atom,
suggesting that the molecular orbitals of a1(2) only consist of
the ∅0 atomic orbital. On the other hand, the charge density
of exy is distinct larger than that of a1(1), which indicates
that the exy molecular orbital has degenerate electronic states.
The calculated partial charge density is in line with the group
theory analysis and defect-level calculations.

D. Tuning of defect levels by charge states

As aforementioned, even though the defect levels of PSVMg

split into spin-up and spin-down levels, the spin-up levels
are fully filled with electrons, and the spin-down levels are
empty. Therefore, the qubit center cannot be realized in the
MgS semiconductor because there is no allowed optical tran-
sition since the spin state cannot be changed in a phonon line
process. Thus, the PSVMg defect in different charge states has
been further investigated to seek potential candidate qubits.

First, the formation energies of the PSVMg defect in charge
state q have been studied, which is defined in the formula
in Eq. (4) in computational details [63,64]. The formation
energies of the PSVMg defect in all considered charge states
are shown in Fig. 6 , in which each line represents the for-
mation energy of the PSVMg defect in a specific charge state.
Obviously, the formation energy depends on the charge state.
The stable charge state has the lowest formation energy for a
given Fermi level. It is evident from Fig. 6 that the cyan and
blue lines cross at the Fermi level of 2.53 eV, indicating that
the PSV2+

Mg charge state is energetically stable with the lowest
formation energy compared with other charge states in the
range of the Fermi level from 0 to 2.53 eV. However, when the
Fermi level is 2.53 eV, the PSV2−

Mg charge state becomes stable
with the sufficiently low formation energy. It should be noted
that the neutral PSVMg defect center has significantly higher
formation energy than other charge states, suggesting that
an investigation limited only to neutral charge states would
not produce a comprehensive picture of defect formation. In

FIG. 6. The calculated defect formation energy of the PSVMg

defect center in different charge states as a function of Fermi levels.

addition, we performed test calculations for the formation
energy of the PSVMg defect center in different charge states
as a function of Fermi levels in a supercell with 512 atoms.
As shown in Fig. S5 in the Supplemental Material [59], with
the Fermi level varying from the VBM to the CBM, the most
stable charge state of the PSVMg defect exhibits the PSV2+

Mg

and PSV2−
Mg states; with transition of 2/−2, the corresponding

charge transition level is 2.96 eV. Therefore, all calculations
in this paper were carried out using the 2 × 2 × 2 MgS super-
cell with 64 atoms since the large-sized supercells (e.g., the
4 × 4 × 4 MgS supercell with 512 atoms) are computationally
too expensive, and the results are comparable with those in a
64-atom supercell.

Figure 7 shows the schematic diagram of defect levels in
different charge states. In the q = +1 charge state, an electron
is ionized out of the highest occupied E↑

1 level, and thus,
the E↑

1 level is empty. Thus, an electron can be excited from
the E↑

y into the E↑
1 level, resulting in the triplet ground state

with the net spin of S = 1 and the local magnetic moment of
2 μB. At the same time, the degenerate energy levels of spin-
up states E↑

xy are relieved, and the single level of spin-down

state E↓
1 shifts up. For the case of q = +2 charge state, the E↑

y
level becomes empty as another electron is removed for the
spin-up channel. This results in a doublet ground state with
the net spin of S = 1

2 and the local magnetic moment of 1 μB.
In this case, an electron can be excited from the E↑

x into the E↑
y

level. Meanwhile, the degenerate levels of spin-down states
E↓

xy relieve, and the relieved E↓
y level shifts up. In contrast

to the positive charge states, in the q = −1 charge state, the
degenerate energy levels of spin-down states E↓

xy are relieved,
and the relieved level E↓

x falls below the Fermi level owing to
an additional electron occupying. This leads to the spin S = 1
configuration and then the triplet ground state with the local
magnetic moment of 2 μB, and thus, an occupied electron
can be also excited from the E↓

x into the E↓
y level. When it

is further charged to PSV2−
Mg, the other relieved level E↓

y also

falls below the Fermi level, resulting in the net spin of S = 1
2

and the local magnetic moment of 1 μB. Then the E↓
xy levels
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FIG. 7. The schematic diagram of the defect levels in the PSVMg center in different charge states. q and S represent the charge state and
net spin, respectively. The red arrow represents the occupied states, and the green arrow represents the electron transition. The two channels of
spin-up and spin-down states are marked by up and down arrows, respectively.

are degenerate occupied, and the E↓
1 level is empty. Thus, an

occupied electron can be excited from the E↓
xy into the E↓

1 level
for the spin-down channel. Overall, the net spin and the posi-
tion of defect levels in the bandgap can be tuned by changing
the charge state of the PSVMg defect. The four charged defects
of PSV+

Mg, PSV2+
Mg, PSV−

Mg, and PSV2−
Mg thus may be potential

candidate qubits. The energy band structures of the PSVMg

defect in different charge states calculated by first principles
are shown in Fig. S6 in the Supplemental Material [59].

One of the most important quantities that can be obtained
from first-principles calculation is the energy difference. Here,
for the sake of convenience, we defined the energy difference
in the same spin channel between the CBM and the lowest
unoccupied defect level (ELUDL) as �E1, between the highest
occupied defect level (EHODL) and the VBM as �E2, and the
value of ELUDL minus EHODL is defined as �E . The calculated
values of �E1, �E2, and �E for four different charge states
at the PBE and HSE levels are listed in Tables S1 and S2
in the Supplemental Material [59], respectively, from which
we can see that the values of �E for the relatively stable
charge states (q = ±2) are large enough to avoid the electron
transition caused by thermal excitation. Unfortunately, the
values of �E1 and �E2 for the PSV2+

Mg and PSV2−
Mg defects are

smaller than the corresponding values of �E , which is likely
to introduce the interference of the electronic state from the
host materials.

E. Optical characteristics

To provide certain guidance for the optical excitation
transitions in qubit materials, the ZPL, optical emis-
sion/absorption, Stokes shift, and anti-Stokes shift of the
PSVMg defect in various charge states were calculated; the
configuration coordinate diagram is shown in Fig. 8, and
the values are summarized in Table II. As shown in Fig. 8, the
blue and green arrows represent the absorbing and emitting

processes of photons, respectively. Since the time of electron
excitation or de-excitation is very short relative to the lattice
relaxation, the corresponding structure remains in the ground
or excited state. The ZPL equals the energy of the optimized
excited state minus that of the optimized ground state, repre-
sented by the red arrow. Table II shows that the ZPLs are 0.78,
0.86, 0.27, and 0.88 eV for the charge states of +2, +1, −1,
and −2, respectively. The corresponding fluorescence wave-
lengths are 1593.8, 1450.3, 4592.6, and 1407.5 nm, which are
the infrared band. For the case of q = −1, if it is an allowable
process, it may lead to sharp transition in the luminescence.

For the four charged defects such as PSV+
Mg, PSV2+

Mg,

PSV−
Mg, and PSV2−

Mg, the concerned optical transitions are al-
lowed. For example, in a charge state of q = −2, the system

FIG. 8. The configuration coordinate diagram. E and q represent
the total energy and the configuration coordinate, respectively. The
blue and green arrows represent vertical absorption and vertical emis-
sion, respectively, and the red arrow is the zero-phonon line (ZPL).
�S and �AS stand for Stokes shift and anti-Stokes shift, respectively.
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TABLE II. The vertical absorption/emission, the ZPL, the Stokes
shift, and the anti-Stokes shift of the VMgPS defect center in various
charge states (units in eV).

Vertical absorption Vertical emission ZPL �S �AS

PSV2+
Mg 1.87 0.05 0.78 1.10 0.72

PSV+
Mg 2.02 0.30 0.86 1.16 0.55

PSV−
Mg 0.39 0.12 0.27 0.12 0.15

PSV2−
Mg 1.37 0.30 0.88 0.49 0.58

has C3v symmetry and possesses a spin of S = 1
2 . In this

system, according to the group theory, the occupied E↓
xy levels

are degenerate, which are assigned to the irreducible repre-
sentation of E , and the unoccupied E↓

1 level to A1. There is
an electric dipole transition between E and A1. Therefore, an
electron can be excited from the E↓

xy level to the E↓
1 level, as

shown in Fig. 9 below.
Zero field splitting (ZFS) is another important parameter

for qubit applications. For example, the electron spin of the
defect center with the spin triplet can be effectively manipu-
lated by microwaves, and the manipulation parameter is ZFS.
ZFS is a splitting between the degenerate electron spin sub-
levels for the system of S � 1 without an external electric
field, which is caused by the electron spin-spin dipole inter-
action. ZFS has two parameters in the eigenvalue framework;
one is axial ZFS parameter D, the other is transverse ZFS
parameter E , which are expressed by the diagonal elements
of the tensor as [65]

D = 3
2 Dzz, (12)

and

E = Dyy − Dxx

2
. (13)

FIG. 9. Schematic diagram about energy levels of the
PSV2−

Mg defect.

The ZFSs of the PSVMg defect pair in +1 and −1 charge
states were calculated, respectively. As a result, for the PSV+

Mg
defect, D and E are 1103.4 and −1082.9 MHz, respec-
tively, and for the PSV−

Mg defect, D and E are−1851.9 and
1635.1 MHz, respectively. The values of D are obviously in
the range of microwaves, while the values of E are nonzero,
perhaps because the defects are not strict C3v symmetry.

F. Hyperfine parameters

It should be noted that the background of the nuclear spin
usually causes decoherence of electron spin bits. In our sys-
tems, although the nuclear spins of 24Mg and 32S are zero,
25Mg (with natural abundance of 10.11%), 33S (0.75%), and
31P (100%) have nonzero nuclear spins of 5

2 , 3
2 , and 1

2 , respec-
tively, which can cause hyperfine interaction between electron
and nuclear spins. Therefore, it is necessary to calculate the
hyperfine parameters for the PSVMg defect pair in MgS crystal
to estimate the hyperfine interaction intensity. The hyperfine
interaction tensor can be used to describe the coupling of nu-
clear spin with the electron spin of the point defect. Generally,
the hyperfine interaction spin Hamiltonian of a single pair of
electron and nuclear spins can be written as

Hhyp = ŜAÎ, (14)

where A is the hyperfine interaction tensor, and Ŝ and Î are the
electronic and nuclear spin operators, respectively. When the
electron spin density is nonzero at the place of the considered
nuclear spin, the hyperfine interaction tensor elements are
written as the sum of an isotropic part (Fermi contact term)
and an anisotropic part (dipolar coupling term). The Fermi
contact term is given by

(Aiso)i j = 2μ0

3

γeγI

〈SZ〉δi j ∫ δT (�r)ρs
(
�r + �RI

)
d�r, (15)

where μ0 is the magnetic susceptibility of free space, and γe

and γI are the electron gyromagnetic ratio and the nuclear
gyromagnetic ratio, respectively. Here, 〈SZ〉 represents the
expectation value of the z component of the total electronic
spin. Also, ρs is the electron spin density, and δT (�r) is a
smeared-out δ function, as described in Ref. [66]. The dipolar
contribution is given by

(Aani )i j = μ0

4π

γeγI

〈SZ〉 ∫ 3rir j − δi j r2

r5
ρs(�r + �RI )d�r, (16)

where r = |�r|, ri is the ith component of �r, and �r is the vector
between the electron and nuclear spins at �RI .

In general, if the nuclear spin is located on the symmetry
axis of the defect, the hyperfine interaction tensor A is di-
agonal with diagonal elements Axx, Ayy, and Azz, that is, the
principal values of the hyperfine interaction tensor (hyperfine
constants). The calculated principal values of the hyper-
fine interaction tensor for the first and second neighbors of
the P site and the distance from the P site are listed in
Table III. The schematic diagram of the local structure and the
spin difference charge density defined as �ρs = ρup − ρdown

of the PSVMg defect pair in MgS [67] are shown in Fig. 10,
respectively. Table III shows that the principal values of hyper-
fine interaction tensors of the P atom are the largest (≈ 103)
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FIG. 10. Schematic diagram of (a) the local structure and (b) and (c) the spin difference charge density of the PSVMg defect pair in MgS.
We only show the atoms up to the second neighbors from the nucleus site; the isosurface value is 1×10−3 e/Å3 for the spin difference charge
density.

followed by the three nearest S atoms (≈ 102), and the hy-
perfine constants of Mg atoms farther away from the P site
further decrease (≈ 101). Furthermore, the hyperfine inter-
action tensors of distant Mg and S atoms are small enough
to ignore. These hyperfine constants are consistent with the
spin difference charge density shown in Figs. 10(b) and 10(c),
where the charge density is mainly localized on the P atom
followed by the three nearest S ligands; very little charge
density is localized on the six S atoms bonded to the Mg
atoms, and it practically vanishes at distances larger than
∼4.3 Å from the P site. The hyperfine constants are roughly
proportional to the spin charge density and exponentially de-
cay as a function of the distance from the P site. This trend
is like the report by Wrachtrup et al. [68] based on their ab
initio studies of the NV− center in diamond. On the other
hand, the Fermi contact term a and the dipolar coupling term b
can be estimated by the formulas a = 1

3 (Axx + Ayy + Azz ) and

b = 1
3 |Axx+Ayy

2 − Azz|, respectively [62]. The hyperfine field is
isotropic when b = 0. On the contrary, it is anisotropic when
b �= 0. Evidently, the hyperfine field of the PSVMg defect in
MgS is anisotropic.

In addition, we calculated the principal values of the hy-
perfine interaction tensor of the PSVMg defect in the ±1, ± 2
charge states, see Tables S3–S6 in the Supplemental Material
[59]. The absolute values of the hyperfine parameters cal-
culated from first principles can be directly compared with

TABLE III. The calculated principal values of the hyperfine in-
teraction tensor (Axx, Ayy, and Azz) of the PSVMg defect pair in MgS
for the first and second neighbor of the P site (in MHz) and the
distance (RP) from the P site (in Å).

Atom RP Axx Ayy Azz

P 0.00 347.67 287.21 347.67
S10, S11, S12 2.96 15.82 15.54 36.36
Mg1, Mg2, Mg3 3.01 −4.11 −4.08 −5.76
S1, S2, S3 4.89 0.42 0.40 1.49
S4, S5, S6, S7, S8, S9 4.21 0.65 0.61 2.89
Mg10, Mg11, Mg12 4.96 −1.38 −1.37 −1.82
Mg4, Mg5, Mg6, Mg7, Mg8, Mg9 4.20 0.26 0.22 0.34

the quantities measured by electron paramagnetic resonance
(EPR). Currently, no experimental hyperfine data are available
for the PSVMg defect in different charge states. We expect
that the calculated principal values of hyperfine interaction
tensors in this paper will be compared with the experimen-
tal measurements by EPR in the future, and they can be
used to further support the identification presented in this
paper.

IV. SUMMARY AND CONCLUSIONS

In this paper, we attempt to seek potential candidate qubits
in MgS host materials using first-principles calculations. Re-
sults show that the MgS semiconductor is suitable as a qubit
host material with the wide bandgap, approximate zero nu-
clear spin, and weak SOC. Among the considered nine single
point defects, the PS and AsS point defects may be potential
candidate qubits due to their reasonable defect levels. Fur-
thermore, the defect pair of PSVMg has been systematically
studied. Both first-principles calculations and group theory
analysis indicate that the defect-level sequence of neutral
PSVMg is E1 > Eexy > E2. In addition, the net spin and defect
levels of PSVMg can be tuned by charge states. With the
Fermi level varying from the VBM to the CBM, the formation
energy indicates that PSV2+

Mg and PSV2−
Mg are relatively stable

charge states with the charge transition level of ∼2.53 eV.
From the analysis of defect levels in PSV+

Mg, PSV2+
Mg, PSV−

Mg,

and PSV2−
Mg, these four charged states may be plausible qubit

candidates. Moreover, the ZPLs of PSVMg in different charge
states have been calculated, and the corresponding fluores-
cence wavelengths fall within the infrared band. The ZFSs
of PSV+

Mg and PSV−
Mg show that the values of parameter D

are in the range of microwaves, and then the electron spin of
these defects can be effectively manipulated by microwaves.
Finally, the principal values of the hyperfine tensor for the first
and second neighbors of the P site and the spin difference
charge density have been calculated. The results reveal that
the spin difference charge density is mainly localized on the
P atom followed by the three nearest S ligands. The hyper-
fine constants are roughly proportional to the spin difference
charge density and exponentially decay as a function of the
distance from the P site.
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In summary, we have made a preliminary study on the
qubits in defect MgS from the perspective of theoretical cal-
culations. There are still many issues to be solved such as
manipulation and measurement for the electron spin of the
PSV2+

Mg and PSV2−
Mg defects, which need further research in

theory and experiment and a deep physical understanding for
the properties of qubits in the future.
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