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A detailed analysis of the ferrimagnetic ground state of Mn3Si, Teghas been performed using inelastic neutron
scattering. Although the proposed valence of the nominal Mn”*" ions would have quenched orbital angular
momentum, a significant exchange anisotropy exists in Mn3;Si,Teg. This apparent exchange anisotropy is a
manifestation of a weak spin-orbit coupling in the layered material. We employ a detailed simulation of the
spin-wave spectrum coupling traditional refinement of dispersion parameters to image analysis techniques, while
including Monte Carlo simulations of the instrumental resolution to accurately identify the exchange couplings to
the third nearest neighbor. An independent validation of our results is made by comparing our final Hamiltonian

to heat capacity measurements.

DOLI: 10.1103/PhysRevB.105.214405

I. INTRODUCTION

Research has accelerated examining quantum materials
with quasi-two-dimensional magnetic interactions. Physical
examples of such systems are generally crystallographically
layered with significant exchange interactions within planes
and weaker interplane exchange interactions. Van der Waals
compounds, i.e., compounds held together by van der Waals
bonds, with exchange interactions [1-3] are one subclass of
these materials. Other materials in this diverse family include
cuprate [4] and iron-based superconductors [5], quasi-two-
dimensional Mott insulators [6,7], and intermetallic materials
[8,9]. This has been largely driven by the now-realized
prospect of building heterostructures from materials with
complementary properties [10—12]. Within this context, two-
dimensional (2D) and quasi-2D materials are of fundamental
interest from a bulk perspective, because they often manifest
strong in-plane interactions and weak interplane interactions.
For instance, the compounds FePS;, CrSiTe;, MnPS;, and
Crl; have layers connected by van der Waals bonds and
demonstrate bulk magnetic ordering with anisotropic interac-
tions yielding anisotropic properties, suppressed 3D ordering
temperatures, two-dimensional order, and persistent short-
range correlations above Ty [13-16].

‘We have chosen to examine the layered, three-dimensional
ferrimagnetic system Mn3Si,Teg to look for predicted
anisotropic exchange terms in the spin Hamiltonian. The lay-
ered structure is similar to recently examined magnetic van
der Waals compounds albeit in a 3D material. Understanding
the nature of the anisotropic interactions and spin-orbit cou-
pling in Mn3Si,Teg has implications for both frustrated 3D
materials as well as 2D van der Waals compounds. Mn3Si, Teg

*stonemb@ornl.gov

2469-9950/2022/105(21)/214405(9)

214405-1

was first described as a semiconducting ferrimagnetic mate-
rial with the stoichiometry MnSiTe; [17]. This early work
characterized the ordering temperature as 7, = 82 K, an anti-
ferromagnetic Curie-Weiss temperature of ®cy = 75 K, and
a significant anisotropic magnetization between the a and ¢
axes. The stoichiometry was later corrected and the crystal
structure was refined to be trigonal (space group P31c, no.
163) with room-temperature lattice constants a = 7.029(2)
and ¢ = 14.255(3) A [18]. Importantly, the crystal structure
was shown to be three-dimensional, with Mn atoms filling
octahedral voids so that there is not a Van der Waals gap
in Mn3SiyTeg. Figure 1 illustrates the crystal structure. The
lattice consists of planes of Mn?* jons (S = 5 /2, L =0) al-
ternating with planes of Te and Si atoms along the c-axis as
shown in Fig. 1(a) [17,18]. The Mn*" sites are arranged in
two types of layers which alternate along the c axis. One layer
of Mn atoms (Mn1) has a honeycomb structure, shown as red
spheres in Fig. 1, and the other layer of Mn atoms (Mn2) are
arranged in a sparser triangular lattice, blue spheres in Fig. 1.
Note that the Mn?2 sites are not immediately aligned with the
Mn2 sites in the neighboring layers. This results in the genesis
of an ABACAB stacking pattern in the crystal structure [18].

Recently, a long-range magnetic ordered phase was
characterized below T, ~ 78 K. This phase consists of fer-
romagnetically aligned moments in the ab plane with an
antiferromagnetic alignment of moments for neighboring
spins along the ¢ axis [19]. The difference in the number
of Mn sites in the two layers leads to an overall bulk ferri-
magnetic behavior of the system. First-principles calculations
established a likely competition between antiferromagnetic
exchange interactions up to the third nearest neighbor Mn-Mn
bonds. These geometrically frustrated interactions are illus-
trated as Ji, J», and J3 in Fig. 1(b), and the ferrimagnetic
ground state results from a dominance of the longer range
J3 over J,. Density functional theory (DFT) calculations also

©2022 American Physical Society
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FIG. 1. (a) Crystal structure of the Mn3Si,Tes trigonal unit cell
showing the layered arrangement of the Mn>* ions and the location
of the Te and Si sites [18]. The two nonequivalent Mn sites are
illustrated with red (Mnl on the 4f site) and blue (Mn2 on the
2¢ site) spheres. (b) Ordered magnetic structure of Mn3Si,Tegand
proposed exchange couplings between magnetic sites. The arrows
represent the easy-plane direction of the spins in the ordered phase.
The exchange J; is shown as a blue line between Mn sites. The
exchange J, is shown as a yellow line within the honeycomb layers
of the Mn sites. The exchange J3, dashed green lines, is only shown
for one portion of the lattice for clarity of the figure.

proposed a finite amount of spin-orbit coupling to exist in
the Hamiltonian, calling into question the nominal Mn>* with
a quenched orbital moment [19], the magnetism displays a
large anisotropy on the order of 10 Tesla at T = 5 K, further
suggesting the existence of this spin-orbit term in the relevant
interactions in the magnetic Hamiltonian.

In the current study, we use inelastic neutron scattering to
directly probe the spin-wave dispersion of Mn3;Si,Tes. We
find that a Hamiltonian with anisotropic antiferromagnetic
exchange is required to fully describe the resulting spectrum
further validating the proposed spin-orbit interaction. The best
model describes the dispersion, the heat capacity, and the
magnetic density of states accurately, and it also confirms the
ground-state spin orientation proposed in Ref. [19].

II. EXPERIMENTAL TECHNIQUES

Mnj;Si; Teg was grown by chemical vapor transport (CVT)
starting from the elements using iodine as a transport agent.
The high-purity elements were sealed in a SiO, ampoule (Te
Alfa Aesar 6N shot, Si Alfa Aesar 6N lump, Mn Alfa Aesar
99.98% granules). The ampoule was heated in a clam-shell
furnace with a hot side kept at 800° C for 500 h. The starting
materials were kept on the hot side and crystals grew through-
out the entire ampoule; a gradient of approximately 40 deg
over 15 cm existed. Sample orientation was first checked with
x-ray diffraction off the as-grown facets and this verified a
[001] normal orientation as expected. Magnetization measure-
ments were utilized to further characterize the crystals and
verify consistency with the previously reported melt-grown
materials. The Curie temperature and anisotropy was observed
to be consistent; however, the CVT grown crystals do not
contain an anomaly near 300 K that has been observed in
melt-grown crystals and is speculated to result from some
type of intrinsic defect. This difference between CVT and
melt-grown Mn3Si, Teg has been discussed in Refs. [19,20].

A single crystal sample was wrapped in aluminum foil
and wired to a thin aluminum plate. Inelastic neutron scatter-
ing measurements were performed at the Spallation Neutron
Source at the Oak Ridge National Laboratory using this
crystal with the (HOL) plane in the scattering plane of the in-
struments. Measurements at the SEQUOIA spectrometer were
performed with E; = 60 meV incident energy neutrons with
the sample mounted to the cold finger of a bottom-loading
closed-cycle refrigerator [21]. Measurements at the CNCS
spectrometer were performed with £; = 12 meV and the sam-
ple mounted to the sample stick of a liquid helium top-loading
cryostat [22]. Both measurements were performed in high flux
configurations of the instrument while rotating the sample
about its vertical axis by at least 180 deg with a spacing of
1 deg to collect wave-vector dependent spectra throughout
a volume of reciprocal space. The SEQUOIA/CNCS mea-
surement was collected for 0.42/0.25 Coulombs of charge
(~5 min/~3 min) on the spallation target for each value of
rotation angle. Measurements were performed at two differ-
ent instruments to obtain reasonable energy resolution across
the entire band of magnetic excitations. Measurements were
performed at T =5 K and T = 100 K. Finally, the entire
four-dimensional set of data was reduced, normalized, and
properly symmetrized about the origin of the primary axes of
the reciprocal lattice using the MANTID software package [23].

A. Background subtraction

The small sample size (*90 micromoles of Mn, i.e.,
~49 mg) used in these measurements resulted in a rela-
tively large background contribution from the scattering due
to the sample mounting hardware and the sample environ-
ment itself. In order to analyze the spin wave dispersion in
detail for such a small sample, the background needs to be
adequately quantified. The first approximation of using the
high-temperature, 7 = 100 K, measurement as a background
for the low-temperature, T = 5 K, measurement was found
to be problematic. Typically, above the ordering tempera-
ture, a band of magnetic scattering will often soften to lower

214405-2



FERRIMAGNETIC SPIN WAVES IN HONEYCOMB AND ...

PHYSICAL REVIEW B 105, 214405 (2022)

T | T
o e
L > 8 T=5
[0}
= | ¥
21,
H [rom
Or bo -
T | T
8 '(I'=)100K (gK)-(100K)
2
£ ak 2
é 2 0
Orbo - -2
ol (5% -
2
E Ly ‘
2|l , 2
ol 1 p— .
0 2 4 0 2 4
(00L) (rlu) (00L)(rlu)

FIG. 2. Inelastic neutron scattering measurements of Mnj;Si, Teg
and background subtraction of these data. Each spectrum is shown on
the same relative intensity with a color scale four units large. (a) T =
5 K measurement of the INS spectra for Mn;Si, Tes measured along
the L-axis from the CNCS measurement. Data orthogonal to the
wave-vector shown were integrated over a range of +0.1 reciprocal
lattice units (rlu). (b) T = 100 K measurement of the INS spectra for
Mn;Si, Teg measured along the L axis from the CNCS measurement.
(c) Difference of the data shown in panels (a) and (b) with the
high-temperature measurement subtracted from the low-temperature
measurement. (d) Azimuthal determined background, Apg, projected
along the same direction as the data. (e) The difference between
the T = 5 K measurement in panel (a) and the Apg shown in panel
(d). Inset in the upper left illustrates the path of the data through
reciprocal space as a heavy black line

energy transfers and weaken in intensity. Concomitantly, the
higher temperature measurement will enhance the scattering
intensity of phonons which may overlap or pass through the
magnetic spectrum. Thus, we found that both of these effects
combined to produce a significantly oversubtracted low-
temperature measurement when using the high-temperature
data as a background. Figures 2(a) and 2(b) illustrates the T =
5Kand T = 100 K scattering intensity as a function of energy
transfer, /iw, for wave vectors along the L axis in reciprocal
lattice units (rlu). At T =5 K, a dispersive magnetic mode
can be seen emerging from the (002) wave vector. However,
there is also significant scattering from the cryostat and/or
sample mount for energies from 0 meV up to approximately
4 meV. The higher temperature measurement, Fig. 2(b) at
T = 100 K, shows a broadening and softening of the magnetic
mode to lower energy transfers and smaller values of wave-
vector transfer. The difference of these two measurements,

shown in Fig. 2(c), is significantly oversubtracted near the
L = 2 value. To avoid this, we use a heuristic approach similar
to what has been done in Ref. [24] to quantify the background.
For each incident energy, sample temperature measured and
angular range, we generated a background data set based upon
the detected neutrons within azimuthal sectors on the instru-
ment detector which contributed to the lowest intensity for a
given detector location and a small range of energy transfer
[25]. The minimum scattering intensity for these sectors was
chosen based upon the full range of rotation angles measured
in each measurement. This azimuthally gleaned background,
Apg, is then traced back to its original neutron events and
used to generate a separate file for background subtraction.
This background is projected in reciprocal space in an iden-
tical manner as the original data, as shown in Fig. 2(d). The
algorithm is able to quantify the significant background due
to the powder scattering from the sample environment and
sample mounting that is independent of the single crystal sam-
ple orientation. Figure 2(e) is the difference in the T =5 K
measurement and the Agg. In this case, there is no significant
oversubtraction, and the second minimum in the dispersion
can now be seen at L = 4. Unless otherwise stated, we apply
this type of gleaned background subtraction to our presented
measurements.

III. EXPERIMENTAL RESULTS AND DISCUSSION

Figures 3(a)-3(d) shows the measured scattering intensity
as a function of energy transfer, Ziw, and wave-vector transfer
along four particular directions within the reciprocal space of
the crystal structure. Figure 4(a) shows the measured scat-
tering intensity along the (HO1) direction. We plot the lower
energy transfer contours of the CNCS measurement on top
of the SEQUOIA measurement to preserve reasonable energy
resolution in different portions of the excitation spectrum.
The measurements show two ranges of scattering intensity
populated with excitations. There is a higher energy band of
excitations between approximately 12 and 22 meV, and there
is a lower band of gapless excitations between 0 and 8 meV.
In each of these regions, there are at least two excitations that
appear to cross one another. There is significant dispersion
in the (O0OL) direction and within the (H K0) plane. However,
there are also regions of reciprocal space that have flatter
bands. The gap between the lower and higher energy modes
indicates that there is likely an anisotropic exchange term in
the Hamiltonian. Significant single-ion anisotropy is unlikely,
given the lack of any gap in the spin-wave spectrum near zero
energy transfer.

Figure 5 shows a series of constant wave-vector scans
through the CNCS and SEQUOIA measurements. The solid
and dotted lines in this figure are parametrizations of the
scattering intensity using Gaussian line shapes with sloping
backgrounds fit to the respective data. One can observe the
presence of multiple modes and the dispersion in these modes
as a function of wave-vector transfer. This procedure was
extended to include 32 wave vectors throughout the mea-
sured volume of reciprocal space. These points were along
the (0K'1), (O0L), (H00), (HO1), (H02), (H03), and (HOH)
wave vectors. Figures 3(e)-3(h) and 4(b) show the fitted peak
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FIG. 3. Measured scattering intensity, determined spin-wave mode locations, calculated spin-wave dispersion, and calculated scattering
intensity for Mn3Si, Teg at T=5 K. [(a)—(d)] T = 5 K measured INS intensity. The slices in reciprocal space shown to higher (lower) energy
transfer are from the SEQUOIA (CNCS) measurement. Data have been background subtracted as described in the text. The scattering intensity
from SEQUOIA has been multiplied by a factor of 20 to place it on the same intensity scale as the CNCS data. [(e)—(h)] Determined spin-wave
mode energies as a function of energy transfer and wave-vector transfer. Green (red) points are from SEQUOIA (CNCS). Triangular symbols
have energy values determined from higher Brillouin zones, but are shown at reduced wave vector to appear in the figure. Mode values were
determined from Gaussian fits to constant wave-vector scans as described in the text and illustrated in Fig. 5. Error bars are the half width
at half maximum (HWHM) of the determined Gaussian peak added in quadrature to the fitted error in peak location. Dashed blue lines are
the calculated spin-wave mode energies based upon the exchange parameters listed in Table I for the Hj., model using SPINW fits of only the
dispersion. Heavy black lines correspond to resolution corrected dispersion based upon the image analysis described in the text. Solid blue lines
are the calculated spin-wave mode energies based upon the exchange parameters listed in Table I for the Hjx model using resolution-corrected
mode energies. [(i)—(1)] Calculated scattering intensity from convolution of MCViNE-calculated resolution function for both the SEQUOIA
and CNCS measurements based upon the model with the exchange parameters determined from the resolution-corrected dispersion analysis,
H[®, described in the text with the values listed in Table 1. Data in panels (a)-(d) and (i)—(1) have been smoothed by a Gaussian smoothing

Jex 2
algorithm.

TABLE I. Refined values of the exchange constants for Mn;Si,Teg, for each model implemented in our refinement. The parameters
determined from the resolution-corrected dispersion are shown for the Hamiltonian Hj3; . The values of insp‘ were determined from the
SPINW software fitting the dispersion data. The values for x> were determined through a comparison of the measured and calculated scattering

intensity for the data shown in Figs. 3(a)-3(d) as described in the text [27].

Hamiltonian Ji (meV) J, (meV) J; (meV) Dy Dr A A, Aj X(%isp x>

Heisenberg 1.398(3) 0.230(10) 0.718(10) 2.55 3.12
Hyy 1.400(6) 0.261(8) 0.776(9) 0.08(2) 0.08(2) 2.46 3.82
Hjex 1.508(4) 0.457(4) 0.912(8) 1.140(9) 0.0138(7) 0.621(9) 1.74 3.31
Hi 1.509(9) 0.449(3) 0.859(4) 1.171(6) 0.0271(8) 0.625(3) 2.24
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FIG. 4. (a) T =5 K measured INS intensity along (HO1).
Slice which extends to higher (lower) energy transfer is from
the SEQUOIA (CNCS) measurement. Data have been background
subtracted as described in the text. The scattering intensity from SE-
QUOIA has been multiplied by a factor of 10 to place it on the same
intensity scale as the CNCS data. (b) Determined spin-wave mode
energies as a function of energy and wave-vector transfer. Green
(red) points are from the SEQUOIA (CNCS) measurement. Mode
values were determined from Gaussian fits to constant wave-vector
scans as described in text and illustrated in Fig. 5. Error bars are the
half width at half maximum (HWHM) of the determined Gaussian
peak added in quadrature to the fitted error in peak location. Dashed
blue lines are the calculated spin-wave mode energies based upon
the exchange parameters listed in Table I for the Hjx model using
SPINW fits of only the dispersion. Heavy black lines correspond to
resolution-corrected dispersion based upon the image analysis de-
scribed in the text. Solid blue lines are the calculated spin-wave mode
energies based upon the exchange parameters listed in Table I for the
Hjex model using resolution-corrected mode energies. (c) Difference
in calculated spin-wave scattering intensity between the determined
dispersion using the Hjx model and the resolution corrected Hjex
model in Table I. (d) Scattering intensity determined using the reso-
lution corrected Hjex model in Table 1. Results in panels (a), (c), and
(d) have been smoothed by a Gaussian smoothing algorithm.

locations and the determined mode energy from many of these
fitted wave vectors (solid symbols).

Considering the classical magnetic moment on Mn** to
be S = 5/2, and the spin-ordered magnetic structure, we use
linear spin-wave (LSW) theory to calculate the magnetic
excitations in order to determine the nature of the mag-
netic Hamiltonian. Prior first-principles calculations found
that three competing antiferromagnetic Heisenberg exchange
interactions, Ji, J», and J3 as illustrated in Fig. 1, are able
to account for the long-range ordered structure and the ap-
parent suppression in the ordering temperature [19]. Note
that a small spin-orbit coupling was previously considered
to account for exchange anisotropies. Using the determined
dispersion shown in Figs. 3(e)-3(h), we performed a refine-

TF B CNCS .
® SEQUOIA X20

Intensity (arb. units)

. 2

4 8 16
hw (meV)

FIG. 5. Inelastic neutron scattering measurements of Mnj3Si, Teg
plotted as constant wave-vector scans from the 7 = 5 K CNCS (H)
and SEQUOIA (e) measurements. Data have been offset along the
vertical axis for presentation. The SEQUOIA measurements have
been scaled by a factor of 20 to place them on the same intensity
scale as the CNCS measurements. Solid (CNCS data) and dotted
(SEQUOIA data) lines are comparisons of the measurement to either
a single Gaussian with a sloping background or two Gaussians with
a sloping background as described in the text. Data correspond to
the wave vectors indicated in the figure. Data were integrated over
the symmeterized slices shown in Figs. 3(a) and 3(d) without any
smoothing over a range of +0.05 rlu. Black triangles are the fitted
Gaussian peak locations for the respective modes they are beneath.

ment of the spin-wave dispersion using the SPINW software
[26].

We first attempt to model the data using the Heisenberg
Hamiltonian with the potential for only on-site anisotropies
(i.e., single ion):

Hyxy = J; ZS,’SJ' +J> ZS,’S]' + J3 Zsisj
(i.j) (i) (i.j)
+Dy Y SiSi.+Dr Yy SiSE, (1
h t

where the summation for the Heisenberg exchange is re-
stricted to the relevant nearest neighbors, Dy and Dr
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corresponding to the on-site anisotropy in the honeycomb
and triangular lattice layers respectively, while the sums for
the D terms are only for moments in the respective layers.
A refinement of the pure Heisenberg model yields the terms
J1 =1.398(3), J, = 0.230(10), and J3 = 0.718(10) meV. The
pure Heisenberg model is not able to account for the gap
in energies between mode branches [25]. Including on-site
anisotropy yields similar values for the exchange terms J; =
1.400(6), J, = 0.261(8), J3 = 0.776(9), and small values of
single-ion anisotropy, Dy = 0.08(2) and D7 = 0.08(2) meV.
This model also is not able to account for the gap between
the lower and upper bands of magnetic excitations between
approximately 10 and 12 meV [25]. We quantify the resulting
value by comparing the measured scattering intensity shown
in Figs. 3(a)-3(d) to the resolution convolved scattering inten-
sity for these directions using a single constant background
and a multiplicative scale factor for the scattering intensity
for each of the wave-vector directions shown. The chi-square
value for this comparison of the dispersion points is x2 =
2.55 and x? = 2.46 respectively as shown in Table I [27].

A Hamiltonian without on-site anisotropy, but which al-
lows for anisotropic exchange interactions to account for the
spin-orbit coupling previously described was also considered:

Hiee = J1 Y _[SIS}+ S!ST + A1S:SY]
(i)
+0 Y [SiS) 4 STS) 4 AySESY]
(i)
+J3 Y [S1S)+ SIS+ AsSiSE, 2)
(i.J)

where the summation is restricted to the relevant nearest
neighbours. Allowing the values of A, Aj, and Aj to in-
dependently vary improves substantially the comparison with
the data and yields an improved refined dispersion with J; =
1.508(4) meV, J, = 0.457(4) meV, J; = 0.912(8) meV, A =
1.140(9), A, =0.0138(7), and A3 = 0.621(9) with x? =
1.74. Deviations from unitary values of A quantify the extent
of spin-orbit interactions. The refined A terms indicate that
the Mn1 sites are experiencing a greater influence of the spin-
orbit interaction compared to the Mn2 sites. The dispersion is
shown in Figs. 3(e)-3(h) and 4. Importantly, this improved
refinement reproduces the gap between the high- and low-
energy bands and therefore indicates that an apparent easy
plane anisotropy is responsible for this feature in the spec-
trum. This anisotropy is a manifestation of the weak spin-orbit
coupling in the compound [19].

A. Image analysis of dispersion

The refinement process just described, however, does not
account for instrumental resolution effects which will often
serve to sharpen or broaden dispersion relative to one another,
or shift dispersions depending upon focusing effects across
the spectrum. Here we describe an extension of an image
analysis technique for the refinement of spin-wave disper-
sions that includes resolution effects. The energy resolution of
the SEQUOIA measurement across the energy transfer range
of 12 to 22 meV varies between 3.4 to 2.8 meV FWHM,

corresponding to a value of §hw/E; = 5% [28]. The energy
resolution of the CNCS measurement between 0- and 10-
meV energy transfer varies between 0.7 to 0.4 meV FWHM,
corresponding to a value of §Aw/E; = 3—6% for this range.
We anticipate that resolution effects will be more significant
in the determination of the dispersion from the SEQUOIA
measurement.

From the first refined values of the Hamiltonian presented
in Table I for Eq. (2), we can calculate the resolution con-
volved scattering intensities, where the resolution function
is calculated from MCVINE [29,30] simulations using the
dgsres package [31]. From this initial simulation, one can
extract a series of constant wave-vector scans and refine
peak locations of this calculated data using a Gaussian line
shape, following the same procedure that was performed on
the real experimental data. These extracted peak locations
of the resolution-convolved model, Egm.0(q), can be com-
pared with the values of the dispersion determined at the
respective wave vectors directly from the experimental data,
Eexp;0(q). Their differences AE(q) = Eexp;0(q) — Esim;0(q)
can be used to correct the dispersion directly obtained from
experimental data. However, such an approach is prone to
unstable results for AE(q). Instead, a procedure inspired
by the image disparity-map calculation technique was per-
formed. This procedure solves the AE(g) curve by imposing
a smoothness regularization [32]. The dispersion from the
resolution-convolved data in the SEQUOIA measurement are
systematically too high in energy transfer. This is a con-
sequence of the three-dimensional dispersion surface and
the steep dispersion in the vicinity of the antiferromagnetic
zone centers convolved with the instrumental resolution of
SEQUOIA operating in the high flux configuration. We deter-
mine the shifts in energy transfer, AE(g), for a series of wave
vectors along the [O0L], [HO03], [HOH], [1K0], and [HO1]
directions for both the SEQUOIA and CNCS measurements.
Regions of wave-vector transfer with good signal to noise
ratios were chosen for this portion of the analysis to allow
ultimately for direct comparison of the resolution convolved
scattering intensity with the measured data. To first approxi-
mation, we correct for the resolution effects by applying the
shifts AE(q) to the model dispersion directly obtained from
experimental slices:

Eexp; 1 (6]) = Emodel; 0 (61) + AE (61) (3)

These shifted values of energy transfer are shown with the
values originally determined via a Gaussian line-shape ap-
proximation in Figs. 3(e), 3(g) 3(h), and 4(b) as heavy solid
lines. The spin-wave dispersion of the anisotropic Heisenberg
exchange model, Eq. (2), can then be refined using the reso-
lution function shifted peak locations, Eexp; 1(g). This results
in the exchange constants and anisotropy terms shown in
Table I for the H}Z; model. Values of reduced chi square based
upon a comparison of the measured and calculated scatter-
ing intensity for a subset of wave-vector transfers along the
[OOL], [HO03], [HOH], and [1KO0] directions can be calculated
for the models examined and the resolution-corrected model.
Originally, using the uncorrected values of the dispersion, the
reduced chi-square value was 3.31, and this value decreased
to 2.24 once the resolution correction was applied [27].
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FIG. 6. Temperature normalized heat capacity as a function of
temperature for Mn;Si, Teg. Data are shown as purple circles plotted
on the left axis. Lines (right axis) are the Monte Carlo calculation
performed using Eq. (4) for the models tabulated in Table 1.

The resulting refined dispersion curves for the resolu-
tion corrected model, H}5; are shown in Figs. 3(e)-3(h) and
4(b). The refined and best exchange parameters are J; =
1.509(9) meV, J, = 0.449(3) meV, J3 = 0.859(4) meV, A| =
1.171(6), A, = 0.0271(8), and Az = 0.625(3). Figure 4(c)
shows the change in scattering intensity of the calculated
resolution convolved scattering intensity between the original
and the resolution convolved Hjex models. There are signifi-
cant changes in the vicinity of the dispersive modes. One can
also see the effects of the focused and defocused resolution
condition on the SEQUOIA portion of the measurement. As
visible, there is a greater shift in the calculated intensity in
the vicinity of the local minima and maxima at the dispersion
zone boundaries, while near flat regions of the dispersion
are not significantly affected by the resolution effects. Fig-
ures 3(i)-3(1) and 4(d) are the calculated resolution-convolved
scattering intensity for the anisotropic exchange model de-
termined from the resolution corrected dispersion, Hj, . The
comparison with the measured data is very good over wide
ranges of energy and wave-vector transfer. We note that there
are regions with lingering disparity between the measurement
and the model. This includes data in the vicinity of 7-meV
energy transfer and half-integer wave vectors as shown in
Figs. 4(a) and 3(b)-3(d). The SEQUOIA measurements in-
dicate that this region likely includes an optic or acoustic
phonon that is contributing increasing scattering intensity at
larger wave-vector transfer; see, for example, [%03] and [%03]
in Fig. 3(b).

An independent validation of the determined Hamiltonian
can be made by calculating thermodynamic quantities like
heat capacity, which is a measurement of the energy fluctu-
ations in the system. The heat capacity comparison shown
in Fig. 6 is calculated via a standard Metropolis sampling
algorithm by averaging over 96 independent sets of simula-
tions on a 8 x 8 x 4 supercell (1536 spins). The system has
been slowly annealed from 7' = 300 K, down to T = 50 K,
with 100 intermediate temperatures. At each temperature, the
heat capacity is calculated by the total energy fluctuations
[see Eq. (4)] over 10° Monte Carlo updates to ensure conver-
gence, followed by a thermalization process with automatic

termination. Thus,

(E?) —(E)
T2
where R is the gas constant and (E) represents the energy
fluctuation of a spin configuration at fixed temperature 7. We
perform this calculation for the Heisenberg, Hxy, Hjex, and
H;Z- models in Table I. Finally, our Monte Carlo predicts
the correct spin orientation in the ordered phase at 7 = 0 K,
consistent with Ref. [19], further validating the proposed
Hamiltonian. The peak location in the calculated heat capacity

is found to agree very well with the HjS model’s refined
parameters.

G, =R ; “

IV. CONCLUSIONS

The magnetic Hamiltonian of Mn3Si, Teg was investigated
by measuring its spin-wave dispersion at 7 = 5 K. The anal-
ysis of the data collected at SEQUOIA and CNCS confirmed
the predictions on the spin orientation of this compound below
its transition temperature with ferrimagnetic coupled spins.
A neutron event-based azimuthal background subtraction was
developed to improve the range of wave-vector and energy
transfer over which the dispersion could be quantified. An
efficient method of refining the terms in the Hamiltonian while
accounting for resolution effects was also demonstrated. This
allows one to refine the nature of the excitation spectrum
including resolution effects without relying on the computa-
tionally intensive full numerical convolution of the resolution
function with the model at every step of the model’s refine-
ment in a fitting algorithm.

The ratios of the determined exchange values, J;, J>, and
J3 shown in Table I agree reasonably well with the predic-
tions in Ref. [19]. The underlying hexagonal layers in the
crystal structure, the near crossing bands in the dispersion,
and the presence of spin-orbit coupling suggests topologi-
cal implications and the possibility of Dirac points in the
dispersion. These points would occur where the spin-wave
bands approach one another at similar locations in reciprocal
space to such points in other compounds [33-35]. How-
ever, the Berry curvatures for these points in Mn3;Si;Teg
all have a value of zero, indicating that the near crossing
points are not Dirac or Weyl points [36,37]. Nonetheless, our
work establishes Mn3Si,Teg as a good example of a com-
pound with a dispersion influenced by spin-orbit interactions
and significant magnetic exchange orthogonal to a layered
structure. It was found recently that one mechanism to tune
the magnetization of Mn3Si,Tes is to use proton irradiation
[38]. Our characterization of the energy scales present for
the exchange interactions in Mn3Si;Tes may provide fur-
ther understanding to the mechanism at play in the proton
irradiation studies.
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