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Phonon renormalization and Pomeranchuk instability in the Holstein model
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The Holstein model with dispersionless Einstein phonons is one of the simplest models describing electron-
phonon interactions in condensed matter. A naive extrapolation of perturbation theory in powers of the relevant
dimensionless electron-phonon coupling λ0 suggests that at zero temperature the model exhibits a Pomeranchuk
instability characterized by a divergent uniform compressibility at a critical value of λ0 of order unity. In this
work, we re-examine this problem using modern functional renormalization group (RG) methods. For dimen-
sions d > 3 we find that the RG flow of the Holstein model indeed exhibits a tricritical fixed point associated
with a Pomeranchuk instability. This non-Gaussian fixed point is ultraviolet stable and is closely related to the
well-known ultraviolet stable fixed point of φ3-theory above six dimensions. To realize the Pomeranchuk critical
point in the Holstein model at fixed density both the electron-phonon coupling λ0 and the adiabatic ratio ω0/εF

have to be fine-tuned to assume critical values of order unity, where ω0 is the phonon frequency and εF is the
Fermi energy. However, for dimensions d � 3 we find that the RG flow of the Holstein model does not have any
critical fixed points. This rules out a quantum critical point associated with a Pomeranchuk instability in d � 3.

DOI: 10.1103/PhysRevB.105.205148

I. INTRODUCTION

Gaining a microscopic understanding of the effect of
electron-phonon interactions on the physical behavior of met-
als continues to be one of the central topics in condensed
matter physics. Although model systems for electron-phonon
interactions have been studied for many decades using the
established machinery of many-body and kinetic theory [1–3],
the limit of strong electron-phonon interactions remains a
challenge to theory. It is therefore not surprising that recently
numerical calculations have revealed new phenomena in cou-
pled electron-phonon systems which were not anticipated in
the older literature, such as the emergence of nontrivial phases
with broken symmetry [4–10] or the existence of several hy-
drodynamic regimes with distinct temperature dependence of
various physical quantities [11]. Let us also point out that a
microscopic description of strongly coupled electron-phonon
systems in the so-called semiquantum regime [12–14] εF �
T � ωD � Vcb is still lacking. Here εF is the Fermi energy, T
is the temperature, ωD is the Debye energy, and Vcb ∝ n1/3e2

is the characteristic Coulomb energy (where n is the electronic
density and −e is the electric charge). For simplicity, we
measure temperature and frequencies in units of energy, which
amounts to formally setting kB = h̄ = 1.

Given the fact that our understanding of strongly cou-
pled electron-phonon systems is still incomplete, it is useful
to approach this problem using complementary methods.
While numerical methods have produced a number of inter-
esting results, especially for the phase diagram of coupled
electron-phonon systems in two dimensions [4–10], a deeper
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understanding of the nature of phase transitions can be gained
using renormalization group (RG) methods. Here we study the
Holstein model [15] in arbitrary dimensions d using the func-
tional renormalization group [16–21]. The Holstein model can
be obtained as a special case of the Fröhlich model [22] by
assuming a local electron-phonon coupling and dispersionless
Einstein phonons with frequency ω0. Moreover, the direct
Coulomb interaction between the electrons is neglected. In
momentum space the Hamiltonian of the Holstein model is

H =
∑

k

εkc†
kck + ω0

∑
q

b†
qbq + γ0√

V
∑
k,q

c†
k+qckXq, (1.1)

where the operator ck annihilates an electron with momentum
k and energy εk, the operator bq annihilates a phonon with
momentum q and energy ω0, and Xq = (bq + b†

−q)/
√

2ω0 is
the Fourier component of the phonon displacement operator.
Here V is the volume of the system, k-sums are over the first
Brillouin zone, q-sums have an implicit ultraviolet cutoff of
the order of the Debye momentum, and we consider spinless
electrons for simplicity. The strength of the electron-phonon
coupling is characterized by the dimensionless parameter

λ0 = νγ 2
0

/
ω2

0, (1.2)

where

ν = 1

V
∑

k

δ(εF − εk) (1.3)

is the electronic density of states at the Fermi energy.
According to Migdal’s theorem [1], many-body calcula-

tions for the Holstein model simplify in the regime

λ0ω0/εF � 1, (1.4)
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because then vertex corrections can be neglected. Note that
in the adiabatic limit ω0 � εF the condition (1.4) is sat-
isfied even for large values of λ0, corresponding to strong
electron-phonon interactions. Recently, this generally ac-
cepted scenario has been challenged for the two-dimensional
Holstein model where, according to Refs. [7–9], nonperturba-
tive effects become important when λ0 is of order order unity.
The breakdown of Migdal’s theorem for the two-dimensional
Holstein model for λ0 = O(1) is related to the nonperturba-
tive formation of bipolarons [23,24] in a certain regime of
temperatures. In fact, a hint for the breakdown of perturbation
theory in the Holstein model for λ0 = O(1) can already be
obtained by calculating the square of the renormalized phonon
frequency to first order in λ0, which yields [22,25]

ω̃2
0 = ω2

0

[
1 − λ0 + O

(
λ2

0

)]
. (1.5)

If we boldly neglect the higher-order corrections and extrapo-
late the first-order term in Eq. (1.5) to intermediate coupling,
then we find that the renormalized phonon frequency van-
ishes for λ0 = 1. But the renormalized phonon frequency of
the Holstein model is related to the uniform compressibility
∂ρ/∂μ via the Ward identity (see Appendix A)

ω̃2
0 = ω2

0

1 + γ 2
0

ω2
0

∂ρ

∂μ

, (1.6)

where ρ is the electronic density and μ is the chemical poten-
tial. The vanishing of ω̃2

0 for λ0 → 1 is therefore accompanied
by a divergence of the compressibility. At this point the sys-
tem exhibits a Pomeranchuk instability in the zero angular
momentum density channel associated with phase separation
[26]. Usually Pomeranchuk instabilities in Fermi systems re-
sult from an effective electron-electron interaction [26–31].
Although the Holstein model does not include a direct inter-
action between the fermions, by integrating over the phonons
we can map the Holstein model onto an effective fermion
model with a retarded two-body interaction; see Eq. (3.50)
below. The Pomeranchuk instability in the Holstein model
can therefore be interpreted conventionally as an instability of
the Fermi liquid triggered by strong electron-electron interac-
tions. We will come back to this interpretation in Sec. III C,
where we also discuss the phase diagram which we show
in Fig. 6. Historically, the vanishing of the perturbatively
renormalized phonon frequency for strong electron-phonon
coupling has already been noticed by Fröhlich [22], but the
question whether this is a physical property of the Holstein
model, or an artefact of the extrapolation of the first-order
result (1.5) has never been clarified. Although some authors
believe that in three dimensions the Holstein model does not
exhibit a Pomeranchuk instability [25], we have not been able
to find a thorough investigation of this point in the literature.

In this work we re-examine this problem using modern
FRG methods [16–21]. Our main result is that for d > 3
the RG flow of the Holstein model indeed exhibits tricrit-
ical, ultraviolet-stable fixed point which can be associated
with a quantum critical point where the system exhibits a
Pomeranchuk instability. However, for dimensions d � 3 the
RG flow of the Holstein model does not have any nontrivial
fixed points but exhibits a runaway flow, which rules out a
Pomeranchuk instability characterized by a divergent uniform

compressibility. While the interpretation of the runaway RG
flow at some finite scale is not unique, in Sec. III C we argue
that it indicates either a charge-density wave instability or a
first-order transition into an inhomogeneous state character-
ized by phase separation.

II. POMERANCHUK INSTABILITY FROM
PERTURBATION THEORY

A. Calculation to second order in λ0

If we ignore the corrections of order λ2
0 in the perturbative

expansion (1.5) of the renormalized phonon frequency, we
find that the phonons soften for λ0 = 1. This value is of
course not reliable and it is possible that the true renormalized
phonon frequency ω̃0(λ0) never vanishes, even for large val-
ues of λ0. As a first step in our investigation of this possibility,
let us explicitly calculate the correction of order λ2

0 to the
renormalized phonon frequency ω̃2

0. Therefore we start from
the Euclidean action of the Holstein model (1.1) and integrate
over the momentum conjugate to the phonon displacement XQ

to arrive at the action

S[c̄, c, X ] = −
∫

K
G−1

0 (K )c̄K cK + 1

2

∫
Q

D−1
0 (Q)X−QXQ

+ γ0

∫
K

∫
Q

c̄K+QcK XQ, (2.1)

where cK and c̄K are Grassmann fields, the real bosonic field
XQ represents the phonon displacement, and the inverse non-
interacting electron and phonon propagators are given by

G−1
0 (K ) = iω − εk + μ, (2.2)

D−1
0 (Q) = ω̄2 + ω2

0. (2.3)

For convenience we have introduced collective labels K =
(k, iω) and Q = (q, iω̄), where iω are fermionic Matsubara
frequencies and iω̄ are bosonic ones. The integration symbols
are defined by

∫
K = 1

βV
∑

k

∑
ω and

∫
Q = 1

βV
∑

q

∑
ω̄, where

β = 1/T is the inverse temperature. The inverse propagators
of the interacting system are of the form

G−1(K ) = iω − εk + μ − �(K ), (2.4)

D−1(Q) = ω̄2 + ω2
0 + (Q), (2.5)

where �(K ) is the electronic self-energy and the phonon
self-energy (Q) can be expressed in terms of the
interaction-irreducible polarization �(Q) as [see Eq. (A32) in
Appendix A]

(Q) = −γ 2
0 �(Q). (2.6)

The square of the renormalized phonon frequency for vanish-
ing momentum is given by

ω̃2
0 = ω2

0 − γ 2
0 lim

q→0
�(q, 0). (2.7)

To evaluate the O(λ2
0) contribution to the renormalized

squared phonon frequency ω̃2
0, we consider the next-to-

leading order contributions to the irreducible polarization
�(Q) represented by the diagrams in Figs. 1(b)–1(f). We
can, analytically, perform all Matsubara sums and reduce the
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FIG. 1. Perturbation series for the phonon self-energy (Q) in
the Holstein model. Wavy lines represent the phonon propagator
D0(Q), solid arrows represent the electron propagator G0(K ), and
black dots represent the bare electron-phonon vertex γ0 ∝ √

λ0. Dia-
gram (a) represents the leading-order contribution −γ 2

0 �0(Q) to the
phonon self-energy, diagrams (b) and (c) are generated by the Hartree
corrections to the electronic self-energy, diagrams (d) and (e) are due
to the exchange corrections to the electronic self-energy, and diagram
(f) represents the leading vertex correction.

evaluation of the diagrams, at T = 0, to a two-dimensional
integration over the energy variables ξ and ξ ′. Our result for
the q-limit of the polarization is

�(0) = lim
q→0

�(q, 0) = ν + λ0

3
ν

+ γ 2
0

2ω0

∫ ∞

0
dξ

∫ ∞

0
dξ ′

[
4ν(μ + ξ )ν(μ − ξ ′)

(ξ + ξ ′ + ω0)3

+ ν(μ + ξ )ν ′(μ − ξ ′) − ν(μ − ξ )ν ′(μ + ξ ′)
(ξ + ξ ′ + ω0)2

]

+O
(
λ2

0

)
, (2.8)

where ν(ε) = 1
V

∑
k δ(ε − εk) is the energy-dependent den-

sity of states and ν ′(ε) = ∂ν(ε)/∂ε. The term λ0ν/3 in the
first line of Eq. (2.8) is due to the tadpole self-energy correc-
tions to the propagators in Figs. 1(b) and 1(c), the term in the
second line is due to the exchange self-energy diagrams in
Figs. 1(d) and 1(e), and the last line involving the derivative
of the density of states is due to the vertex correction diagram
in Fig. 1(f). In the adiabatic limit ω0 � εF the latter is a
factor of ω0/εF smaller than the self-energy contributions, in
accordance with Migdal’s theorem. The double-integral in the
second line evaluates to 2ν2/ω0 so that for small ω0/εF we
obtain for the renormalized phonon frequency

ω̃2
0 = ω2

0

[
1 − λ0 − 4

3λ2
0 + O

(
λ3

0, λ
2
0ω0/εF

)]
. (2.9)

Neglecting the correction terms, we obtain an improved
estimate for the critical value λc of the dimensionless electron-
phonon coupling where the Pomeranchuk instability occurs,

λc =
√

57 − 3

8
≈ 0.57. (2.10)

Surprisingly, the second-order correction reduces the critical
value of the electron-phonon coupling. However, the critical
λc is still of the order of unity so that the higher orders in
Eq. (2.9) cannot be neglected. In fact, we cannot exclude the
possibility that higher orders in λ0 completely remove the
Pomeranchuk instability.

B. Effective phonon action and quantum critical point

Since in this work we are only interested in the phonons, or
rather the phonon self-energy (Q), it is convenient to inte-
grate over the fermions and work with the effective phonon
action. Thus, we may formally perform the Gaussian inte-
gration over the electron field to obtain the effective phonon
action

Seff [X ] = 1

2

∫
Q

D−1
0 (Q)X−QXQ − Tr ln [1 − γ0G0X], (2.11)

where G0 and X are infinite matrices in momentum-frequency
space with matrix elements

[G0]KK ′ = δK,K ′G0(K ), (2.12)

[X]KK ′ = XK−K ′ , (2.13)

and the trace is normalized as follows:

−Tr ln [1 − γ0G0X] = −
∫

K
ln [1 − γ0G0X]KK

= γ0

∫
K

[G0X]KK

+ γ 2
0

2

∫
K

[G0XG0X]KK + · · ·

= γ0X0

∫
K

G0(K ) + γ 2
0

2

∫
K

∫
K ′

G0(K )

× XK−K ′G0(K ′)XK ′−K + · · · . (2.14)

The expansion of the effective action Seff [X ] in powers of the
phonon field is therefore of the form

Seff [X ] = �
(1)
0 XQ=0 + 1

2

∫
Q

�
(2)
0 (Q)X−QXQ

+
∞∑

n=3

1

n!

∫
Q1

· · ·
∫

Qn

δ(Q1 + · · · + Qn)

×�
(n)
0 (Q1, . . . , Qn)XQ1 · · · XQn , (2.15)

where

�
(1)
0 = γ0

∫
K

G0(K ), (2.16)

�
(2)
0 (Q) = D−1

0 (Q) + γ 2
0

∫
K

G0(K )G0(K + Q), (2.17)

and the interaction vertices can be expressed in terms of the
symmetrized closed fermion loops L(n)

S (Q1, . . . , Qn), defined
in Appendix B, as follows:

�
(n)
0 (Q1, . . . , Qn) = γ n

0 (n − 1)!L(n)
S (−Q1, . . . ,−Qn).

(2.18)
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To leading order in the electron-phonon interaction, the in-
verse phonon propagator is given by the function �

(2)
0 (Q)

defined in Eq. (2.17) which can be written as

D−1
RPA(Q) = �

(2)
0 (Q) = ω̄2 + ω2

0 − γ 2
0 �0(Q), (2.19)

where we have introduced the noninteracting irreducible po-
larization

�0(Q) = −
∫

K
G0(K )G0(K + Q)

= − 1

V
∑

k

nF (ξk+q) − nF (ξk)

εk+q − εk − iω̄
. (2.20)

Here ξk = εk − μ and nF (ε) = 1/[eε/T + 1] is the Fermi
function. The approximation (2.19) is usually called random-
phase approximation (RPA) and amounts to neglecting
interaction corrections to the irreducible polarization.

The properties of �0(Q) are well known in arbitrary di-
mensions [32]. For our purpose it is sufficient to expand
�0(Q) in the regime |ω̄| � vF q and q � kF , where kF is the
Fermi momentum. At zero temperature the leading terms in
the expansion are

�0(q, iω̄) ≈ ν

[
1 − Bd

|ω̄|
vF q

− Cd
q2

k2
F

]
, (2.21)

where the numerical coefficients Bd and Cd depend on the
dimensionality d of the system and on the precise form of the
dispersion εk. The coefficient Cd is explicitly given by

Cd = k2
F

8νV
∑

k

[
n′′

F (ξk)(q̂ · ∇k)2εk + 1

3
n′′′

F (ξk)(q̂ · ∇kεk)2

]
,

(2.22)

where n′′
F (ξ ) and n′′′

F (ξ ) are the second and third derivatives of
the Fermi function, and q̂ = q/q is a unit vector in the direc-
tion of q. In particular, for quadratic dispersion εk = k2/(2m)
at T = 0 we have

B3 = π

2
, C3 = 1

12
. (2.23)

Inserting the expansion (2.21) into the RPA propagator (2.19)
we find that in this approximation the inverse phonon propa-
gator is

D−1
RPA(Q) ≈ r0 + b0|ω̄|/q + c0q2 + O(ω̄2/q2, q4), (2.24)

where

r0 = ω̃2
0 = ω2

0(1 − λ0), (2.25a)

b0 = Bdγ
2
0 ν/vF = Bdλ0ω

2
0

/
vF , (2.25b)

c0 = Cdγ
2
0 ν/k2

F = Cdλ0ω
2
0

/
k2

F . (2.25c)

The leading frequency dependence Bd |ω̄|/(vF q) gives rise to
Landau damping of the phonons, i.e., the decay of a single
phonon into a fermionic particle-hole pair [33]. The sign of
the leading momentum dependence Cd q2/k2

F depends on the
dimensionality of the system; for quadratic dispersion and at
zero temperature Cd is positive only for d > 2. For d = 2 the
coefficient C2 vanishes for quadratic dispersion because in this
case the static Lindhard function �0(q, 0) is constant in the
interval 0 < q < 2kF (see, for example, Ref. [32]).

Within the RPA the square of the renormalized phonon
frequency in Eq. (2.25a) vanishes for λ0 = 1, as anticipated
in Eq. (1.5). However, the renormalized phonon frequency
is related to the compressibility ∂ρ/∂μ via the Ward iden-
tity (1.6), which is closely related to the compressibility
sum rule

∂ρ

∂μ
= �(0)

1 − γ 2
0

ω2
0
�(0)

, (2.26)

as discussed in Appendix A. The RPA result (2.25a) for
the renormalized phonon frequency therefore implies that for
λ0 → 1 the compressibility diverges as

∂ρ

∂μ
= ν

1 − λ0
, (2.27)

indicating a quantum critical point associated with a Pomer-
anchuk instability in the zero angular momentum density
channel [26]. The perturbative result (2.27) should be
juxtaposed with the usual Fermi-liquid expression of the com-
pressibility [33]

∂ρ

∂μ
= ν∗

1 + F0
, (2.28)

where ν∗ is the renormalized density of states at the Fermi
energy and F0 is the Landau interaction parameter in the
zero angular momentum channel. Obviously, F0 = −λ0 < 0
to leading order in perturbation theory. In general, the Lan-
dau parameter F0(λ0) is a complicated function of the bare
coupling λ0 and, naturally, the first-order result F0 = −λ0

cannot be trusted when λ0 is of order unity. Therefore, in the
following section we will examine this problem in arbitrary
dimensions using functional renormalization group methods,
assuming that the zero angular momentum channel exhibits
the dominant instability. We do not examine the possibility
of instabilities in higher angular momentum channels, which
can in principle compete with the phase separation instability
considered by us.

III. FUNCTIONAL RENORMALIZATION GROUP
APPROACH

From the Ward identity (1.6) we see that a Pomeranchuk
quantum critical point is characterized by a divergent com-
pressibility ∂ρ/∂μ and a vanishing renormalized phonon
frequency ω̃0. To investigate the possibility of a Pomeranchuk
instability in the Holstein model, it is therefore sufficient
to work with the effective phonon action Seff [X ] defined in
Eq. (2.11). We now use the standard FRG machinery [16–21]
to calculate the renormalized phonon frequency of this effec-
tive field theory.

A. Exact flow equations for the average effective phonon action

Following the usual procedure [16–21] we now derive
exact FRG flow equations for the irreducible vertices of the
effective field theory defined by the Euclidean action (2.11).
Therefore, we add a regulator to the bare action and consider

S�[X ] = Seff [X ] + 1

2

∫
Q

R�(Q)X−QXQ, (3.1)
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where R�(Q) introduces a scale parameter � and satisfies the
boundary conditions R�=0(Q) = 0 and R�→∞(Q) = ∞. We
shall specify a convenient regulator in Sec. III B. We then
define the scale-dependent average effective action ��[φ] via
the following subtracted Legendre transform of the generat-
ing functional G�[J] of the connected correlation functions
[16,19],

��[φ] =
∫

Q
φ−QJQ − G�[J] − 1

2

∫
Q

R�(Q)φ−QφQ. (3.2)

Here the functional G�[J] is defined by

eG�[J] =
∫

D[X ]e−S�[X ]+∫
Q J−QXQ , (3.3)

and the source field J on the right-hand side of Eq. (3.2)
should be expressed as functional of the field expectation
values φQ = 〈XQ〉 by inverting the relation

φQ = δG�[J]

δJ−Q
. (3.4)

The functional ��[φ] satisfies the Wetterich equation [16]

∂���[φ] = 1
2 Tr[(�′′

�[φ] + R�)−1∂�R�], (3.5)

where �′′
�[φ] is the matrix of second functional derivatives of

��[φ],

[
�′′

�[φ]
]

QQ′ = δ2��[φ]

δφQδφQ′
, (3.6)

and the elements of the regulator matrix R� are

[R�]QQ′ = δ(Q + Q′)R�(Q′). (3.7)

By construction, the functional ��[φ] satisfies the boundary
condition

lim
�0→∞

��0 [φ] = Seff [φ]. (3.8)

Due to the first-order term �
(1)
0 XQ=0 in the bare action

(2.15) the extremal condition for the average effective action

δ��[φ]

δφQ
= 0, (3.9)

has a finite solution of the form φ0
�,Q = δ(Q)φ0

� with scale-
dependent φ0

� which for � → 0 approaches the value φ0 =
−γ0ρ/ω2

0 given by the Dyson-Schwinger equations derived
in Appendix A, see Eqs. (A10) and (A11). Usually, one
would now set φQ = φ0

�,Q + ϕQ and consider the flow of the
functional

�̄�[ϕ] = ��

[
φ0

� + ϕ
]
, (3.10)

which satisfies the modified Wetterich equation

∂��̄�[ϕ] = ∂���[φ]|φ=φ0
�+ϕ +

∫
Q

δ�̄�[ϕ]

δϕQ
∂�φ0

�,Q

= 1

2
Tr

[
(�̄′′

�[ϕ] + R�)−1∂�R�

]
+

∫
Q

δ�̄�[ϕ]

δϕQ
∂�φ0

�,Q. (3.11)

By construction

δ�̄�[ϕ]

δϕQ

∣∣∣∣
ϕ=0

= 0, (3.12)

so that the vertex expansion of �̄�[ϕ] in powers of ϕ does
not have a linear term. However, this procedure implies that
the electronic density is not held constant during the RG flow,
because according to Eq. (A11) the expectation values φ0

� is
proportional to the density of electrons at scale �. The re-
sulting flow equations therefore relate systems with different
electronic densities. To keep the electronic density constant
during the flow, we set φ = φ0 + ϕ, where φ0 = −γ0ρ/ω2

0
is determined by the fixed (i.e., scale-independent) electronic
density ρ. We then set

�̃�[ϕ] = ��[φ0 + ϕ], (3.13)

which satisfies the usual Wetterich equation without extra
terms because the background field φ0 is scale-independent.
For finite �, the vertex expansion of �̃�[ϕ] is then of the form

�̃�[ϕ] = �̃
(0)
� + �̃

(1)
� ϕQ=0 + 1

2

∫
Q

�̃
(2)
� (Q)ϕ−QϕQ

+
∞∑

n=3

1

n!

∫
Q1

· · ·
∫

Qn

δ(Q1 + · · · + Qn)

× �̃
(n)
� (Q1, . . . , Qn)ϕQ1 · · ·ϕQn . (3.14)

By construction, at the initial scale

�̃�0 [ϕ] = Seff [φ
0 + ϕ], (3.15)

where the proper initial value should be determined by the
boundary condition

lim
�→0

�̃
(1)
� = 0. (3.16)

The initial vertex �̃
(1)
�0

is then given by

�̃
(1)
�0

= ω2
0φ

0 + γ0

∫
K

G̃0(K ). (3.17)

Here

G̃0(K ) = 1

iω − εk + μ − γ0φ0
(3.18)

is the fermion propagator with shifted chemical potential,
where the shift −γ0φ

0 = γ 2
0 ρ/ω2

0 takes all tadpole contribu-
tions to the electronic self-energy into account. The initial
conditions for all other shifted vertices �̃

(n)
�0

(Q1, . . . , Qn) with
n � 2 can be obtained from the corresponding unshifted ex-
pressions �

(n)
�0

(Q1, . . . , Qn) by replacing G0(K ) → G̃0(K ) in
all fermion loops. In particular, the two-point vertex is initially
given by

�̃
(2)
�0

(Q) = ω̄2 + ω2
0 + γ 2

0

∫
K

G̃0(K )G̃0(K + Q). (3.19)

To obtain the exact flow equation for the free energy (in
units of temperature) we set φ = φ0 in the Wetterich equation
(3.5) and obtain

∂��̃
(0)
� = 1

2

∫
Q

D̃�(Q)∂�R�(Q), (3.20)

205148-5



CICHUTEK, HANSEN, AND KOPIETZ PHYSICAL REVIEW B 105, 205148 (2022)

where

D̃�(Q) = 1

�̃
(2)
� (Q) + R�(Q)

(3.21)

is the regularized phonon propagator. Next, we substitute the expansion (3.14) into Eq. (3.5) and compare the coefficients on
both sides to obtain

∂��̃
(1)
� = 1

2

∫
Q

˙̃D�(Q)�̃(3)
� (−Q, Q, 0), (3.22)

where the single-scale propagator is defined by

˙̃D�(Q) = −D̃2
�(Q)∂�R�(Q). (3.23)

Similarly, we find that the two-point vertex satisfies the exact flow equation

∂��̃
(2)
� (Q) = 1

2

∫
Q′

˙̃D�(Q′)�̃(4)
� (−Q′, Q′,−Q, Q) − 1

2

∫
Q′

[D̃�(Q′)D̃�(Q′ + Q)]•

× �̃
(3)
� (−Q, Q + Q′,−Q′)�̃(3)

� (Q′,−Q′ − Q, Q), (3.24)

where we have introduced the product notation for single-scale propagators,

[D̃�(Q′)D̃�(Q′ + Q)]• = ˙̃D�(Q′)D̃�(Q′ + Q) + D̃�(Q′) ˙̃D�(Q′ + Q). (3.25)

Finally, we also need the flow of the three-point vertex which is given by

∂��̃
(3)
� (Q1, Q2, Q3) = 1

2

∫
Q

˙̃D�(Q)�̃(5)
� (−Q, Q, Q1, Q2, Q3) − 1

2

∫
Q

{
[D̃�(Q)D̃�(Q + Q1)]•�̃(3)

� (Q1, Q,−Q1 − Q)

× �̃
(4)
� (−Q, Q1 + Q, Q2, Q3) + (Q1 ↔ Q2) + (Q1 ↔ Q3)

} +
∫

Q
[D̃�(Q)D̃�(Q + Q1)D̃�(Q − Q2)]•

× �̃
(3)
� (Q1, Q,−Q1 − Q)�̃(3)

� (Q2,−Q,−Q1 + Q)�̃(3)
� (Q3, Q1 + Q,−Q + Q2). (3.26)

Diagrammatic representations of the exact FRG flow equa-
tions (3.20), (3.22), (3.24), and (3.26) are shown in Fig. 2.

B. Classification of couplings and flow of relevant couplings

To classify the infinite set of vertices in our scale-
dependent average effective phonon action �̃�[ϕ], we note
that for small momenta q � kF and for frequencies |ω̄| �
vF q the two-point vertex is initially given by

�̃
(2)
�0

(Q) = r0 + b0|ω̄|/q + c0q2 + O(ω̄2, q4), (3.27)

where the r0, b0 and c0 are the RPA coefficients given in
Eq. (2.25). Assuming that this form is not changed by the
induced interactions between the phonons, the flowing two-
point vertex at scale � is given by [34]

�̃
(2)
� (Q) = r� + b�|ω̄|/q + c�q2 + O(ω̄2, q4), (3.28)

where r� can be identified with the square of the renormalized
phonon frequency at scale �. Note that the correction of order
ω̄2 due to the inverse bare propagator is negligible relative to
the Landau damping term b0|ω̄|/q if

q �
√

λ0
ω0

vF
= γ0

√
ν

vF
≡ q0, (3.29)

which plays the role of an ultraviolet cutoff in our low-energy
theory. In the adiabatic limit ω0 � εF the cutoff q0 is small
compared with kF , while q0 � kF in the antiadiabatic limit
ω0 � εF .

If the system exhibits a Pomeranchuk instability, then the
coupling r� vanishes for � → 0. It is then natural to rescale
momenta, frequencies, and the field such that the couplings
b� and c� are both marginal, which is achieved by rescaling
them by the following powers of �,

q ∝ �, (3.30a)

ω̄ ∝ �z, (3.30b)

φQ ∝ �−1− d+z
2 , (3.30c)

where we introduce the dynamical exponent

z = 3. (3.31)

Note that the powers of � are simply the canonical di-
mensions of the corresponding quantities, which can be
determined by dimensional analysis. The one-point vertex
inherits the canonical scaling of the field,

�̃
(1)
� ∝ �−1− d+z

2 = �− d+5
2 , (3.32)

while the three-point and the four-point vertices for vanishing
energy-momenta scale as follows:

�̃
(3)
� (0, 0, 0) ∝ �−3+ d+z

2 = �
d−3

2 , (3.33a)

�̃
(4)
� (0, 0, 0, 0) ∝ �−4+d+z = �d−1. (3.33b)

The important point is that the three-point vertex is relevant
below three dimensions and therefore cannot be neglected in
this case. Keeping in mind that with the dynamic exponent
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FIG. 2. Graphical representation of exact FRG flow equations for
the irreducible vertices of effective phonon action (2.11). (a) Flow
equation (3.20) for the free energy; (b) flow equation (3.22) for the
one-point vertex; (c) flow equation (3.24) for the two-point vertex;
(d) flow equation (3.26) for the three-point vertex, where “+ 2 perm.”
denotes two additional diagrams obtained by exchanging the labels
(Q1 ↔ Q2) and (Q1 ↔ Q3) of the external legs attached to the three-
point vertex. The thick wavy lines represent the regularized phonon
propagator D̃�(Q), while the slash represents the regulator insertion,
−∂�R�(Q). A cross inside a loop corresponds to a sum where each
propagator of the loop is once slashed according to the product rule
(3.25). A colored circle labeled by the number n represents an n-point
vertex �̃

(n)
� . The dots above the vertices denote a scale derivative.

z = 3 the effective dimensionality is shifted to d + z = d + 3
[35], the relevance of the three-point vertex in our effective
phonon theory is consistent with the well-known fact that in
φ3-theory the three-point vertex becomes relevant below six
dimensions [36–41]. To take into account the most relevant
interaction processes between the phonons in dimensions d �
3 we therefore should consider the projected RG flow in the
space of the following three couplings:

h� = �̃
(1)
� , (3.34a)

r� = �̃
(2)
� (0), (3.34b)

g� = �̃
(3)
� (0, 0, 0). (3.34c)

Neglecting all other couplings, the exact flow equa-
tions (3.22), (3.24), and (3.26) reduce to the following system
of truncated flow equations for the relevant couplings:

∂�h� = g�

2

∫
Q

˙̃D�(Q), (3.35a)

∂�r� = −g2
�

∫
Q

˙̃D�(Q)D̃�(Q), (3.35b)

∂�g� = 3g3
�

∫
Q

˙̃D�(Q)D̃2
�(Q). (3.35c)

In the following, we will neglect the flow of the marginal
couplings b� and c� in the low-energy expansion (3.28),
which amounts to neglecting the momentum and frequency
dependence of the phonon self-energy, �(Q) ≈ �(0). We
thus approximate b� ≈ b0 and c� ≈ c0, where the initial val-
ues b0 and c0 are given in Eqs. (2.25b) and (2.25c). Within
this truncation the possibility that the dynamical exponent
z is modified by an anomalous dimension is not taken into
account. The regularized flowing phonon propagator is then
given by

D̃�(Q) = 1

r� + b0|ω̄|/q + c0q2 + R�(Q)
. (3.36)

At this point we have to specify the regulator. While the
required boundary conditions can be satisfied in many ways,
for our purpose it is most convenient to work with a
Litim-type regulator [42] adapted to the peculiar momentum
and frequency dependence of the bare propagator,

R�(Q) = (c0�
2 − b0|ω̄|/q − c0q2)

× �(c0�
2 − b0|ω̄|/q − c0q2). (3.37)

The momentum and frequency integrations in our flow equa-
tions (3.35) can then be carried out exactly and we obtain

∂�h� = − 2Kd

π (d + 1)(d + 3)

c2
0

b0

�d+4g�

(r� + c0�2)2
, (3.38a)

∂�r� = 4Kd

π (d + 1)(d + 3)

c2
0

b0

�d+4g2
�

(r� + c0�2)3
, (3.38b)

∂�g� = − 12Kd

π (d + 1)(d + 3)

c2
0

b0

�d+4g3
�

(r� + c0�2)4
, (3.38c)

where Kd is the surface area of the d-dimensional unit sphere
divided by (2π )d . Introducing the logarithmic flow parameter
l = ln(�0/�) and the dimensionless rescaled couplings

h̃l = h�√
Kd

π (d+1)(d+3)
c0√
b0

�
d+5

2

, (3.39a)

r̃l = r�

c0�2
, (3.39b)

g̃l =
√

4Kd

π (d + 1)(d + 3)

�
d−3

2 g�

c0
√

b0
, (3.39c)

the flow equations (3.38) can be written as

∂l h̃l = d + 5

2
h̃l + g̃l

(r̃l + 1)2
, (3.40a)

∂l r̃l = 2r̃l − g̃2
l

(r̃l + 1)3
, (3.40b)

∂l g̃l = 3 − d

2
g̃l + 3g̃3

l

(r̃l + 1)4
. (3.40c)

Using the RPA expressions (2.25) and the initial condition
(3.17) we find that the initial values of our rescaled couplings
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FIG. 3. RG flow of the effective phonon action (2.11) in the g̃l -r̃l plane in d = 1, 2, 3 obtained from the numerical solution of the
flow equations (3.40). The arrows indicate the direction of the RG flow toward the infrared. For d � 3 the dimensionless rescaled flow
equations have only a trivial, i.e., Gaussian, fixed point G, which is represented by a purple dot. A subset of initial values, which exhibit a
runaway flow, tend to r̃∗ = −1 which is marked as an orange dashed line.

are

h̃0 =
ρ0(μ+δμ)

νεF
− δμ

λ0εF√
KdC2

d
π (d+1)(d+3)Bd

√
2kd

F
νεF

(
�0
kF

) d+5
2

, (3.41a)

r̃0 = 1 − λ0

Cdλ0

(
kF

�0

)2

, (3.41b)

g̃0 =
√

4Kd

π (d + 1)(d + 3)BdC2
d

√
2kd

F

νεF

ν ′εF

ν

(
�0

kF

) d−3
2

.

(3.41c)

Here δμ = −γ0φ
0 is the shift of the chemical potential due

to the finite expectation value of the phonon displacement and
ρ0(μ + δμ) = ∫

K G̃0(K ) is the density of free electrons at the
shifted chemical potential μ + δμ. Note that δμ should be
considered as a free parameter which should be adjusted such
that the coupling h� vanishes for � → 0, which enforces the
boundary condition (3.16).

C. RG flow and Pomeranchuk fixed points in d > 3

In Fig. 3 we show the RG flow of our effective phonon
action obtained from the numerical solution of the flow equa-
tions (3.40) for d = 1, 2, 3. Obviously, the RG flow has only
a trivial Gaussian fixed point G where all couplings vanish;
nontrivial fixed points with finite values of rescaled couplings
do not exist in d � 3. We conclude that in and below three di-
mensions the Holstein model does not have a quantum critical
point associated with a Pomeranchuk instability. Note that in a
perturbative calculation the relevant three-point vertex which
is essential for this result appears only at order λ3

0 so that our
calculation to order λ2

0 in Sec. II does not include the relevant
critical fluctuations.

However, for d > 3 we obtain two nontrivial fixed points
P+ and P− which can be associated with a quantum critical
point due to a Pomeranchuk instability. To calculate the cou-
plings (h̃∗, r̃∗, g̃∗) at the fixed points, we set the left-hand sides
of the flow equations (3.40) equal to zero. The fixed-point

condition due to the flow equation (3.35c) for the three-point
vertex reads

g̃2
∗ = d − 3

6
(r̃∗ + 1)4, (3.42)

which is valid for g̃∗ �= 0. This equation has real solutions
only for d > 3, hence a nontrivial fixed point corresponding to
a Pomeranchuk instability can only exist in dimensions larger
than three. Similarly, the fixed point condition resulting from
the flow equation (3.40b) gives

2r̃∗ = g̃2
∗

(r̃∗ + 1)3
. (3.43)

Eliminating g̃2
∗ in Eq. (3.43) using Eq. (3.42) we obtain an

equation for the value of r̃∗ dependent only on the deviation ε

from three dimensions

r̃∗ = ε

12 − ε
, ε = d − 3. (3.44)

Substituting this back into Eq. (3.42) we get two nontrivial
fixed-point values for the three-point vertex in dimensions
d > 3,

g̃±
∗ = ± 24

√
6ε

(ε − 12)2
. (3.45)

Finally, we combine the fixed point condition resulting from
the flow equation (3.40a) with the previously calculated values
r̃∗ and g̃±

∗ to obtain the corresponding fixed-point values of the
rescaled one-point vertex

h̃±
∗ = − 2

d + 5

g̃±
∗

(r̃∗ + 1)2
= ∓

√
2ε

3(ε + 8)
. (3.46)

We conclude that for d > 3 the RG flow of the Holstein
model exhibits two nontrivial fixed points P+ = (h̃+

∗ , r̃∗, g̃+
∗ )

and P− = (h̃−
∗ , r̃∗, g̃−

∗ ). At these fixed points the renormalized
phonon frequency vanishes. The uniform compressibility then
diverges so that the fixed points describe a quantum critical
point associated with a Pomeranchuk instability. The RG flow
in d = 4 is shown in Fig. 4. For smaller d the Pomeranchuk
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FIG. 4. RG flow of the effective phonon action (2.11) in the
g̃l -r̃l plane in d = 4 obtained from the numerical solution of the
flow equations (3.40). In addition to the Gaussian fixed point G
there are two nontrivial fixed points P− and P+, which are denoted
by red dots, corresponding to a Pomeranchuk instability. The two
Pomeranchuk fixed points are tricritical, as there are three relevant
couplings h̃l , r̃l , and g̃l whose initial values have to be fine-tuned to
reach the fixed point. The eigenvectors of the linearized flow around
the Pomeranchuk fixed point are represented by red arrows. Note
only the eigenvectors which lie in the g̃l -r̃l plane are shown. The
thick blue line emanates from Pomeranchuck fixed point and flows
into the Gaussian fixed point.

fixed points P− and P+ move toward the Gaussian fixed point
G until they merge with G in d = 3.

From Fig. 4 it is obvious that the Pomeranchuk fixed points
in d > 3 have only relevant directions in our truncated cou-
pling space. Keeping in mind that the arrows in the flow lines
indicate the flow toward the infrared (decreasing scale �) the
flow toward the ultraviolet (increasing scale) is opposite to
the arrows of the flow lines. The Pomeranchuk fixed points
are therefore ultraviolet-stable. To calculate the corresponding
scaling variables we linearize the flow equations (3.40) around
the fixed points,

∂lδh̃l =
(

4 + ε

2

)
δh̃l − 2g̃∗δr̃l

(1 + r̃∗)3
+ δg̃l

(1 + r̃∗)2
, (3.47a)

∂lδr̃l =
(

2 + 3g̃2
∗

(1 + r̃∗)4

)
δr̃l − 2g̃2

∗
(1 + r̃∗)3

δg̃l , (3.47b)

∂lδg̃l = − 12g̃3
∗

(1 + r̃∗)5
δr̃l −

(
ε

2
− 9g̃2

∗
(1 + r̃∗)4

)
δg̃l . (3.47c)

The eigenvalues and normalized eigenvectors v =
(vh, vr, vg)T of the linearized flow close to P+ are

λ1 = 4.5, v+
1 =

⎛
⎝−0.843

0.448
−0.298

⎞
⎠, (3.48a)

λ2 = 0.641, v+
2 =

⎛
⎝ 0

0.432
0.902

⎞
⎠, (3.48b)

λ3 = 2.860, v+
3 =

⎛
⎝ 0

0.928
−0.374

⎞
⎠. (3.48c)

The linearized flow close to P− has the same eigenvalues
but different eigenvectors which can be obtained by inverting
the first and third components of the corresponding P+ eigen-
vectors,

v−
1 =

⎛
⎝0.843

0.448
0.298

⎞
⎠, v−

2 =
⎛
⎝ 0

0.432
−0.902

⎞
⎠, v−

3 =
⎛
⎝ 0

0.928
0.374

⎞
⎠.

(3.49)

Since all three eigenvalues are positive both fixed points P+
and P− are tricritical. The eigendirections are indicated by
red arrows in Fig. 4. For completeness, we also show in Fig. 5
the projections of the RG flow in d = 4 onto the g̃-h̃ plane
at r̃l = r̃∗ and the r̃-h̃ plane at g̃l = g̃+

∗ and g̃l = g̃−
∗ , respec-

tively. Recall that the relevant coupling h̃l is related to the
renormalized one-point vertex of our effective phonon action
and is related to the shift in the chemical potential which is
necessary to keep the density constant; see Eq. (3.17). Note
that h̃l is exactly analogous to an external magnetic field in
the Ginzburg-Landau-Wilson Hamiltonian for the Ising model
[43]. The existence of a pair of nontrivial ultraviolet-stable
fixed points in our effective phonon theory for the Holstein
model defined by the Euclidean action Seff [X ] in Eq. (2.11)
is closely related to a similar pair of fixed points of scalar
φ3-theory above six dimensions [36–39]. The shift in the di-
mensionality is due to the fact that the quantum action Seff [X ]
is characterized by a dynamical exponent z = 3 so that the
critical dimension above which these fixed points emerge is
reduced from six to 6 − z = 3; see Ref. [35]. Note that in
the context of φ3-theory the ultraviolet-stable nontrivial fixed
points above six dimensions have recently received renewed
interest in high-energy physics [40,41] because these fixed
points offer a possibility to construct a well-defined contin-
uum limit of perturbatively nonrenormalizable field theories
(asymptotic safety [44,45]).

Next, let us discuss the implications of our RG analysis
for the phase diagram of the Holstein model. From the flow
diagrams in Figs. 3–5 it is clear that in all dimensions the RG
flow of the Holstein model in the g̃-r̃ plane is divided by a
separatrix into two regimes. In the first regime r̃l flows to posi-
tive values so that the renormalized phonon frequency is finite.
Since we do not take into account possible superfluid states,
the ground state is then expected to be a normal Fermi liquid.
In the second regime r̃l flows to negative values and eventu-
ally diverges at a finite scale �∗. The interpretation of this
runaway flow is somewhat ambiguous so that we need infor-
mation from other methods to draw conclusions for the phase
diagram. In two dimensions various numerical calculations
[4,6–8,10] found that for sufficiently strong electron-phonon
coupling the Holstein model exhibits a first-order transition
from a Fermi liquid (FL) phase to a charge-density-wave
(CDW) phase. In addition, some authors [6] also found that
in a certain interval of densities and for not too large values of
the adiabatic ratio ω0/εF the system phase separates (PS) into
regions with different densities. The transition between the FL
and CDW as well as the transition between the FL and the PS
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FIG. 5. RG flow of the effective phonon action (2.11) in d = 4 obtained from the numerical solution of the flow equations (3.40). Left: RG
flow in the g̃l -r̃l plane at r̃ = r̃∗. Middle: RG flow in the r̃l -h̃l plane at g̃l = g̃+

∗ . Right: RG flow in the r̃l -h̃l plane at g̃l = g̃−
∗ .

phase are first order. The fact that in the antiadiabatic limit
ω0 � εF the FL phase becomes unstable toward a CDW can
also understood by considering the effective electronic action
obtained by integrating over the phonons,

Seff [c̄, c] = −
∫

K
G−1

0 (K )c̄K cK − γ 2
0

2

∫
Q

D0(Q)ρ−QρQ,

(3.50)

where ρQ = ∫
K c̄K cK+Q represents the electronic density. In

the antiadiabatic limit the free phonon propagator can be
approximated by D0(Q) ≈ 1/ω2

0 so that the last term in
Eq. (3.50) reduces to a local attractive interaction with
strength −γ 2

0 /ω2
0 = −λ0/ν. For not too small densities the

dominant instability of this model is expected to be CDW
[10,46]. Assuming that the phase diagram of the Holstein
model in d = 3 is not qualitatively different from the phase
diagram in d = 2 (this assumption is supported by Fig. 3
which shows qualitatively similar RG flows in d = 3 and d =
2), we propose that in three dimensions the phase diagram
of the Holstein model as a function of the electron-phonon
coupling λ0 and the adiabatic ratio ω0/εF has for fixed, but
not too small, densities the form sketched in Fig. 6. Here all
phase boundaries are first order and the intersection of the
three phase boundaries is not a critical point but a triple point
because for d � 3 our RG analysis rules out a critical point
with a divergent uniform compressibility.

However, for d > 3 we expect that the intersection of the
three phase boundaries in Fig. 6 becomes a critical point.
The critical behavior close to this point is then controlled by
one of the Pomeranchuk fixed points discussed above. The
phase boundary between the FL and the PS phase is still first
order, because we know that both the adiabatic ratio ω0/εF

and the electron-phonon coupling λ0 have to be fine-tuned to
obtain criticality. The nature of the other phase boundaries
remains to be investigated, but this is beyond the scope of this
work.

IV. SUMMARY AND CONCLUSIONS

In this work we have presented evidence that in dimensions
d > 3 the Holstein model exhibits a quantum critical point

associated with a Pomeranchuk instability. The underlying
critical RG fixed point is ultraviolet stable and can only be
realized if both the dimensionless electron-phonon coupling
λ0 and the adiabatic ratio ω0/εF are fine-tuned. This fixed
point is closely related to the well-known ultraviolet-stable
fixed point of φ3-theory above six dimensions; the dynamic
exponent z = 3 reduces the relevant critical dimension from
six to three. Note that the bare value of the relevant three-point
vertex in our effective phonon action is proportional to the
third power λ3

0 of dimensionless electron-phonon coupling so
that second-order perturbation theory in λ0 is not sufficient to
detect the singularities associated with the dominant critical
fluctuations. Our result that for d � 3 the RG flow of Holstein

FIG. 6. Schematic ground state phase diagram of the Holstein
model in d = 3 in the plane spanned by the electron-phonon coupling
λ0 and the adiabatic ratio ω0/εF for fixed but not too small densities.
We have ignored a possible superfluid phase, assuming that the weak-
coupling phase is a normal Fermi liquid (FL). In the adiabatic regime
ω0/εF � 1 we expect a first-order transition to a phase-separated
(PS) inhomogeneous state when λ0 exceeds a certain threshold of
order unity. However, in the antiadiabatic regime ω0/εF � 1 there
is a first-order transition to a state with charge-density-wave (CDW)
order. In d � 3 the intersection of the three phase boundaries (red
dot) is a noncritical triple point. For d > 3 the triple point transforms
into a critical point while the phase boundary between the FL and the
PS phases remains first order.
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model does not have a nontrivial fixed point associated with a
Pomeranchuk instability does not exclude the possibility that
the phase diagram contains regimes where the state of the
system exhibits phase separation. However, the transitions to
this state must be first order. By combining our RG analysis
with numerical results for the phase diagram of the two-
dimensional Holstein model by other authors [4,6–8,10] we
propose the schematic phase diagram of the Holstein model
shown in Fig. 6.

For our calculation of the compressibility we have used
the exact Ward identity (1.6) to express the compressibility in
terms of the renormalized phonon frequency of the Holstein
model. For our purpose, it is therefore sufficient to analyze
the effective phonon action Seff [X ] defined in Eq. (2.11). Un-
fortunately, the renormalized electron-phonon vertex cannot
be calculated within this approach so that we cannot make
statements about the validity of Migdal’s theorem close the
Pomeranchuk instability. In principle our FRG approach can
be generalized to obtain also flow equations for the electron-
phonon vertices, but this is beyond the scope of this work.

Finally, let us comment on the significance of our finding
that the Pomeranchuk fixed points of the Holstein model in
d > 3 are ultraviolet stable. RG fixed points with this property
are crucial to define a well-defined continuum limit in pertur-
batively nonrenormalizable field theories. If these fixed points
are non-Gaussian, the theory is called asymptotically safe, a
prominent candidate being quantum gravity [44], where evi-
dence for the existence of a nontrivial ultraviolet-stable fixed
point has been obtained by means of FRG methods [21,45]. In
this sense, the effective phonon action of the Holstein model
in d > 3 defines an asymptotically save field theory. However,
for d � 3 the ultraviolet-stable fixed point of the Holstein
model is Gaussian so that the interaction vanishes at the fixed
point (asymptotic freedom). Of course, the effective phonon
action of the Holstein model has an intrinsic ultraviolet cutoff
given by q0 defined in Eq. (3.29), but for all RG trajectories
which emanate from the UV-stable fixed points the UV cutoff
can be removed without affecting any physical observables.
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APPENDIX A: DYSON-SCHWINGER EQUATIONS AND
WARD IDENTITIES FOR THE HOLSTEIN MODEL

The renormalized phonon frequency in the Holstein model
is related to the compressibility via the Ward identity (1.6)
which is closely related to the well-known compressibility
sum rule [33,47,48]. The specific form of this Ward identity
for the Holstein model apparently cannot be found in the
literature. In this Appendix we therefore give a self-contained
derivation of Eq. (1.6) and related Ward identities using func-
tional methods.

1. Dyson-Schwinger equations

To begin with, we derive Dyson-Schwinger equations (also
called skeleton equations) for the Holstein model, relating
correlation functions of different order. Therefore, we follow
the method outlined in Refs. [19,49]. Consider the generat-
ing functional of the Euclidean correlation functions of the
Holstein model,

G[η̄, η, J] =
∫

D[c̄, c, X ]e−S+(η̄,c)+(c̄,η)+(J,X ), (A1)

where η̄ and η are Grassmann sources, J is a bosonic source
field, and we have used the abbreviations

(η̄, c) + (c̄, η) =
∫

K
(η̄K cK + c̄KηK ), (A2)

(J, X ) =
∫

Q
J−QXQ. (A3)

The Euclidean bare action S[c̄, c, X ] of the Holstein model
is given in Eq. (2.1). Using the invariance of the functional
integral in Eq. (A1) with respect to infinitesimal shifts in the
integration variables we obtain the functional equations

(
J−Q − D−1

0 (Q)
δ

δJQ

)
G − ζγ0

∫
K

δ2G
δηK+Qδη̄K

= 0,

(A4a)(
ζ η̄K − Ḡ−1

0 (K )
δ

δηK

)
G − γ0

∫
Q

δ2G
δηK+QδJ−Q

= 0,

(A4b)(
ηK − Ḡ−1

0 (K )
δ

δη̄K

)
G − γ0

∫
Q

δ2G
δη̄K−QδJ−Q

= 0,

(A4c)

where Ḡ0(K ) = −G0(K ) and we have introduced the
fermionic statistics factor ζ = −1. Next, we express the above
Dyson Schwinger equations in terms of the generating func-
tional of connected correlation functions

Gc[η̄, η, J] = ln G[η̄, η, J], (A5)

and its subtracted Legendre transform

�[ψ̄, ψ, φ] = (η̄, ψ ) + (ψ̄, η) + (J, φ) − Gc[η̄, η, J]

−
∫

K
Ḡ−1

0 (K )ψ̄KψK − 1

2

∫
Q

D−1
0 (Q)φ−QφQ,

(A6)

where on the right-hand side the sources should be expressed
in terms of the field expectation values by inverting the
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relations

δGc

δη̄K
= ψK = 〈cK〉, (A7a)

δGc

δηK
= ζ ψ̄K = ζ 〈c̄K 〉, (A7b)

δGc

δJ−Q
= φQ = 〈XQ〉. (A7c)

Note that by construction

δ�

δψ̄K
+ Ḡ−1

0 (K )ψK = ηK , (A8a)

δ�

δψK
+ ζ Ḡ−1

0 (K )ψ̄K = ζ η̄K , (A8b)

δ�

δφ−Q
+ D−1

0 (Q)φQ = JQ. (A8c)

The Dyson-Schwinger equations (A4) then reduce to

δ�

δφQ
− γ0

∫
K

(
ψ̄K+QψK + δ2Gc

δη̄KδηK+Q

)
= 0, (A9a)

δ�

δψK
− γ0

∫
Q

(
ζ ψ̄K+QφQ + δ2Gc

δηK+QδJ−Q

)
= 0, (A9b)

δ�

δψ̄K
− γ0

∫
Q

(
ψK−QφQ + δ2Gc

δη̄K−QδJ−Q

)
= 0. (A9c)

By taking successive derivatives of Eqs. (A9) with respect
to the field expectation values and then setting the sources
equal to zero we obtain an infinite set of Dyson-Schwinger
equations for the irreducible vertices.

First of all, let us consider Eq. (A9a) for vanishing sources,
taking into account that for finite density the expectation
value φQ of the phonon field has a finite limit φ0

Q. Here the
superscript means that φ0

Q = 〈XQ〉 is calculated for vanishing
sources η = η̄ = J = 0. Using Eq. (A8c) we obtain

D−1
0 (−Q)φ0

−Q = −γ0

∫
K

δ2Gc

δη̄KδηK+Q

∣∣∣∣
η=η̄=J=0

= −γ0δ(Q)
∫

K
G(K ). (A10)

The integral
∫

K G(K ) = ρ can be identified with the exact
electronic density of the system so that we can write

φ0
Q = δ(Q)φ0, φ0 = − γ0

ω2
0

ρ. (A11)

We conclude that for any finite electronic density the phonon
displacement field of the Holstein model has a finite expecta-
tion value.

Next, we derive the Dyson-Schwinger equation for
the electronic self-energy. Applying δ

δψ ′
K

to both sides of
Eq. (A9c) and then setting all sources equal to zero gives

δ(K − K ′)�(K ) = γ0φ
0
K−K ′ + γ0

∫
Q

δ3Gc

δψK ′δη̄K−QδJ−Q

∣∣∣∣
η=η̄=J=0

.

(A12)

The last term can be expressed in terms of irreducible vertices
as follows [19,49]:

δ3Gc

δψK ′δη̄K−QδJ−Q

∣∣∣∣
η=η̄=J=0

= δ(K − K ′)G(K − Q)�c̄cϕ (K − Q, K,−Q)D(−Q),

(A13)

where the three-legged vertex �c̄cϕ (K + Q, K, Q) is defined
by expanding the functional �[ψ̄, ψ, φ] around φ = φ0, i.e.,

�[ψ̄, ψ, φ0 + ϕ]

= �[0, 0, φ0] − γ0ρϕQ=0

+
∫

K
�(K )ψ̄KψK + 1

2

∫
Q

(Q)ϕ−QϕQ

+
∫

K

∫
Q

�c̄cϕ (K + Q, K, Q)ψ̄K+QψKϕQ + · · · . (A14)

Note that the vertex expansion of the Legendre transform

L[ψ̄, ψ, φ] = (η̄, ψ ) + (ψ̄, η) + (J, φ) − Gc[η̄, η, J]

= �[ψ̄, ψ, φ] +
∫

K
Ḡ−1

0 (K )ψ̄KψK

+ 1

2

∫
Q

D−1
0 (Q)φ−QφQ (A15)

does not have a linear term,

L[ψ̄, ψ, φ0 + ϕ]

= L[0, 0, φ0] −
∫

K
G−1(K )ψ̄KψK + 1

2

∫
Q

D−1(Q)ϕ−QϕQ

+
∫

K

∫
Q

�c̄cϕ (K + Q, K, Q)ψ̄K+QψKϕQ + · · · . (A16)

Here the exact electron and phonon propagators can be ex-
pressed via the corresponding self-energies �(K ) and (Q)
via the Dyson equations

G(K ) = 1

iω − εk + μ − �(K )
, (A17)

D(Q) = 1

ω̄2 + ω2
0 + (Q)

. (A18)

The Dyson-Schwinger equation for the electronic self-energy
can then be written as

�(K ) = γ0φ
0 + γ0

∫
Q

D(Q)G(K + Q)�c̄cϕ (K + Q, K, Q),

(A19)

which is shown diagrammatically in Fig. 7(a). The first term

�ρ = γ0φ
0 = −γ 2

0 D0(0)ρ = −γ 2
0

ω2
0

ρ (A20)

can be identified with the sum of all tadpole contributions to
the irreducible electronic self-energy. To leading order in the
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FIG. 7. Diagrammatic representation of Dyson-Schwinger equa-
tions for the Holstein model: (a) electronic self-energy, (b) phonon
self-energy, and (c) electron-phonon vertex (represented by a green
triangle). The solid arrows represent the exact electron propagator
G(K ) and the thick wavy lines represent the exact phonon propa-
gator D(Q). The thin wavy line in the tadpole contribution to the
electronic self-energy represents the bare static phonon propagator
D0(0) = 1/ω2

0. The bare phonon vertex γ0 is represented by a black
dot and the irreducible fermionic two-body interaction �c̄c̄cc(K +
Q, K ′, K ′ + Q, K ) is represented by a blue square.

interaction, this is the Hartree correction. The negative sign of
the Hartree self-energy can be simply understood from the fact
the effective interaction between the electrons mediated by the
phonons is attractive for small momentum and energy trans-
fers. To see this, we integrate the exponentiated Euclidean
action e−S over the phonon field to obtain that the effective
electronic action of the Holstein model, given in Eq. (3.50),
has an attractive two-body interaction −γ 2

0 D0(0) = −γ 2
0 /ω2

0
in the limit of vanishing energy-momentum transfer Q = 0.

Next, by taking the derivative δ
δφ−Q

of Eq. (A9a) and then
taking the limit of vanishing sources we obtain the Dyson-
Schwinger equation for the phonon self-energy,

(Q) = γ0

∫
K

G(K )G(K + Q)�c̄cϕ (K + Q, K, Q), (A21)

which is shown diagrammatically in Fig. 7(b). Finally, ap-
plying δ2

δψ̄K+QδψK
to both sides of Eq. (A9a) and then setting

the sources equal to zero we obtain the Dyson-Schwinger
equation for the electron-phonon vertex

�c̄cϕ (K + Q, K, Q)

= γ0 + γ0

∫
K ′

G(K ′)G(K ′ + Q)

×{�c̄c̄cc(K + Q, K ′, K ′ + Q, K )

+�c̄cϕ (K + Q, K ′ + Q, K − K ′)D(K ′ − K )

×�c̄cϕ (K ′, K, K ′ − K )}, (A22)

which is shown diagrammatically in Fig. 7(c). Here �c̄c̄cc(K +
Q, K ′, K ′ + Q, K ) is the effective two-body interaction be-
tween the fermions which is irreducible with respect to cutting
a single electron line or a single phonon line.

2. Ward identities

We now show that for Q = 0 the phonon self-energy can
be expressed in terms of the compressibility ∂ρ/∂μ via the
Ward identity

(0) = −
γ 2

0
∂ρ

∂μ

1 + γ 2
0

ω2
0

∂ρ

∂μ

. (A23)

For Q = 0 this implies that the inverse phonon propagator is
given by

D−1(0) ≡ ω̃2
0 = ω2

0 + (0) = ω2
0

1 + γ 2
0

ω2
0

∂ρ

∂μ

, (A24)

which is the Ward identity (1.6). Note that thermodynamic
stability implies that the compressibility is nonnegative so
that D−1(0) � 0. The identities (A23) and (A24) imply that
the phonon self-energy (0) of the Holstein model is strictly
negative as long as the normal state is thermodynamically
stable. At the same time the renormalized phonon energy is
strictly positive and vanishes only when the compressibility
diverges.

The identity (A23) is closely related to the fact that for
Q = 0 (more precisely: in the so-called q-limit where we
first set ω̄ = 0 and then take the limit q → 0) the exact
electron-phonon vertex �c̄cϕ (K, K, 0) satisfies the following
Ward identity,

�c̄cϕ (K, K, 0)

γ0
=

1 − ∂�(K )
∂μ

1 − ∂�ρ

∂μ

=
1 − ∂�(K )

∂μ

1 + γ 2
0

ω2
0

∂ρ

∂μ

. (A25)

Note that if we approximate the self-energy �(K ) by its
tadpole contribution �ρ the vertex �c̄cϕ (K, K, 0) is not renor-
malized.

To prove the Ward identity (A25), we use the exact FRG
flow equation for the fermionic self-energy in the chemical
potential cutoff scheme [50], which for the Holstein model is
given by

∂�(K )

∂μ
= �c̄cϕ (K, K, 0)

∂φ0

∂μ
− I (K ), (A26)

with

I (K ) =
∫

K ′
G2(K ′){�c̄c̄cc(K, K ′, K ′, K ) + �c̄cϕ (K, K ′, K

−K ′)D(K ′ − K )�c̄cϕ (K ′, K, K ′ − K )}. (A27)

However, for Q = 0 the Dyson-Schwinger equation (A22) for
the electron-phonon vertex can be written as

�c̄cϕ (K, K, 0) = γ0 + γ0I (K ). (A28)

Using this to eliminate I (K ) in the flow equation (A26) we
obtain

�c̄cϕ (K, K, 0) = γ0 + γ0

[
�c̄cϕ (K, K, 0)

∂φ0

∂μ
− ∂�(K )

∂μ

]
.

(A29)

Solving for �c̄cϕ (K, K, 0) and noting that γ0φ
0 = �ρ we

obtain the Ward identity (A25). This identity implies the so-
called compressibility sum rule [33], which for the Holstein
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model has the form

∂ρ

∂μ
≡ ∂

∂μ

∫
K

G(K ) = �(0)

1 − γ 2
0 D0(0)�(0)

, (A30)

where �(0) = limq→0 �(q, iω = 0) is the so-called q-limit
of the irreducible polarization �(Q). The latter satisfies the
Dyson-Schwinger equation

�(Q) = −γ −1
0

∫
K

G(K )G(K + Q)�c̄cϕ (K + Q, K, Q)

(A31)
and is related to the phonon self-energy via

(Q) = −γ 2
0 �(Q). (A32)

Setting Q = 0 in the Dyson-Schwinger equation (A31) and
substituting the result into Eq. (A30) we then obtain

∂ρ

∂μ
= −

∫
K

(
1 − ∂�(K )

∂μ

)
G2(K )

= −
(

1 − ∂�ρ

∂μ

)
1

γ0

∫
K

�c̄cϕ (K, K, 0)G2(K ). (A33)

The Ward identity (A25) guarantees that this relation is indeed
satisfied. By inverting the chain of identities leading from
Eq. (A30) to Eq. (A33), we conclude that our Ward identity
(A25) is equivalent to the compressibility sum rule (A30).

Finally, to proof the Ward identity (A23), we multiply both
sides of Eq. (A30) by γ 2

0 D0(0) and use the fact that �ρ =
−γ 2

0 D0(0)ρ is the tadpole contribution to the electronic self-
energy. We then obtain

−γ 2
0 D0(0)�(0) =

∂�ρ

∂μ

1 − ∂�ρ

∂μ

, (A34)

which can also be written as

1 − γ 2
0 D0(0)�(0) = 1

1 − ∂�ρ

∂μ

, (A35)

and implies

(0) = ω2
0

∂�ρ

∂μ

1 − ∂�ρ

∂μ

, (A36)

which is equivalent with Eq. (A23). Note that with the help
of Eq. (A35) the Ward identity (A25) for the electron-phonon
vertex can alternatively be written as

�c̄cϕ (K, K, 0)

γ0
=

[
1 − γ 2

0

ω2
0

�(0)

][
1 − ∂�(K )

∂μ

]

= ω̃2
0

ω2
0

[
1 − ∂�(K )

∂μ

]
. (A37)

This identity expresses the electron-phonon vertex at vanish-
ing phonon momentum and energy in terms of the square
of renormalized phonon frequency ω̃2

0 = ω2
0 + (0) and the

derivative of the electronic self-energy with respect to the
chemical potential.

APPENDIX B: SYMMETRIZED CLOSED FERMION
LOOPS

The vertices in the effective phonon action Seff [X ] defined
in Eq. (2.15) can be expressed in terms of the symmetrized
closed fermion loops L(n)

S (Q1, . . . , Qn) as given by Eq. (2.18).
The symmetrized closed fermion n-loop is defined by

L(n)
S (Q1, . . . , Qn) = 1

n!

∑
P(1,...,n)

L(n)(QP(1), . . . , QP(n) ), (B1)

where the sum is over the n! permutations of the labels
and L(n)(Q1, . . . , Qn) is the corresponding nonsymmetrized
loop. To define the latter, we introduce shifted labels Q̄ j =∑ j−1

i=1 Qi, i.e.,

Q̄1 = 0,

Q̄2 = Q1,

Q̄3 = Q1 + Q2, (B2)
...

Q̄n = Q1 + · · · + Qn−1.

The nonsymmetrized loop can then be written as

L(n)(Q1, . . . , Qn) = L̄(n)(Q̄1, . . . , Q̄n), (B3)

with

L̄(n)(Q̄1, . . . , Q̄n) =
∫

K

n∏
i=1

G0(K − Q̄i )

=
∫

k
T

∑
ω

G0(K − Q̄1) · · · G0(K − Q̄n). (B4)

Here
∫

K = ∫
k T

∑
ω and

∫
k = ∫

dd k
(2π )d denotes the

d-dimensional momentum integration. If we set all external
momenta equal to zero, then we obtain [51]

L̄(n)(0, . . . , 0) =
∫

K
[G0(K )]n = 1

(n − 1)!

∂n−1ρ0(μ)

∂μn−1
, (B5)

where

ρ0(μ) =
∫

K
G0(K ) =

∫
dd k

(2π )d

1

eβ(εk−μ) + 1
(B6)

is the density of noninteracting electrons as a function of the
chemical potential. In particular, at zero temperature

L̄(2)(0, 0) = −ν(μ), (B7)

L̄(3)(0, 0, 0) = 1

2

∂ν(μ)

∂μ
, (B8)

...

L̄(n)(0, . . . , 0) = (−1)n−1

(n − 1)!

∂n−2ν(μ)

∂μn−2
, (B9)

where

ν(μ) =
∫

dd k

(2π )d
δ(μ − εk) (B10)

is the density of states at the chemical potential.
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