
PHYSICAL REVIEW B 105, 195205 (2022)

Dielectric-dependent hybrid functional calculations on the electronic band gap
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This paper is a computational investigation of the electronic band gap and optical properties of SnS2 and 3d-
series transition metal doped SnS2 systems. The SnS2 crystal is a nonmagnetic indirect band gap semiconductor
both in bulk and in the monolayer limit. The transition metal substitution at Sn site induces magnetism inside the
crystal. Therefore studying its doping by 3d-series transition metals is essential from an application perspective.
We use the dielectric-dependent hybrid functionals of ab initio calculations for computing the electronic band
gap. The dielectric-dependent hybrid computations rely on the electronic static dielectric constant. In these
calculations, we iteratively update the dielectric constant and exchange parameter from one another until the
convergence. As a result, we present a range of possible band gap values. Specifically, we determine the lower
and upper bounds of possible experimental band gap values for all these doped systems. Further, we explore the
optical properties of each doped system in the monolayer and bulk forms. We discuss the absorption spectra,
optical constants, and exciton binding energy of all the doped systems. We conclude that the transition metal
doped SnS2 is a good candidate for optoelectronic device applications.
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I. INTRODUCTION

Layered metal dichalcogenides (LMDs) are found in nature
as bulk crystals with van der Waals interactions connecting the
layers. These are promising materials for field effect devices,
memory devices, and energy storage, etc. Monolayers of them
can be extracted via experimental techniques. The first mono-
layer to be produced experimentally is graphene [1]. Other
layered materials of the form MX2, where M = Ti, Hf, Zr and
X = S, Se, Te [2–11] as well as the transition metal (TM)
dichalcogenides MoS2 [12–15], WS2 [16,17], WSe2 [18,19],
and NbS2 [20], are exceedingly promising materials due to
their applications in electrical, optical, and magnetic fields.

As a metal dichalcogenide, SnS2 originates from the MX2

or CdI2 crystal type [21]. The chemical stability of SnS2

crystal makes it a nontoxic, nonflammable, affordable, and
earth-abundant material that can resist water and air. The
layered structure of SnS2 allows one to synthesize it in a
single layer. The single layer provides a large surface area for
solar energy absorption and active sites for chemical reactions.
The optical properties of the SnS2 crystal are well studied.
Also SnS2 is an earth-abundant visible-light photocatalyst
[22], making it a good candidate for Li-ion battery electrode
[23,24], gas sensors [25], and field emitters [26]. The exfoli-
ated nanomembranes of SnS2 exhibit a high FET on/off ratio
exceeding 2 × 106 and a carrier mobility of ∼1 cm2V − 1s−1

[27]. High-performance top-gated field-effect transistor along
with the integrated logic circuits have been fabricated [28] in
2013, using monolayer SnS2 crystals. Thus, SnS2 will be a top
candidate for next-generation electronic gadgets.

SnS2 shows n-type electrical conductivity with a maxi-
mum dark value of 1.3 × 10−2cm−1, and activation energy of

0.14 eV with a wide band gap of 2.3 eV [29]. Thus a complete
solar cell structure is built using SnS2 crystal [29]. These
findings imply that SnS2, a layered semiconductor with a wide
band gap, will be a nanoelectronic basis material, particularly
as a supplement to graphene-based materials with very small
or no band gap. SnS2 is an indirect gap semiconductor in bulk
and the monolayer limit, with a wide band gap of 2.2–2.43 eV.
Therefore, a band gap narrowing process is required for appli-
cations such as solar cells. Narrowing it to nearly 1.5 eV and
then maintaining the higher absorption coefficient is essential
[30–32]. Attempts are made using defect engineering [33–36]
and impurity doping [37,38] for reducing the band gap. Tran-
sition metal doping of the SnS2 crystal in monolayer or bulk
environments make its band gap fall below the band gap of
pristine SnS2 crystal.

Electronic properties of materials profoundly influence
electronic, optoelectronic, and spintronic device applications.
However, predicting electronic properties accurately with
theoretical methods is a complex problem. Theoretical pre-
dictions do not match the experimental values very well. Thus
computational methods play a major role.

In this regard, density functional theory [39] (DFT) is
one of the popular methodologies that provides a good
balance between accuracy and computation efficiency. The
electronic band gap calculations using DFT involve exchange-
correlation functionals such as local density approximation
(LDA) [40], semilocal generalized gradient approximation
(GGA) [41], and hybrid functionals [42–44]. Among these
functionals, hybrid functionals are highly accurate [45,46].
They are the refined approximations to the exchange-
correlation energy functional. In these hybrid approxima-
tions, part of the exact exchange is derived using the
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Hartree-Fock theory, and the rest by density functional ap-
proximations (DFA). Hybrid functionals are classified using
the Hartree-Fock exchange admixtures. They are short-range,
long-range, or full-range separation. The effective nonlocal
potential in the generalized Kohn-Sham formalism [47–49] is
determined by

vGKS = vH (r) + vxc(r, r′) + vext (r), (1)

where vH is the Hartree potential, vxc is the exchange-
correlation potential, and vext is the external potential of the
nuclei. Also vxc can be expressed as

vxc = vHF
x + vDFA

x + vc(r), (2)

where vHF
x and vDFA

x represent the exact exchange potentials
corresponding to the Hartree-Fock and density functional ap-
proximations, respectively. vc(r) is the correlation potential.

vHF
x = vSR−HF

x + vLR−HF
x , (3)

vDFA
x = vSR−DFA

x + vLR−DFA
x . (4)

The terms represent the short-range and long-range part of the
exact exchange potentials corresponding to the Hartree-Fock
and the density functional approximations.

vxc = αvSR−HF
x (r, r′; ω) + (1 − α)vSR−DFA

x (r; ω)

+ βvLR−HF
x (r, r′; ω) + (1 − β )vLR−DFA

x (r; ω)

+ vc(r), (5)

where α and β are mixing parameters for short-range and
long-range exchange potentials. ω is the range separation
parameter that separates the short-range and the long-range
Hartree-Fock exchange potentials. Hartree-Fock exchange po-
tentials are expressed as [50,51]

vLR−HF
x (r, r′; ω) = −

Nocc∑
i=1

φi(r)φ∗
i (r′)

er f (ω|r − r′|)
|r − r′| , (6)

vSR−HF
x (r, r′; ω) = −

Nocc∑
i=1

φi(r)φ∗
i (r′)

er f c(ω|r − r′|)
|r − r′| . (7)

Here φi are single-particle occupied electronic orbitals,
er f and er f c are error function and complimentary er-
ror functions, respectively. The Coulomb potential [42] is
expressed as

1

|r − r′| = er f c(ω|r − r′|)
|r − r′| + er f (ω|r − r′|)

|r − r′| . (8)

With a fixed mixing parameter, α and β the hybrids are called
global-hybrid functionals. The hybrid functionals where the
mixing parameter changes with material-dependent properties
are known as local hybrid functionals.

When β = 0, the equation (5) becomes

vxc(r) = αvSR−HF
x (r, r′; ω) + (1 − α)vSR−DFA

x (r; ω)

+ vLR−DFA
x (r; ω) + vc(r). (9)

These are the short-range hybrid functionals, e.g., HSE06
[52–54], here α = 0.25 and ω = 0.11 bohr−1. When β �= 0,
then these are the long-range hybrid functionals, e.g., CAM-
B3LYP functionals [55,56] where β = 0.65, α = 0.19, ω =

0.33 bohr−1. The full-range hybrid functionals are with α =
β. For full-range hybrid functionals we have,

vxc(r) = αvSR−HF
x (r, r′; ω) + (1 − α)vSR−DFA

x (r; ω)

+ αvLR−HF
x (r, r′; ω) + (1 − α)vLR−DFA

x (r; ω)

+ vc(r), (10)

vxc(r) = α
[
vSR−HF

x (r, r′; ω) + vLR−HF
x (r, r′; ω)

]
+ (1 − α)

[
vSR−DFA

x (r; ω) + vLR−DFA
x (r; ω)

]
+ vc(r), (11)

vxc(r) = αvHF
x (r, r′) + (1 − α)vDFA

x (r) + vc(r). (12)

In our calculation, DFA refers to PBE functional. For the full-
range hybrid functionals such as PBE0 [57] we have α = 0.25.
These hybrid functionals are known for their remarkable accu-
racy in predicting the band gap of bulk and two-dimensional
(2D) materials comparable with experimental values. How-
ever, they are computationally expensive.

The electronic dielectric constant, εs is known to be a
reliable screening parameter for understanding the exact ex-
change potential in nonmetallic systems. Marques et al. [58],
Shimazaki and Asai [51,59–61], and Refacly-Abramson [62]
reported that the electronic static dielectric constant of a
nonmetallic system represents the effective screening of the
exact-exchange potential, vscreened

x . Shimazaki and Asai cal-
culated the band structure of Diamond using the screened
Fock exchange method [63] in which they have utilized the
Bechstedt model [64] for dielectric function and simplified it
in the form of screened Fock exchange,

vscreened
x =

(
1 − 1

εs

)[
v

er f c
SR−X

] + 1

εs
vFock

x . (13)

They have calculated the band gap of Diamond using the
self-consistent screened Hartree-Fock exact exchange poten-
tial, which is in agreement with the experiment. Nevertheless,
exactly how much exchange rate was involved in their calcu-
lation is not specified.

In a semiconductor system, the static dielectric constant,
ε∞ facilitates effective screening. Marques [58] et al. reported
that the static dielectric constant calculated using the PBE
functional, εPBE

∞ could be related to the mixing parameter of
the full-range hybrid functional as

α = 1

εPBE∞
. (14)

On the other hand using self-consistent scheme, Shimazaki
and Asai [65,66] evaluated the relation

α = 1

ε∞
, (15)

for both short-range and full-range screened hybrid func-
tionals. Koller et al. [67] reported that in self-consistent
short-range hybrid functionals the mixing parameter is in-
versely proportional to the static dielectric constant of the
system. In recent publications, several authors have proposed
introducing α as an adjustable parameter into solids to repro-
duce the experimental band gap [68–72].
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In our computations, initially, the self-consistency loop is
triggered by a guess for α, which ranges between 0 and 1;
the estimate determines the exact amount of exchange in-
cluded in the exchange-correlation potential expression. In
this dielectric-dependent hybrid functional (DDHF) calcula-
tion, the static dielectric constant is calculated with HSE06
and PBE0 functionals based on the initial guess of α as
25%. In the first iteration of HSE06 and PBE0 calculation,
exchange parameter is α = 25%. The inverse of the static
dielectric constant calculated in the first iteration is taken as
the exchange parameter for the next iteration. These steps
are repeated until the static dielectric constant, and hence
the band gap converges. Convergence is reached when the
consecutive difference between the calculated static dielec-
tric constant, ε∞ < 0.01. When the static dielectric constant
converges, the band gap also converges. These self-consistent
HSE06 and PBE0 calculations are performed to find the
band gap of bulk and monolayer SnS2 and all the transi-
tion metal-doped systems. We also use the inverse of the
static dielectric constant obtained by the PBE functional to
do a one-run hybrid functional computation to estimate the
band gap.

II. COMPUTATIONAL DETAILS

First principles calculations [73] are performed by us-
ing Vienna ab initio simulation package (VASP) [74,75]. The
electron-ion interactions in these calculations were carried by
projector augmented wave (PAW) [76,77] pseudopotentials.
Since SnS2 is a layered van der Waals material, the van der
Waals interaction is involved in the DFT calculation.

The bulk and ML-SnS2 crystals are relaxed using Perdew,
Burke, and Enzerhof (PBE) generalized gradient approxima-
tion (GGA) [41] with D3 [78], optB86b [79] vdw functions
to calculate the ground-state lattice parameters, respectively.
While doing the calculations, atomic positions are optimized
using the conjugate-gradient method with a force convergence
criterion of 10−3 eV/Å and a tight energy convergence cri-
terion of 1 × 10−8 eV. Cutoff energy of 400 eV is used.
The Brillouin zone sampling of bulk and ML-SnS2 was em-
ployed by Monkhorst-Pack [80] k grid of size 21×21×13
and 21×21×1, respectively. The electronic band gap values
are estimated using the short-range, i.e., Heyd-Scuseria-
Ernzerhof (HSE06) [52–54] and full-range, i.e., PBE0 [44]
screened hybrid functionals with 25% exchange for the initial
guess. A supercell of size 2×2×1 is considered. One of the
Sn atoms is replaced by each transition metal atom. The top
view of the supercell doped with the transition metal atom is
shown in Fig. 1. A self-consistent hybrid scheme is used for
calculating the electronic part of the static dielectric constant.
Each time, a fraction of the exact exchange of screened hybrid
functional is calculated by the inverse of ε∞. In this calcula-
tion, the LOPTICS tag in VASP employs the Kramers-Kronig
transformation to separate the real part of the frequency-
dependent dielectric function. The static dielectric constant
is calculated using this code, and the local field effects are
neglected to reduce the computational cost.

For bulk systems, the average of the dielectric constants
along the x, y, and z axes is considered. For monolayers the

FIG. 1. Top view of SnS2 crystal doped with transition metal
atom. Blue, yellow, and red balls represent Sn, S, and transition metal
atom, respectively.

dielectric constant is calculated using the relation

ε2D = 1
3 (2ε2D,‖ + ε2D,⊥) (16)

by eliminating the vacuum contribution. Where ε2D,‖ and
ε2D,⊥ are the in-plane and out-of-plane dielectric constants of
the proper 2D material. It is taken from the simple capacitor
combinations of series and parallel connections of the slab-
vacuum model proposed in Ref. [81].

III. RESULTS AND DISCUSSION

A. Structural stability

It is important to calculate the formation energy of each
transition metal doped SnS2 both in the bulk and monolayer
form to explore the stability of the systems. The formation
energy of the TM-doped systems are calculated using the
relation [82,83],

Eform = Edoped − Epristine − nμTM + nμSn. (17)

Here Edoped and Epristine are the energies of transition metal
doped and pristine systems, respectively. n is the number of
Sn atoms replaced with transition metal atom. μTM and μSn

are the chemical potentials of the transition metal and Sn
atom, respectively. For the pristine SnS2 crystal the chemical
potentials of Sn and S should satisfy [84]

μSn + 2μS = �E f (SnS2), (18)

where �E f (SnS2) is the enthalpy of formation of SnS2. For-
mation energy of such reaction is given by [85],

Eform(SnS2) = μSnS2 − μSn,bulk − 2μS,bulk, (19)

where μ(SnS2) is the energy per unit cell of the SnS2 crystal.
μSn,bulk and μS,bulk are the energy per atom of the bulk Sn
and bulk S crystal structure. The formation energy of bulk
and ML SnS2 are calculated as −1.48 and −0.95 eV/atom,
respectively. Several thermodynamic constraints are applied
to the chemical potentials to avoid the formation of elemental
phases (Sn, S, and TM atom) and the secondary phases by TM
atom with S atom [84]. The constraints applied to the chemical
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FIG. 2. Formation energy of transition metal doped bulk and
ML-SnS2.

potentials are [84],

μSn < 0, μS < 0, μTM < 0, (20)

nμTM + mμS � �E f (T MnSm), (21)

where �E f (T MnSm) is the enthalpy of formation for the sec-
ondary phase T MnSm. The chemical potentials of TM atoms
are calculated using the equations (20) and (21). The sec-
ondary phases constraining the TM atom chemical potentials
are given in the Supplemental Material [86]. Since SnS2 has
two types of atoms Sn and S, we need to find the formation
energies both in Sn-rich (S-poor) and Sn-poor (S-rich) exper-
imental growth conditions. These conditions are based on the
chemical potentials of the individual atoms. In Sn-rich and
Sn-poor conditions μSn is given by [85],

μSn−rich
Sn = μSn,bulk, (22)

μ
Sn−poor
Sn = μSn,bulk + �E f (SnS2). (23)

The maximum allowed chemical potential of TM atom is
considered to calculate the formation energy of each doped
system in Sn-rich and Sn-poor conditions [84]. All the po-
tential secondary phases of TM atoms and bulk phases of Sn
and S atoms are taken from Materials Project [87], and their
energies are calculated using VASP.

Figure 2 shows the formation energy of transition metal
doped bulk and ML-SnS2 in the Sn-rich and Sn-poor con-
ditions. Here the green line (Sn-poor) falls below the red
(Sn-rich) line. This indicates the lower formation energy in
the Sn-poor (S-rich) condition than in Sn-rich (S-poor) condi-
tion in all the transition metal doped systems. Hence Sn-poor
(S-rich) condition is the favorable condition to incorporate
the transition metal atoms into SnS2 crystal. As a result, the
impurities Ti, V, Cr, Mn, Fe, Co, Ni, Cu, and Zn are compar-
atively easy to integrate into the SnS2 crystal at the Sn site in
Sn-poor (S-rich) condition. Therefore, further calculations are
performed based on substitutional doping at the Sn site by the
transition metal atom.

B. Electronic properties

Bulk SnS2 crystal is a 2H polytype, it has hexagonal crystal
structure with the space group of P3̄m1 [89,90,94]. The six
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FIG. 3. Orbital projected band structure of bulk SnS2 calculated
using HSE06 functional with 25% exchange.

sulfur ligand field octahedrally surrounds the central Sn atom
with Sn-S bond length of 2.60 Å. The calculated in-plane and
transverse lattice parameters using vdw-D3 functionals are
3.64 Å and 5.98 Å, respectively. These values are in agree-
ment with the other theoretical work [88] where a = 3.69 Å
and c = 5.98 Å. Note that the single-crystal XRD [89] also
has the parameters a = 3.649 Å and c = 5.899 Å. Monolayer
SnS2 crystallizes to the same space group whose top view and
side views are same as the bulk SnS2. The in-plane lattice
parameter is found to be 3.68 Å using PBE functional and
the Sn-S bond length is 2.59 Å. The band structure of pris-
tine bulk SnS2 is shown in Fig. 3. This shows, bulk SnS2

has indirect gap nature like bulk MoS2. In bulk MoS2, the
indirect gap appears due to the in-plane electronic transition.
This transition happens from valence band edge at 	 point to
conduction band edge between 	 and K point. In bulk-SnS2,
even though it is indirect, the valence band edge is near 	

point and conduction band edge is out of plane, at L point.
Valence band edge in bulk MoS2 emerges from out-of-

plane S-pz and Mo-dz2 orbitals, whereas conduction band edge
is from S-px, py, pz, and Mo-dxy, dx2−y2 , dz2 orbitals [95].
In bulk SnS2, valence band edge originates from the S-py

and S-px orbitals, conduction band edge is from Sn-s and
S-px orbitals. Near the Fermi level, valence bands are mostly
composed of S-px, py, pz orbitals with a small amount of Sn-s,
px, py, pz orbitals. The conduction bands are composed of Sn-s
and S-px, py, pz orbitals very near to the Fermi level. Sn-px,
py,pz orbitals influence the conduction band far from the Fermi
level. The fundamental (indirect) band gap calculated using
HSE06 functional with D3 and optB86 corrections are 2.22
and 2.35 eV, respectively, for the exchange fraction of α =
25%. They are in agreement with the various research works
shown in Table I. An experimental band gap value is 2.25 eV
[92], Greenaway and Nitsche showed the value 2.21 eV [21]
and Lokhande gave the value to be 2.35 eV [96]. Our band
gap values are comparable with these experimental values.
The direct gap calculated at L and M points is 2.66 eV and
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TABLE I. Relaxed lattice parameters (a, b, and c), Sn-S bond length dSn−S, direct E dir
g and indirect band gap E in

g , values of bulk and
monolayer SnS2 calculated using PBE, PBE-D3, and PBE-optB86b functionals, respectively. The HSE06 and PBE0 band gap values are
calculated using PBE (D3 and optB86b) relaxed lattice parameters.

PBE HSE06 PBE0
System a = b c dSn−S E in

g E dir
g E in

g E dir
g E in

g E dir
g

(Å) (Å) (Å) (eV) (eV) (eV) (eV) (eV) (eV)

BULK-SnS2 3.64 5.98 2.60 1.41 1.92[L] 2.22(D3) 2.66[L], 2.5[M] 2.83 3.36 [M]
(3.69) [88] (5.98) [88] (2.62) [88] 2.35(optB86b) (D3) (optB86b) (optB86b)
(3.649) [89] (5.899) [89] (2.18) [90] (2.07) [91] (2.88)[L] [91]

(2.28) [22] (2.56)[M] [22]
(2.25) [92] (2.61)[L] [90]

ML-SnS2 3.68 - 2.59 1.45 1.69[M] 2.43 2.64 [M] 3.11 3.41[M]
(3.68) [93] (2.59) [93] (2.41) [90] (2.68)[M] [90]

2.5 eV, respectively. The PBE0+optB86b functional gives the
gap of 2.83 eV. This is higher than the calculated theoretical
and experimental gaps.

In the case of monolayer MoS2, both valence band edge
and conduction band edge originate at the K point. This makes
it as direct gap semiconductor. In this case, valence band edge
is composed of Mo-dxy+dx2−y2, S-px+py orbitals and conduc-
tion band edge is of Mo-d2

z , S-px+py orbitals [95]. Similar
to MoS2, indirect to direct gap transition occurs from bulk to
monolayer limit in all of the transition metal dichalcogenides.
However, this phenomenon does not occur in the case of SnS2.
In monolayer SnS2, valence band edge originates near 	 point
from the S-px and S-py orbital, whereas conduction band edge
originates at M point from the Sn-s and S-px orbitals. This
makes it an indirect gap semiconductor. The band structure is
shown in Fig. 4. S-px, py orbitals dominate the valence bands
near Fermi level, with Sn-px, py and s orbitals contributing
only slightly. Sn-s, px, py orbitals make up the majority of
the conduction bands, with a little proportion of S-px, py

orbitals. The experimental band gap is 2.29 eV [97]. The
HSE06 functionals with α = 25% have shown the band gap of
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FIG. 4. Orbital projected band structure of monolayer SnS2 cal-
culated using HSE06 functional with 25% exchange.

2.43 eV. This is comparable with the other theoretical works
shown in Table I. But the band gap of 3.11 eV calculated
by PBE0 with α = 25% overestimates the other theoretical
and experimental band gap values. The direct gap calculated
at the M point using HSE06 is 2.64 eV. Bulk (2.35 eV) and
monolayer (2.43 eV) limit show that SnS2 has a wider band
gap compared to transition metal dichalcogenides. This is in
contrast with phosphorene [98,99], where the layer thickness
greatly influences the band gap.

C. Importance of DDHF calculation

The dielectric constant is equivalent to effective screen-
ing in semiconductor systems, as discussed in Sec. I. The
mixing parameter is inversely related to the static dielectric
constant in hybrid functionals. This fact is investigated for
a variety of materials [51,58–62,100]. Instead of randomly
choosing the exchange percentage value, the DDHF allows
one to manually calculate the value of the exchange pa-
rameter based on the inverse static dielectric constant. The
self-consistent steps performed by incorporating the exchange
parameters into hybrid functionals provide the band gap
values until convergence is reached. Band gap remains un-
changed when the dielectric constant and exchange parameter
converges. These iterations highlight how the band gap values
change depending on the dielectric constant of the system
and how it depends on the exchange parameter. In this sense,
DDHF is not only important in calculating the range of band
gap values but also provides the converged band gap value
and minimal exchange percentage a system can have. There is
no fixed value for the exchange percentage in the hybrid DFT
calculations. One can easily understand this by considering
the TiS2 example. Finding the experimentally matchable band
gap of 1T-TiS2 using theoretical methods was a challenge
for DFT calculations. We have first examined the band gap
calculation of a bulk 1T-TiS2. According to some tests, it has
either semiconducting [101] or semimetallic [102] behavior.
Klipstein and Friend [103] found that TiS2 is a semiconductor
with a gap of 0.18 ± 0.06 eV, Greenway and Nische [21]
found that it is a semiconductor with a band gap of 1–1.12 eV
by the optical measurement. Using angle-resolved photoemis-
sion studies (ARPS) Chen et al. [101] and Barry et al. [104]
found a band gap of about 0.3 ± 0.2 eV. Using photoemission
experiments, Shepherd and Williams [105] determined a band
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FIG. 5. Dielectric-dependent HSE06 and PBE0 band gap values
of 1T-TiS2.

gap of less than 0.5 eV. A band gap of 2 eV was estimated
using the pseudopotential approach [102]. By employing the
linearized augmented plane wave (LAPW) method [106],
augmented spherical wave (ASW) method [107], the linear
muffin-tin orbital (LMTO) method [108–110], and the full-
potential (FP)-LAPW method [111,112] have claimed that
TiS2 displays semimetallic behavior. Using resistivity mea-
surements [113,114], several experiments have concluded that
TiS2 shows metallic behavior.

The latest experiment on TiS2 utilizing angle-resolved
photoelectron spectroscopy (ARPES) [115] verifies the semi-
conducting nature with a band gap of 0.53 eV, while the
HSE06 calculation with 20% exchange yields a band gap of
0.4 eV [115]. Our band structure computations utilised LDA,
GGA, and meta-GGA (SCAN) functionals and revealed the
metallic nature. HSE06 and PBE0 with α = 25% yield band
gaps of 1.53 eV and 1.87 eV, respectively, overestimating
the ARPES band gap of 0.53 eV [115]. Finally, our DDHF
calculations gave 0.42 eV for the 11.9% exchange and 0.34 eV
for the 8% exchange, respectively, after which the TiS2 system
reaches a metallic phase, which is shown in Fig. 5. The band
gap of 0.42 eV calculated with the 11.9% exchange of DD-
HSE06 now matches the gap of 0.4 eV estimated by other
theory work [115], as well as the experimental band gap of
0.53 eV [115]. This demonstrates that the experimental band
gap value is calculated for the exchange value of 11.9% rather
than 25%. DDHF has calculated the experimental match-
able band gap value despite the system gaining the metallic
phase. This confirms that a system’s fundamental band gap
or experimental band gap falls within one of the DDHF band
gap values. This also demonstrates that for a given exchange
value, every semiconducting system has a genuine band gap
value, and the value of that exchange parameter can be deter-
mined using the self-consistent DDHF computation. Because
the value of the exchange parameter is unknown, the inverse
of the dielectric constant can be substituted for the exchange
parameter value. The DDHF provide the ideal exchange value,
which would otherwise be unknown.

D. DDHF calculations on bulk and monolayer doped systems

We began the hybrid functional computation with an initial
guess of α = 25%. We measured the dielectric constant and

band gap data once it reached self-consistency. In the next
iteration, the mixing parameter is determined by α = ε−1

∞ .
This process is repeated until the dielectric constant and, as
a result, the band gap converges. The convergence of the
dielectric constant was checked with the k points and the
number of bands. The converged band gap values calculated
using DD-HSE06 and DD-PBE0 are tabulated in Table II and
Table III for bulk and monolayer systems, respectively. On the
other hand, in one run calculations, we have taken α = 1

εPBE∞
.

The symmetry of the system is slightly altered by the
doping of the TM atom. In both the monolayer and bulk
forms of the crystal, doping Ti, Cr, Mn, Ni, and Zn causes
the system to transform into trigonal prismatic symmetry, with
two sets of twofold degenerate orbitals and one nondegen-
erate orbital. These orbitals are named as e1 (dxy/dx2−y2 ), e2

(dyz/dxz). and a (dz2 ). The average values of the relaxed lattice
parameters are a = b = 3.64 Å in monolayer, a = b = 3.65 Å
and c = 5.48 Å in bulk systems with impurity doping. The
average bond length of the transition metal atom and the S
atom (dT M−S) in transition metal doped monolayer and bulk
systems are 2.42 Å and 2.40 Å, respectively. Whereas dT M−S

in monolayer and bulk pristine SnS2 are 2.59 Å and 2.60 Å,
respectively. The shorter bond length of the relaxed transition
metal doped systems in comparison with the pristine system
is due to the larger difference in the average electronegativity
value between the transition metal atom and S atom (0.85)
than the electronegativity difference between Sn atom and S
atom (0.62). V, Cr, Mn, and Fe-doped bulk-SnS2 systems are
(nearly) direct-gap semiconductors that begin at the 	 point.
Valence band edge is fixed at 	 point in all of these systems,
such as the pristine bulk SnS2. However, the conduction band
edge has migrated from L (pristine SnS2) to 	 point from
pristine to all these doped systems. Because of the doping
at the Sn site, conduction band has higher contribution from
the d orbitals of the transition metal atom and less from the
s orbital of the Sn atom in doped systems. The origin of the
conduction band edge shifts from the s orbital of the Sn atom
(pristine SnS2) to the d orbital of the transition metal atom. As
a result, 25% transition metal doping on SnS2 crystal causes
the switch from indirect to nearly direct gap semiconductor.
As the atomic number of the transition metal increases among
the semiconductors, the band gap decreases. We can see the
highest band gap in Ti- and least in the Ni-doped systems. This
is due to the shifting of the valence band towards the Fermi
level. The valence band shifting enhances as the strength of
the p-d hybridization increases. In all these doped systems, the
nature of the conduction band changes as the atomic number
of transition metal atoms increases, but the band structure at
the valence band is almost the same.

TM-doped bulk SnS2 systems: Our short-range hybrid
functional computation estimates an upper bound to the band
gap value of bulk SnS2 as 2.35 eV and converges to 1.68 eV.
According to various experimental studies, the band gap of
bulk SnS2 is found as 2.21–2.35 eV [21,92,96]. Even though
our prediction of the band gap is 1.68–2.35 eV (Table II), the
upper bound is matching with one of the experimental values.
The experimental band gaps of TiS2 and SnS2 are found in
the range of band gap values calculated using the DDHF. This
ensures that the DDHF are good enough to produce the band
gap range in which the experimental band gap exists. This

195205-6



DIELECTRIC-DEPENDENT HYBRID FUNCTIONAL … PHYSICAL REVIEW B 105, 195205 (2022)

TABLE II. Band gap of bulk SnS2 and TM-doped semiconductor systems estimated using DDHF calculations. Where α = 1
εSC−HSE and

1
εSC−PBE0 use converged dielectric constant calculated using HSE06 and PBE0 functionals under self-consistent scheme. α = 1

εPBE uses the
dielectric constant calculated using PBE functional. Band gap values are in eV.

HSE06 PBE0
System α = 25% α = 1

εSC−HSE α = 1
εPBE α = 25 % α = 1

εSC−PBE0 α = 1
εPBE

Bulk-SnS2 2.35 1.68 1.7 2.83 2.06 1.83
Ti 1.58 0.61 0.45 2.28 1.13 0.62
V 1.05 0.0 0.0 0.51 0.0 0.0
Mn 1.36 0.51 0.71 2.06 0.93 1.26
Fe 0.9 0 0.5 1.58 0.09 1.09
Ni 0.91 0.47 0.42 1.63 0.77 0.83

motivated us to perform DDHF calculations on other doped
systems.

Both the HSE06 and PBE0 functionals revealed that Ti, V,
Mn, Fe, and Ni-doped bulk SnS2 systems are semiconductors
with α = 25%. The band gap ranges estimated using short-
range hybrid functionals for Ti, Mn, and Ni-doped systems
are 0.61-1.58 eV, 0.51-1.36 eV and 0.47-0.91 eV, respectively,
as shown in Table II, which has the band gap values cor-
responding to the initial guess of 25% exchange, converged
with the dielectric constant and for the one-run calculation
where α = 1

εPBE . Apart from that, V and Fe-doped systems
are semiconducting, with bandgaps of 1.05 eV and 0.9 eV
as upper bounds, respectively. However, as we progressed
through the self-consistent phases in the HSE06 calculations,
V- and Fe-doped systems converged towards the half-metallic
nature with a magnetic moment of 1 μB and 2 μB, respectively.
PBE0 functionals shown in Table II produce slightly greater
band gap values than HSE06 functionals. Still, the nature
of the system remains the same except for Fe-doped SnS2,
which preserves its semiconducting nature with a very tiny
gap of 0.09 eV. The band gap ranges calculated by the PBE0
functionals for Ti, V, Mn, Fe and Ni-doped bulk SnS2 are
1.13–2.28 eV, 0.0–0.51 eV, 0.93–2.06 eV, 0.09–1.58 eV, and
0.77–1.63 eV, respectively.

Nonmagnetic semiconductors have converged in Ti- and
Ni-doped systems. Ti-doped SnS2 is synthesized experimen-
tally [116] and found to be a semiconductor when the Ti
concentration is below 30% [117]. Also, the GGA + U study
predicts it as a semiconductor [118]. The semiconducting

gap of 1.37 eV [119] and the GGA gap of 0.86 eV [119]
in V-doped bulk SnS2 were experimentally synthesized with
25% V concentration. When compared to the GGA gap, our
HSE06 gap with 25% exchange gives an indirect band gap
of 1.05 eV, which is a better value. Semiconducting V-doped
SnS2 thin films are made by spray pyrolysis [120] with a
25% V concentration. Under the DD-HSE06 and DD-PBE0
functionals, Cr-doping results in a half-metallic nature shown
in bulk band structure Fig. 6(c). However, according to an-
other DFT research, with low Cr content is a semiconductor
[121]. Mn-doped SnS2, converges out as a semiconductor
with a magnetic moment of 3 μB. Under the HSE06 and
PBE0 computations, Fe-doped SnS2 is a semiconductor with
2 μB magnetic moment with 25% exchange. This is consis-
tent with Fe-doped SnS2 thin films produced experimentally
[122]. Other DFT studies employing GGA + U [121,123,124]
concur with the half-metal nature as we discovered in our
inquiry after the system converges using DD-HSE06, which
is shown in Table II. Aside from that, Fe-doped SnS2 poly-
crystalline samples were produced via a molten salt solid-state
process with Fe concentrations of 0, 12.5, 25, and 37.5% for
impedance and dielectric analysis, according to Ref. [125].
Co-, Cu-, and Zn-doped systems are metals in the bulk en-
vironment regardless of the DFT functionals. For effective
oxygen evolution reaction electrocatalyst, Co-doped SnS2

nanosheet arrays were successfully produced experimentally
[126]. The Zn-doped SnS2 nanostructures were produced, and
it was discovered as semiconductors with Zn concentrations
below 10% [127]. Figures 6(a)–6(i) show the electronic band

TABLE III. Band gap of monolayer SnS2 and TM-doped semiconductor systems estimated using DDHF calculations. Where, α = 1
εSC−HSE

and 1
εSC−PBE0 use converged dielectric constant calculated using HSE06 and PBE0 functionals under self-consistent scheme. α = 1

εPBE uses the
dielectric constant calculated using PBE functional. Band gap values are in eV.

HSE06 PBE0
System α = 25% α = 1

εSC−HSE α = 1
εPBE α = 25 % α = 1

εSC−PBE0 α = 1
εPBE

ML-SnS2 2.43 1.89 1.85 3.11 2.23 2.11
Ti 1.80 1.17 1.05 2.48 1.60 1.25
V 1.30 0.0 0.0 1.75 0.0 0.0
Cr 1.72 0.0 0.0 2.44 0.54 0.3
Mn 1.75 1.03 0.93 2.43 1.34 1.1
Fe 1.50 0.31 0.02 2.19 0.63 0.05
Ni 1.50 0.99 0.94 2.22 1.27 1.11
Cu 0.0 0.0 0.0 0.73 0.0 0.0
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FIG. 6. Orbital projected band structure of (a) Ti, (b) V, (c) Cr, (d) Mn, (e) Fe, (f) Co, (g) Ni, (h) Cu, and (i) Zn-doped bulk SnS2 calculated
using HSE06 functionals with an exchange of 25%. Fermi energy is set to zero.
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structure of Ti- to Zn-doped bulk SnS2 systems using HSE06
functionals with 25% exchange.

TM-doped monolayer SnS2 system: The experimental
band gap of monolayer SnS2 is 2.29 eV [97]. This is in
the range of 1.89–2.43 eV calculated by DD-HSE06 and
2.23–3.11 eV by DD-PBE0 (Table III), which is in good
agreement with the various theory works (Table I). Our PBE0
functionals with an exchange of 11.6% gives a band gap
of 2.24 eV (Supplemental Material [86], Table IX), which
is in good agreement with the experimental value. Also the
HSE06 functionals with an exchange of 13.9% estimates a
band gap of 1.95 eV (Supplemental Material [86], Table VIII).
As per the dielectric-dependent HSE06 functionals Ti (1.17–
1.8 eV, 0 μB), Mn (1.03–1.75 eV, 3 μB), Fe (0.31–1.50 eV, 2
μB), and Ni (0.99–1.50 eV, 0 μB)-doped monolayer SnS2 are
semiconductors. V (0.0–1.3 eV, 1 μB) and Cr (0.0–1.72 eV,
2 μB)-doped systems are semiconductors at the initial guess,
and converged to half-metals. These band gap values are listed
in the Table III. The PBE0 functionals reveal that Cr (0.54–
2.44 eV, 2 μB)-doped system converges to semiconductor and
Cu

(0.73 eV, 0 μB)-doped system initially has a semiconduct-
ing nature and converges to half-metal. Regardless of the
DFT functionals used, Ti- and Ni-doped systems converged
into nonmagnetic semiconductors in the bulk and monolayer
phases. The same is stated in another DFT study [128]. Even
though the V-doped system has a semiconductor nature with
α = 25%, the DD-HSE06 and DD-PBE0 computations con-
verge to a half-metallic nature (Supplemental Material [86],
Tables VIII and IX). At 6.25% V concentration, a DFT study
revealed that the V-doped SnS2 monolayer is a semiconduc-
tor [128]. In a monolayer environment, a Cr-doped system
is a semiconductor with α = 25%, while it is half-metal
in the bulk environment. Experimentally produced Cr-doped
SnS2 nanoflowers were found to be semiconductors [129].
Mn- and Fe-doped systems converged during the monolayer
phase to form magnetic semiconductors. Single crystals of
Mn-doped SnS2, which are semiconductors, were produced
experimentally using the self-flux method [130]. The Fe-
doped SnS2 monolayer produced experimentally is a magnetic
semiconductor [131]. Through strain engineering, the DFT in-
vestigation of Fe-doped monolayer SnS2 is a half-metal [132]
and Mn-doped monolayer SnS2 is a semiconductor [133]. We
discovered metallic nature in the Co and Zn-doped environ-
ment. The intercalated Co-SnS2 and Cu-SnS2 monolayers are
metal and p-type semiconductors, respectively, according to
the experiment [134]. When DD-PBE0 functionals are uti-
lized with α = 25% exchange, the Cu-doped system is found
to be a semiconductor with a finite gap of 0.73 eV. Once
the convergence is achieved, the system approaches half-
metallic nature. Throughout the DD-HSE06 computation, it
is a half-metal. Cu-doped SnS2 nanoflakes were made using
a hydrothermal technique, according to Ref. [135]. Zn-doped
SnS2 nanoflakes were synthesized and showed that the system
turns semiconductor at very low Zn concentrations [136].
At low Zn concentrations, the DFT work on the Zn-doped
SnS2 monolayer also indicates it to be a semiconductor [83].
Figures 7(a)–7(i) show the electronic band structure of Ti- to
Zn-doped monolayer SnS2 systems using HSE06 functionals
with 25% exchange.

IV. OPTICAL PROPERTIES

The study of the optical properties of a photovoltaic ab-
sorber is important for building optoelectronic devices. Due
to impurity, transition metal doped systems have a smaller
band gap than pure SnS2 (2.2–2.43 eV). According to the
HSE06 band structure calculation with 25% exchange, the
band gap of bulk and monolayer doped systems vary within
0.9–1.58 eV and 1.5–1.8 eV, respectively. In these systems, V-,
Mn-, and Fe-doped systems are nearly direct gap semiconduc-
tors in the bulk form. This is shown in the Figures 6(b), 6(d),
and 6(e). The optical properties we focus on are the absorption
coefficient α(ω), reflectivity R(ω), refractive index n(ω), and
exciton binding energy. For the study, we use HSE06 function-
als with 25% exchange. Optical constants have a dependence
on the dielectric function ε(ω), which has a dependence on
the frequency of the incident photon. To completely under-
stand the optical properties, we need to calculate its dielectric
function ε(ω). The complex dielectric function is given by

ε(ω) = ε1(ω) + iε2(ω). (24)

Here ε1(ω) is the real and ε2(ω) is the imaginary part of the
dielectric function. The real part of the dielectric function
is obtained by the Kramers-Kronig transformation [83]. It is
given by

ε1(ω) = 2

π
P

∫ ∞

0

ω′ε2(ω′)dω

(ω′2 − ω2)
. (25)

Where P denotes the principle value. The imaginary part
of the dielectric function is determined by summation over
empty states using the equation [137]

ε2(ω) =
(

4π2e2

m2ω2

) ∑
i, j

∫
〈i|M| j〉2 fi(1 − fi )

× (E f − Ei − ω)d3k. (26)

Here M is the dipole matrix, i and j are the initial and final
states respectively, fi is the Fermi distribution function for
the ith state, and Ei is the energy of electron in the ith state.
The optical constants such as absorption coefficient α(ω),
reflectivity R(ω), and refractive index n(ω) can be calculated
by the real ε1(ω) and imaginary ε2(ω) part of the dielectric
functions [138–140]. They are given by

α(ω) =
√

2ω
[√

ε2
1 (ω) + ε2

2 (ω) − ε1(ω)
]1/2

, (27)

n(ω) = 1√
2

[√
ε2

1 (ω) + ε2
2 (ω) + ε1(ω)

]1/2
, (28)

κ (ω) = 1√
2

[√
ε2

1 (ω) + ε2
2 (ω) − ε1(ω)

]1/2
. (29)

Here κ (ω) is the extinction coefficient, which gives
reflectivity as

R(ω) = (n − 1)2 + κ2

(n + 1)2 + κ2
. (30)

Bulk-SnS2 crystal has an absorption peak at 3.35 eV with an
absorption coefficient of 2.2 × 104cm−1. In comparison to the
monolayer SnS2, the bulk absorption spectra have shifted to
the low-energy region. This might be due to the presence of
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FIG. 7. Orbital projected band structure of (a) Ti, (b) V, (c) Cr, (d) Mn, (e) Fe, (f) Co, (g) Ni, (h) Cu, and (i) Zn-doped monolayer SnS2

calculated using HSE06 functionals with an exchange of 25%. Fermi energy is set to zero.

several layers in the bulk system, which are stacked by van
der Waals interaction. The electrons in these layers undergo
an interband transition from valence band maxima near 	

point to conduction band minima at L point. The indirect

band gap calculated using absorption spectra is 2.22 eV. For
pure SnS2, the first prominent peak in the entire energy region
is located at 6.3 eV, and two small peaks are positioned at
3.35 eV and 4.36 eV. The higher-intensity peaks are observed

195205-10



DIELECTRIC-DEPENDENT HYBRID FUNCTIONAL … PHYSICAL REVIEW B 105, 195205 (2022)

0

4

8

α 
(1

05  c
m

-1
)

BULK

0

4

8

 0  2  4  6

α 
(1

05  c
m

-1
)

ML

Energy (eV)

SnS2
Ti
V

Cr
Mn
Fe
Ni

FIG. 8. Optical absorption spectra of pristine SnS2 and TM-
doped bulk and monolayer SnS2 systems for semiconductors.

above 6.3 eV. This shows that more of the absorption oc-
curs in the near-ultraviolet region. The absorption spectra of
all the doped systems are shown in Fig. 8 in comparison
with the pristine SnS2. This shows the red shift in the energy
of all the transition metal doped systems in comparison with
the pristine SnS2. This red shift is due to the mediation of
impurity 3d bands of the transition metal atoms near the
Fermi level of the system. This can also be verified from the
band structure calculations. In comparison with pure SnS2,
the absorption coefficient of the doped system has increased.
Ni-doped system has the highest absorption in the lower-
energy range than the other doped systems. The behavior
of the Cr-doped system is different from other systems. It
resembles free-electron absorption. This is because of the
half-metallic nature of the Cr-doped system in the bulk form.
However Cr-doped system in monolayer form is a semicon-
ductor. It undergoes a transition from a bulk half-metallic
system to a monolayer semiconductor when it is doped at
25% concentration. Co-, Cu-, and Zn-doped systems also have
metallic absorption. The metallic nature can be seen from
the absorption at zero energy in Supplemental Material [86],
Fig. 11. All the transition metal doped systems look similar
in the (near) infrared region. From the absorption spectra
with 25% dopant concentration, we can see the enhanced
absorption coefficient. This shows that these systems have
a higher tendency of light absorption in the near-ultraviolet
region. Supplemental Material [86], Fig. 11 shows the optical
absorption in Co-, Cu-, and Zn-doped SnS2 systems. We can
also see how the concentration of dopant affects the absorption
by using the example of the Fe-doped monolayer SnS2. As
the concentration of Fe in the SnS2 crystal increases, the
absorption peaks shift towards the low-energy region. In other
words, the band gap becomes narrower as the Fe concentration
increases (Supplemental Material [86], Fig. 11).

The reflectivity (R) and refractivity index (n) spectra of
SnS2 and all the doped systems are presented in Fig. 9. Both
the spectra of the doped systems are enhanced below 3 eV
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FIG. 9. Reflectivity and refractivity spectra of pristine SnS2 and
TM-doped bulk and monolayer SnS2 systems for semiconductors.

energy which is highest in Ni-doped SnS2 in comparison with
the pure SnS2 crystal. Above 3 eV, reflectivity and refractivity
of the doped systems are less enhanced in comparison with the
pure SnS2. We have seen the significant absorption of all these
doped systems below 3 eV. Hence all these results together
indicate that the optical properties are greatly improved in the
low-energy region.

Exciton binding energy

Excitons are the bound state of electrons and holes. Exci-
tons play a vital role in the optical properties of the crystal.
The behavior of the excitons in a system purely depends on
the electronic environment of the system. The bulk system
is surrounded by a dielectric medium thoroughly from all
three directions, and hence the Coulomb interaction between
electron and hole is well screened by the dielectric medium.
In the case of a 2D system, the screening effect is reduced
and is confined only to the 2D plane. On top of this, quantum
confinement also adds to the dielectric confinement in the
2D system. Finally, these two confinement effects make the
exciton to be tightly bound on 2D plane rather than in the bulk
environment of the system. This fact leads to higher binding
energy in monolayer systems. Hence it is very important to
understand the dielectric screening in 2D semiconductors or
insulators. The dielectric screening can be measured using the
screening length r0. For a better understanding we adopted
the theory described by other work [141], we imagine a 2D
dielectric sheet embedded in a vacuum exposed to an external
potential caused by a point charge placed at the origin. In the
long-wavelength limit, the induced charge density is related
to the 2D polarization P2D. Then using Poisson’s equation, the
total electrostatic potential generated by the point charge can
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be given by [141],

∇2φ(r) = −4πeδ(r) − 4πχ2D∇2φ(ρ, z = 0)δ(z). (31)

Then by using the Fourier transform, we can get the 2D
macroscopic potential.

φ2D(q) = 2πe

|q|(1 + 2πχ2D|q|) . (32)

Here q is the in-plane component of the wave vector, and the
χ2D is the 2D polarizability of the dielectric sheet. Here φ2D

describes the 2D macroscopic screening of a point charge.
By considering the above expression of φ2D, it is evident that
the macroscopic dielectric screening has no connection with
a simple dielectric constant, whereas that plays a role in 3D
systems. Now by the inverse Fourier transform of the eφ2D(q),
one can determine the effective potential experienced by the
electron in a dielectric 2D plane in the presence of a point
charge. This was originally derived by Keldysh [142]

V2D(r) = − e2

8ε0ε̄r0

[
H0

(
r

r0

)
− Y0

(
r

r0

)]
. (33)

Where H0 and Y0 are the Struve and the second kind of Bessel
functions, respectively. We have r0 = 2πχ2D/κeff , where κeff

is the effective dielectric constant of the environment sur-
rounding the 2D system. With χ2D calculated using the
relation εxy = 1 + 4πχ2D/L. Here εxy is the in-plane dielec-
tric constant, and L is the thickness of the vacuum layer.
From the expression of the 2D effective potential created by
a point charge, we can understand that this potential depends
on distance r, relative to r0. The simplified potential given by
Keldysh [142] when r 
 r0 is

V2D(r 
 r0) ≈ e2

4πε0ε̄

1

r0

[
ln

(
r

2r0

)
+ γ

]
. (34)

Here γ is the Euler constant. When r � r0,

V2D(r � r0) ≈ − e2

4ε0ε̄

1

r
. (35)

One can notice the logarithmic potential like a line charge in
the case of r 
 r0 and in the case of r � r0 the potential
varies like 1

r , which is a standard electrostatic potential created
by a point charge [143]. The combination of these two limits
is expressed in a single equation by Cudazzo et al. [141],

given by

V C
2D(r 
 r0) ≈ e2

4πε0ε̄

1

r0

[
ln

(
r

r + r0

)
+ [γ − ln(2)]e− r

r0

]
.

(36)

For a 2D system with anisotropic electron and hole, effective
masses mx

e �= my
e, and mx

h �= my
h, the exciton wave function

obtained using variational principle is given by [144]

φ(x, y) =
(

2

a2
xλπ

)1/2

exp[−
√

(x/ax )2 + (y/λax )2]. (37)

Here λ is the variational anisotropy scaling factor, ax is the
exciton extension along the x direction, λ and ax are related
by ay = λax. Using this variational wave function, the kinetic
and potential energies of exciton are given by [143]. The
expression for the kinetic energy is

Ekin(ax, λ) = h̄2

2

∫∫
φ

[
1

μx

∂2φ

∂x2
+ 1

μy

∂2φ

∂y2

]
dxdy, (38)

Ekin(ax, λ) = h̄2

4a2
x

(
1

μx
+ 1

λ2μy

)
. (39)

Here μx and μy are the reduced effective masses of the exciton
along x and y directions respectively, μ = memh/(me + mh).
The potential energy is given by

Epot (ax, λ) =
∫∫

V2D(x, y)φ(x, y)2dxdy. (40)

Using the expected kinetic and potential energy of the exciton,
its binding energy is expressed as

EX−2D(ax, λ) = Ekin + Epot. (41)

Where EX−2D specifies the exciton binding energy in a
2D system, the detailed study of the exciton binding energy
mentioned in Ref. [145] leads to running a Mathematica code
to calculate EX−2D. Using the above expression (41) formu-
lated by the Mathematica code of version 10.2.0 [146], we
calculated the exciton binding energy of all the monolayer
systems doped with TM atoms. This requires the effective
masses of the charge carriers along x, y directions and the
2D polarizability χ2D. The effective masses of charge carriers
are calculated by fitting the HSE06 bands to the parabolic
dispersion E (k) = h̄2k2

2m∗ using VASPKIT version 0.52 [147].

TABLE IV. Effective masses of electron m∗
e (kx ), m∗

e (ky ), m∗
e (kz ) and hole m∗

h (kx ), m∗
h (ky ), m∗

h (kz ) along x, y, z directions for the bulk-SnS2

and doped semiconductor systems. Also the reduced 3D effective mass, μ3D = 3(μ−
x 1 + μ−

y 1 + μ−
z 1)−1, the effective bulk dielectric constant

κB, and the exciton binding energy EX−3D values are given. Here μi = (me
i mh

i )/(me
i + mh

i ). Effective masses are in units of the electron rest
mass.

System m∗
e (kx ) m∗

e (ky ) m∗
e (kz ) m∗

h (kx ) m∗
h (ky ) m∗

h (kz ) μ3D κB EX−3D(meV )

BULK-SnS2 [90] 1.104 0.375 0.424 2.542 0.345 5.85 137 112 (expt) [90]
Present work 1.095 0.398 1.221 0.422 2.460 2.10 0.398 6.56 126.2

Ti 0.476 0.419 1.14 3.269 3.269 0.239 0.295 5.79 120.3
V 0.314 0.325 4.032 0.458 0.337 1.043 0.238 6.19 84.72

Mn 0.909 0.612 3.194 1.355 7.38 2.405 0.394 5.77 161.3
Fe 3.142 0.508 0.304 0.792 0.496 7.263 0.375 6.68 114.9
Ni 0.64 1.024 4.464 2.13 1.795 0.239 0.376 8.09 78.31
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TABLE V. Effective masses of electron m∗
e (kx ), m∗

e (ky ) and hole m∗
h (kx ), m∗

h (ky ) along x and y directions for the monolayer-SnS2 and doped
semiconductor systems. Also the reduced 2D polarizability χ2D and the exciton binding energy EX−2D values are given. Effective masses are
in units of the electron rest mass.

System m∗
e (kx ) m∗

e (ky ) m∗
h (kx ) m∗

h (ky ) χ2D(Å) EX−2D(eV )

ML-SnS2 [90] 0.342 0.815 0.342 2.266 0.912
Present work 0.340 0.810 0.335 2.272 2.28 0.926

Ti 0.869 0.663 0.60 0.436 2.11 1.293
V 0.658 0.346 2.486 0.112 2.03 1.055
Cr 0.638 0.682 2.609 0.407 1.88 1.46
Mn 0.526 0.657 1.988 0.450 2.04 1.42
Fe 0.277 0.483 0.426 2.134 2.18 1.24
Ni 0.740 0.895 2.127 0.384 2.3 1.295

Let us consider the excitons in a 3D system. The dielectric
screening is neglected while formulating the exciton binding
energy in a 3D system. By using the effective mass theory of
excitons developed by Velizhanin et al. [148] the 2D exciton
binding energy is approximated to the 3D systems [90]. The
exciton binding energy in the 3D system is given by [90]

EX−3D = μ3DERyd

κ2
B

(42)

Here μ3D = 3(μ−
x 1 + μ−

y 1 + μ−
z 1)−1, μi = (me

i mh
i )/(me

i +
mh

i ), and κB is the effective bulk dielectric constant calculated
using the bulk dielectric tensor. The expression is given by
κB = √

εzεxy, with εz and εxy are the transverse and in-plane
component of the bulk dielectric tensor.

We computed the dielectric tensor by using HSE06 func-
tionals. Using the above formula (42), we calculated the
exciton binding energy of the bulk SnS2 crystal as 126.2 meV,
which is near to the calculated value by other theory work
[90] (137 meV). Also, it is in good agreement with the ex-
perimental work [149] (112 meV). Tables IV and V provide
the exciton binding energy of all the bulk and monolayer
doped SnS2 systems along with the required parameters. The
calculated value of EX−2D for the pristine monolayer SnS2 is
0.926 eV, which is in good agreement with the other theory
value [90] (0.912 eV). The variation in the exciton binding
energy after doping with the transition metal atoms is mainly
due to the involvement of the localized 3d orbitals, which
are absent in the pristine system. These 3d orbitals change
the hybridization between the host and chalcogen atom. Thus
changing the extrema positions. This affects the curvature of
the electron path in the valence and conduction band. Since
the curvature of the electron has an inverse dependence on its
effective mass, exciton binding energy changes accordingly.
The plot in Fig. 10 shows that, in the case of bulk doped
systems Mn-doped system has the highest exciton binding
energy of 161 meV. To our knowledge, this large exciton
binding energy is because of the higher reduced effective
exciton mass due to the flat band near the Fermi level. This
can be seen in the Mn-band structure in Fig. 6(d). This flat
valence band is due to the pz orbital of S and d2

z orbital of
Mn atom. Also note that it has a lower value of bulk dielectric
constant (5.77) than other systems. Further, the flatness of this
band is more towards 	 to M path, and hence the hole mass
is heavier (7.38 m0) along the x direction. The electron mass

in the conduction band is lighter than the hole mass, as shown
in the band structure in Fig. 6(d), which has more curvature
than the flat valence band. Second, Ti- and Fe-doped sys-
tems also have larger binding energies of 120.3 meV and
114.9 meV, respectively. In this case, it is mainly because of
the effective mass of the carriers.

In the Fe-doped system, the spin-up hole has heavier mass
along the y direction due to a flat curve along 	 to M path.
This valence band just below the Fermi level is mainly due to
pz orbital of S atom and d orbitals of Fe atom. The same trend
holds for the Ti-doped system. The valence band is flatter than
that of the Fe-doped system. In the conduction band, the path
along 	 to A has heavier electron because the corresponding
band has more contribution from the localized dxy/dx2−y2 and
dxz/dyz orbitals of Ti atom with very less s-orbital contri-
bution from Sn atom. This implies a heavier electron along
the z direction. These observations can be seen in Ti- and
Fe-doped systems’ band structure in Figs. 6(a) and 6(e). In the
case of V- and Ni-doped systems, the charge carriers possess
lighter effective masses along x, and y directions, though the
electron has a heavier mass along the z direction. Their bulk
dielectric constants are higher compared to other systems.
These two factors compensate and result in smaller exciton
binding energy in Ti- and V-doped systems. Figure 10 shows
the comparison between the exciton binding energy of all of
the transition metal doped semiconducting systems in bulk
and monolayer environment. Among these systems, exciton
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FIG. 10. Exciton binding energy in TM-doped monolayer and
bulk SnS2 systems.
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binding energy is larger in the monolayer than in the bulk
environment.

V. CONCLUSION

In conclusion, we have systematically studied the elec-
tronic band gap and optical properties of all the 3d-series
transition metal doped SnS2 crystal both in the bulk and
monolayer form. Calculation of the formation energies shows
that the Sn-poor (S-rich) condition is the favorable condition
to incorporate the TM atom into SnS2 crystal at Sn site.
The dielectric-dependent hybrid functionals calculations have
predicted the experimentally matchable band gaps for TiS2

and SnS2 crystals. Using the dielectric-dependent HSE06 and
PBE0 hybrid functionals, we have calculated the range of
band gap values for all the doped systems in bulk and mono-
layer environment. The converged band gap is calculated at
the level of the converged dielectric constant. The calculated
range of band gap values using DDHF give the lower and
upper bound to the true band gap of the system. Possible
experimental gaps are expected within this range. This helps

us to determine the application perspectives of the transition
metal doped systems.

The absorption spectra reveal the red shift in the energy
of all the doped systems. V-, Mn-, and Fe-doped systems
are nearly direct band gap semiconductors and exhibit higher
absorption coefficients in the bulk environment. These are
suitable optical absorber materials for optoelectronic devices.
Cr doped bulk SnS2 is a half-metal that is good for spin-
injector materials. The absorption coefficient, reflectivity and
refractivity of all the doped systems are enhanced in the
low-energy region. Thus, our calculations support the effec-
tive use of solar energy. Semiconductors with a monolayer
environment show higher exciton binding energy than in the
bulk environment. These results emphasize the importance
of transition metal doping on SnS2 crystal for optoelectronic
device applications.
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