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Reversible ordering and disordering of the vortex lattice in UPt3
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When studied by small-angle neutron scattering, the vortex lattice (VL) in UPt3 undergoes a gradual disor-
dering as a function of time due to 235U fission. This temporarily heats regions of the sample above the critical
temperature, where, upon recooling, the vortices remain in a quenched disordered state. The disordering rate is
proportional to the magnetic field, suggesting that it is governed by collective VL properties such as the elastic
moduli. An ordered VL can be re-formed by applying a small field oscillation, showing that the fission does not
cause detectable radiation damage to the UPt3 crystals, even after long exposure.
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I. INTRODUCTION

Quantized vortices are introduced in a type-II supercon-
ductor subjected to an applied magnetic field [1]. Under-
standing and controlling vortex matter is of both fundamental
interest and practical importance since vortex motion leads
to dissipation. In an idealized scenario, vortices will arrange
themselves in a perfectly ordered vortex lattice (VL) due
to their mutual repulsion [2–4]. In reality, however, thermal
effects and/or pinning to material defects is always present,
and the balance between these competing factors determines
the structural and dynamic properties of vortex matter [5–10].
This leads to a complex, high-dimensional phase diagram,
where transitions between different states are driven not only
by changes in intensive quantities, such as the field or tem-
perature, but also by the amount of imperfection or impurities
which affect the vortex pinning. An example of the latter is
columnar defects introduced by heavy-ion irradiation [11]. In
many applications, control of vortex dynamics is of critical
importance such as for high coherence in superconducting
radio frequency (rf) cavities used in accelerators [12] and for
quantum information science [13].

The ability to manipulate the vortices experimentally is
essential to the study of vortex matter. Frequently, the VL
configuration will depend on the field and temperature history,
either in the degree of ordering [14–16] or in the orientation
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of the VL relative to the crystalline axes of the host material
[17–19]. In materials with weak vortex pinning, it is possible
to anneal quenched disorder or dislodge the system from an
ordered but metastable configuration by temporarily excit-
ing the VL, either by applying a transport current [20–24]
or by applying a small-amplitude magnetic field oscillation
[25–27]. This causes vortex motion and “shakes” them free of
local minima in their collective energy landscape. In contrast,
vortex matter in superconductors with strong pinning often
become more disordered following a vortex shaking [28–30].

Here, we demonstrate an approach to structural studies
of vortex matter whereby reversible quenched disorder can
be introduced locally without permanently affecting the host
superconducting material. Specifically, we used small-angle
neutron scattering (SANS) to study the VL in the topological
superconductor UPt3, which undergoes a gradual disordering
on a time scale of tens of minutes as it is subjected to a
beam of cold neutrons. The disordering is due to local heat-
ing events caused by neutron-induced fission of 235U, which
leaves an increasing fraction of the sample occupied by a
disordered vortex configuration. While the system does not
spontaneously reorder once the local heating has been dissi-
pated, it is possible to reanneal the VL by the application of a
damped field oscillation.

II. EXPERIMENTAL DETAILS

The SANS measurements [31] were performed on the CG-
2 General Purpose SANS instrument at the High Flux Isotope
Reactor at Oak Ridge National Laboratory (ORNL) [32] and
on the D33 instrument at the Institut Laue-Langevin (ILL)
[33–35], using a fixed neutron wavelength obtained by a ve-
locity selector. Two high-quality single crystals were studied,
designated ZR8 and ZR11, both of which have been used in
previous SANS measurements [36–38]. The characteristics of
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FIG. 1. Diffraction patterns obtained on ZR11 at 0.6 T (ORNL), measured at different times following the preparation of a pristine VL
and without the application of periodic field oscillations. Each diffraction pattern was counted for 20 min and uses the same color scale. The
peak splitting is indicated in (a), and crystallographic directions within the scattering plane are indicated in (b). Only peaks at the top of the
detector satisfied the Bragg condition. Background scattering is subtracted, and the detector center near Q = 0 is masked off. The intensity is
normalized to the standard monitor (std. mon.).

each crystal are given in the Supplemental Material [39]. Un-
less otherwise stated, SANS measurements were carried out
in a “rocked on” configuration, satisfying the Bragg condition
for VL peaks at the top of the two-dimensional position-
sensitive detector, as seen in Fig. 1. Measurements were
performed using a dilution refrigerator operating at a base
temperature of 50–65 mK ∼0.1Tc and with applied magnetic
fields between 0.3 and 1.0 T applied along the crystalline c
axis. Background measurements, obtained either in zero field
or above the upper critical field, were subtracted from the
foreground data.

Prior to each SANS measurement sequence a pristine VL
was prepared by applying a damped magnetic field oscillation
with an initial amplitude of 20 mT around the measurement
field. This was previously found to produce a well-ordered
VL with a homogeneous vortex density [37]. In addition, a
±5-mT oscillation was applied periodically during some of
the SANS measurements to maintain an ordered VL [37]. All
field oscillations end with a reduction in the magnetic field
magnitude, corresponding to a decrease of the vortex density.

III. RESULTS

Figure 1 shows SANS VL diffraction patterns illustrating
the main result of this paper. In all instances a pair of Bragg
peaks are observed, split by an angle ω around the crystalline
a axis as indicated in Fig. 1(a). A total of six such pairs
exist, but to conserve beam time only the peaks at the top of
the detector were brought into the Bragg condition. The split
peaks correspond to VL domains rotated about the crystalline
c axis in a clockwise or counterclockwise direction, with the
intensity difference being due to an unequal domain popula-
tion [37,38]. All diffraction patterns in Fig. 1 were recorded
at the same temperature and magnetic field and in the absence
of a periodic field oscillation, and show a clear reduction in
the intensity as a function of time. This reflects a gradual
VL disordering and a corresponding broadening of the Bragg
peaks in reciprocal space. Although the poor resolution within
the detector plane makes the broadening difficult to resolve
[31], it is clearly seen in the VL rocking curves discussed later.
Note that what is characterized as an ordered VL is most likely

a Bragg glass phase with algebraically decaying correlations
[7,8,40–44], although it is not possible to establish this con-
clusively from the present SANS data.

To verify that the VL disordering is due to the neutron
beam, measurements were performed both during a continu-
ous exposure and following a prolonged period with the beam
turned off. These are summarized in Fig. 2. Prior to the
measurements a pristine VL was prepared, and the first data
point (0–20 min) was collected while a ±5-mT field oscilla-
tion was performed roughly every 60 s to maintain an ordered
VL. The neutron shutter was then closed, and the periodic
field oscillation was turned off. After 90 min the shutter was
reopened, and four subsequent 15-min measurements of the
VL intensity were made. The shutter was then closed again,
and a ±5-mT field oscillation was applied to reanneal the VL.
After an additional 2 h, the shutter was opened for a final
15-min measurement.

The data in Fig. 2 establish conclusively that the VL disor-
dering occurs when the sample is illuminated by the neutron
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FIG. 2. Exposure test on ZR11 at 0.8 T (ORNL), where blue
(yellow) shading indicates when the neutron beam was on (off). The
VL scattered intensity is normalized to the standard monitor count.
Field oscillations (FO) of ±5 mT were applied periodically during
the first 20-min measurement and at 170 min after the neutron beam
was shut off.
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FIG. 3. (a) Rocking curves obtained on ZR8 at 0.9 T (ILL), measured during the first 15 min after the preparation of a pristine VL and after
45–60 min. Curves are Gaussian fits to the data as described in the text. (b) Time dependence of the fitted rocking curve width. The dashed
line indicates the experimental resolution. (c) Time dependence of the fitted integrated intensity, normalized to the value for the pristine VL.
Solid lines in (b) and (c) are guides to the eye.

beam, and is attributed to 235U fission events in the sample.
Specifically, the intensity decreases to roughly half its ini-
tial value between 110 and 170 min, while no reduction is
observed during the two periods where the beam was off.
Figure 2 also confirms that an ordered VL is achieved by the
application of the damped field oscillation, indicated by the
recovery of the intensity both in the second and in the final
data point. Finally, the intensity measured after the shutter
opening at 110 and 290 min is somewhat higher than for
the first data point. This is ascribed to the prolonged absence
of fission heating of the UPt3 crystals resulting in a lower
overall sample temperature (see Supplemental Material). The
possibility of a spontaneous reordering of the VL was also
investigated. After 1 h without beam exposure the intensity
of a disordered VL was found to increase only modestly,
with a count rate within measurement error of that recorded
immediately before the beam was turned off. Again, the slight
increase is likely due to a lower sample temperature, and any
reordering thus occurs on time scales much longer than the
beam-induced disordering if at all.

We now return to the broadening of the VL reflections
perpendicular to the detector plane. Figure 3(a) shows rocking
curves of the scattered intensity at 0.9 T as the split VL peak
is rotated through the Bragg condition, where θ is the angle
between the magnetic field and the neutron beam direction.
An increase in the width and a reduction in the maximum
intensity at θ ≈ 0.5◦ are clearly observed at the later time,
consistent with Figs. 1 and 2, which were measured at the
peak of the rocking curve. The rocking curves are fitted to a
Gaussian

I (θ ) = IVL

�θ
exp

[
−2 ln(4)

(
θ − θ0

�θ

)2]
, (1)

where IVL is proportional to the integrated intensity, θ0 is the
peak position, and �θ is the full width at half maximum
(FWHM). Fitted values of �θ and IVL as a function of time
are shown in Figs. 3(b) and 3(c), respectively, for fields of 0.7
and 0.9 T. The integrated intensity is normalized to the value
for the pristine VL, obtained either from measurements per-
formed in the presence of a periodic ±5-mT field oscillation
(0.7 T) or by a linear extrapolation of IVL to zero time (0.9 T).

The rocking curve width increases with time for both
measured fields as seen in Fig. 3(b), confirming the gradual
VL disordering hypothesized earlier. At shorter times, �θ

approaches the experimental resolution estimated by

�θres =
√

δθ2 +
(

qVLλn

2π

�λn

λn

)2

, (2)

where δθ is the standard deviation of the beam divergence,
λn = 0.75 nm is the neutron wavelength, and �λn/λn = 15%
(ORNL) or 10% (ILL) is the FWHM wavelength spread [45].
The VL scattering vector qVL = 2π (2B/

√
3φ0)1/2, where

φ0 = 2068 T nm2 is the flux quantum. The near-constant
value of �θ during the first roughly 30 min indicates an
intrinsic VL Bragg peak width which is much smaller than
�θres, with a clear broadening observed only once the two
become comparable. The reciprocal rocking curve width (in
radians) can thus be taken as a lower bound on the longitudinal
VL correlation length, ζL � 2(qVL �θ )−1 ≈ 6–7 μm. The ab-
sence of a time lag in the reduction in the integrated intensity
in Fig. 3(c) provides further evidence that the VL disordering
begins as soon as the sample is subjected to the neutron beam.
Here, IVL decreases by ∼20% within the first hour, possibly
leveling off at the longer times. The decrease in IVL indicates
a disruption of the VL, and possibly an evolution towards
a vortex glass phase [44]. Notably, the 0.9-T measurements
were not preceded by a beam-off period, and the reduction in
IVL is thus not due to a gradual heating of the sample.

To quantify the VL disordering, measurements of the rock-
ing curve peak intensity as a function of neutron exposure
were performed for a range of magnetic fields. Figure 4(a)
shows examples of decay curves for three different fields
versus the number of absorbed neutrons, demonstrating that
the VL is disordered more quickly at higher magnetic fields.
The disordering rates, defined by the slope of linear fits to
the data, are summarized in Fig. 4(b) for all measurement se-
quences and both UPt3 crystals. Here, the rates are normalized
to absorbed neutrons per unit volume to allow for a direct
comparison of the ZR8 and ZR11 samples (see Supplemental
Material).

While the decreasing intensity in Fig. 4(a) could in prin-
ciple be due to a gradual heating of the sample, several
factors allow us to rule this out. These include the constant
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FIG. 4. (a) VL scattering rate vs absorbed neutrons per area
transmitted through the sample for different fields. Data were ob-
tained on ZR11 at ORNL during separate experiments (2016 and
2018). Intensities are normalized such that linear fits (solid lines)
extrapolate to unity for the pristine VL. (b) Disordering rate per unit
volume vs magnetic field for both UPt3 samples. Lines are linear fits
to the ZR8 and ZR11 data, constrained to pass through the origin.

VL splitting in Fig. 1, which is in contrast to the rapid
decrease observed with increasing temperature [38]. Further-
more, successive measurements at 0.6 T, separated only by the
application of a damped field oscillation, show the same decay
of the VL intensity (see Supplemental Material).

IV. DISCUSSION

A strong temperature history dependence of the UPt3 VL
is well documented. For example, the ability to thermally
quench the VL in UPt3 was used to facilitate SANS studies
of the superconducting A phase which exists just below Tc

[17]. Here, VL Bragg peaks were observed oriented along or
split around the crystalline a axis, depending on the quench
temperature. In comparison, a slow cooling from temperatures
above Tc leads to a different VL configuration, with Bragg
peaks along the a∗ axis. We do not observe any VL scatter-
ing around a∗, either in the rocked-on measurements or in
the rocking curves in Fig. 3 which would satisfy the Bragg
condition for peaks at this location. The vanishing scattering
in our SANS measurements is therefore not due to intensity
being transferred from one VL peak to another.

We propose that the observed decreasing intensity with in-
creasing neutron exposure arises from a rapid thermal cycling,
due to fission events which locally heat the sample above
the critical temperature. Following the thermal transient, vor-
tices re-form in a disordered configuration due to the quench
through the vortex glass state below the superconducting tran-
sition [5,44]. Support for such a scenario comes from SANS
studies of NbSe2, where the degree of VL ordering was found
to depend sensitively on the thermal history in the vicinity
of the so-called peak effect in the critical current [15,16,46].
The peak effect is associated with the order-disorder transition
between the vortex glass and Bragg glass states [47,48] and is
also observed in UPt3 [49].

The volume affected by a single fission event may be es-
timated from the low-temperature specific heat (C/T ≈ 1.6T
J K−3 mol−1) and the mass density (ρ = 19.4 g/cm3) of UPt3
[50], yielding a sphere of diameter ∼34 μm heated above
Tc. This should be considered an order-of-magnitude esti-
mate since it assumes the applicability of the equilibrium
specific heat during the fission process and ignores both the
field dependence of the specific heat [51] and the thermal
conductivity [52]. The size of the affected volume exceeds
the 4–6-μm range of the Ba and Kr fission products in UPt3
[53]. It is also much greater than the vortex spacing given by
a0 = (2φ0/

√
3B)1/2, with the diameter obtained above cor-

responding to approximately 400a0 to 700a0 as the field is
increased from 0.3 to 1 T. A single fission event thus affects
large sections of the VL, several times greater than the longi-
tudinal correlation length estimated from the rocking curves.

A detailed understanding of the fission-induced VL dis-
ordering will require a careful analysis and is outside the
scope of this paper. Nevertheless, two important points may
be deduced from Fig. 4(b). First, for each UPt3 crystal the
disordering rate is directly proportional to the applied mag-
netic field, indicating that it is governed by VL properties.
Here, the elastic moduli, which increase with rising vortex
density [6], will be important to consider as a greater stiffness
will allow VL “shock waves” to propagate farther from the
volume directly affected by the fission events. Second, the
ratio of the disordering rate to the applied field differs for ZR8
and ZR11. The latter crystal is of higher quality (see Supple-
mental Material) and therefore expected to exhibit less vortex
pinning. This will make the ZR11 VL less resilient against dis-
ordering, as disruptions can more easily propagate away from
the volume directly affected by the fission event. As stacking
faults are the principal crystalline defects in UPt3 [54] and
directly visible in the small-angle background scattering [17],
the relation between the disordering rate and sample quality
should be quantified in future SANS experiments.

A remaining question is, How, and to what degree, are the
UPt3 crystals affected by the fission processes? The incor-
poration of fissionable elements and subsequent irradiation
by neutrons has previously been used to create defects and
enhance the vortex pinning in conventional superconductors
as well as high-Tc oxides [55–57]. Here, an increase in the
critical current was found for fission event densities of the
order of 1014–1015 cm−3. In comparison, the UPt3 ZR8 crystal
has experienced ∼1011 fission events during the roughly 1
month of accumulated irradiation. It is therefore not surprising
that the intrinsic vortex pinning has not increased sufficiently
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to affect the SANS measurements, as it is still possible to
achieve an ordered VL by a field oscillation.

Before concluding, we also consider how the fission events
affect the superconducting order parameter in UPt3 and our
recent SANS experiments, which provide direct evidence for
broken time-reversal symmetry in the B phase [37]. Here, dif-
ferences in the VL orientation relative to the crystalline axes
were observed between states with the Cooper pair orbital an-
gular momentum either parallel or antiparallel to the applied
magnetic field. The latter corresponds to a metastable order
parameter configuration, achieved by reducing the magnetic
field at low temperature to enter the B phase and establish
the chiral direction, eventually passing through zero and thus
reversing the field direction. Fission events could potentially
impact the chiral direction in the regions temporarily heated
above Tc and, if this direction is reversed upon recooling, lead
to the formation of order parameter domain boundaries.

Based on the rate and affected volume, the fraction of
the sample that remains unaffected by fission will decrease
exponentially with a time constant of approximately 6 min.
This is much shorter than the SANS count times which, at
the higher fields, reach several hours. Since a difference in
the VL was indeed observed between the two order parameter
configurations [37], a fission-induced reversal of the chiral
direction, and the accompanying order parameter domain for-
mation, does not appear to take place. This is consistent with
both tunneling [58] and Kerr rotation [59] measurements,
showing an absence of order parameter domain formation in
UPt3 even in the absence of a training field, and suggesting
that a single order parameter domain spans the entire crystal
[59]. Using the roughly 1 mm length scale associated with
these experiments as a lower limit on the domain size yields a
volume much greater than that affected by a fission event. This
implies that domain formation in UPt3 is energetically unfa-
vorable and supports our conclusion that the order parameter

in the SANS measurements is re-formed with the same chiral
direction as the surrounding sample.

V. CONCLUSION

In summary, we have shown that the VL in UPt3 undergoes
a gradual fission-induced disordering when exposed to a beam
of cold neutrons. Fission events heat regions of the sample
above Tc, which upon recooling host a quenched vortex glass
state. The disordering rate is proportional to the vortex den-
sity, suggesting that it is governed by the VL stiffness. Our
observations provide possibilities for studies of vortex matter
whereby local and reversible disorder can be combined with,
e.g., thermal disordering. We also speculate that the magni-
tude of field oscillation required for maintaining an ordered
VL will be less than that needed to reorder a disordered
VL, due to the different structural properties. Finally, the use
of periodic field oscillations to mitigate the VL disordering
can be applied to other U-containing superconductors where
SANS studies have to date been unsuccessful.
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