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Global scheme of sweeping cluster algorithm to sample among topological sectors

Zheng Yan *

Beihang Hangzhou Innovation Institute Yuhang, Hangzhou 310023, China;
Department of Physics and HKU-UCAS Joint Institute of Theoretical and Computational Physics, The University of Hong Kong,

Pokfulam Road, Hong Kong SAR, China;
and State Key Laboratory of Surface Physics and Department of Physics, Fudan University, Shanghai 200438, China

(Received 29 March 2021; revised 19 May 2022; accepted 19 May 2022; published 31 May 2022)

Local constraint is closely related to the gauge field, so constrained models are usually effective low energy
descriptions and important in condensed matter physics. On the other hand, local restriction hinders the
application of numerical algorithms. In addition to the computational difficulties of the constraints, the various
topological sectors which cannot be connected through local operators are also one of the key computational
difficulties. Taking a quantum dimer model as an example in this paper, we construct a global scheme based on a
sweeping cluster Monte Carlo method, which can sample among different topological sectors. In principle, this
method can be generalized to other models.
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I. INTRODUCTION

A common theme in modern many-body physics is local
constraint which always arises when there is a particularly
large energy scale in a frustrated Hamiltonian. We usually use
gauge field theory to describe them in mathematics. However,
the numerical calculation of the constrained models is dif-
ficult, which directly delays our research and understanding
for these many-body systems. In addition to the computa-
tional difficulties of the constraints, the various topological
sectors which cannot be connected through local operators are
also one of the key computational difficulties. Constructing a
global update scheme to overcome the difficulty of sampling
in all topological sectors is a very important task in the devel-
opment of computational methods.

For example, quantum dimer models (QDMs) featured by
strong geometric restrictions are effective low energy descrip-
tions of many frustrated quantum spin systems [1–16]. The
QDM Hamiltonian on a square lattice can be written as

(1)

where the summations are taken over all elementary plaque-
ttes of the lattice. This seemingly simple Hamiltonian contains
strong geometric constraint which requires every site on the
lattice to be covered by one and only one dimer. The QDM
Hamiltonian on triangular and other lattices are similar to this,
where they all satisfy this constraint, and are composed of
kinetic energy (resonance between the dimers of a plaquette)
and their potential energy.

Usually, there is a U(1)/Z2 gauge field on a
bipartite/nonbipartite lattice QDM due to the restrictions [12].
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Taking square/triangular lattices as examples, we can define
the winding number and winding (topological) sector for
them as shown in Fig. 1 [12,17–19]. Different winding
numbers describe different winding sectors on a bipartite
lattice. And the parity of the winding numbers determines
the different winding sectors on a nonbipartite lattice. It is
obvious that local operators such as the Hamiltonian operator
cannot change the winding sector, while only a global loop
which crosses through the boundary can, as shown in Fig. 2.

We developed an efficient and exact quantum Monte
Carlo (QMC) based on the stochastic series expansion (SSE)
method [20–24], called the “sweeping cluster” algorithm
(SCA) [25], which automatically satisfies the local constraint.
Before the sweeping cluster method was applied in the world-
line Monte Carlo (MC) algorithm, there is only projector MC
which obeys the constraints and could be used for calculation
on QDMs [26–28]. However, the projector MC for QDMs has
some drawbacks, e.g., it is not effective when the parame-
ter interval is away from the Rokhsar-Kivelson (RK) point.
Moreover, the projector method still lacks a cluster update to
improve its efficiency. Comparing with projector MC, SCA
solved the cluster update problem for constrained systems.
However, it still only works in one winding sector, the same
as projector MC, which needs to be improved. In many frus-
trated magnet cases, it is important to change the topological
sectors, such as the phase diagram study of triangular lattices
QDM [29], Cantor deconfinement [30,31], the finite temper-
ature study of QDM [32] and quantum annealing [33], and
fragmental systems [34–36].

In this paper, we further develop a global scheme based
on a sweeping cluster algorithm to enable sampling between
different winding sectors. In principle, this method works on
any lattice QDM and can be generalized to other constrained
models. In the following, we use the QDM on square lattice as
examples to elaborate the details of this algorithm and provide
simulations as benchmarks.
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FIG. 1. For the square lattice, the winding number of the x axis
is defined as Wx = Nx (A) − Nx (B), where Nx (A) and Nx (B) are the
number of dimers that the dashed line cuts on A or B links; the same
as does the winding number of the y axis. For the triangular lattice,
the winding number is defined as 0 (even)/1 (odd), when the number
of dimers that are cut by the dashed line is even/odd.

II. A SIMPLE INTRODUCTION OF SWEEPING
CLUSTER UPDATE

We will start with a brief review of the SCA based on the
SSE framework [25]. The key idea of SCA is sweeping the
configurations one layer by one layer along imaginary time
and connecting two close configurations with update lines
and an operator in the rule of SSE, to keep the constraint as
Fig. 3(I).

We write the Hamiltonian in terms of plaquette operators
Hp, H = −∑Np

p=1 Hp, where p labels a specific plaquette on
the lattice. The plaquette operators are further decomposed
into two operators: Hp = H1,p + H2,p, where H1,p is diagonal
and H2,p is off-diagonal:

(2)

(3)

Here we have subtracted a constant Np(V + C) from Eq. (1).
The constant V + C should make all matrix elements of H1,p

positive, which means C > max(−V, 0). We will choose C =
1 in this paper for convenience.

The powers of H in the SSE of the partition func-
tion Z can be expressed as the sum of products of the
plaquette operators (2) and (3). Such a product is con-
veniently referred to by an operator-index sequence: Sn =
[a1, p1], [a2, p2], . . . , [an, pn], where ai ∈ {1, 2} corresponds
to the type of operator (1=diagonal, 2=off-diagonal) and

FIG. 2. Left: A global loop update crosses through the boundary
to change the winding number. Right: A local loop cannot change the
winding number.

FIG. 3. (I) Schematic diagram of an update for quantum dimer
models. Each imaginary time surface is a classical dimer config-
uration. Red lines are update lines of world-line QMC. The blue
loops are the intersection of all imaginary time update lines and each
imaginary time surface which are the same as the loop in right part
of Fig. 2. (II) Some examples of the vertices and their update pre-
scriptions. The horizontal bar represents the full plaquette operator
Hp and the lines of the squares represent the dimer states (thick and
thin lines for dimer 1 or 0) on either side of the operator. Update lines
are shown as lines with an arrow. (c) and (d) are different updates of
the same configuration. This figure is from Ref. [25].

pi ∈ {1, . . . , Np} is the plaquette index. It is also convenient
to work with a fixed-length operator-index list with M entries
and to include the identity operator [0,0] as one of the operator
types.

The expanded partition function takes then the same form
as the SSE in the spin models [20,21],

Z =
∑

α

∑
SM

βn(M − n)!

M!
〈α|

M∏
i=1

Hai,pi |α〉, (4)

where n is the number of operators [ai, pi] �= [0, 0]. Inserting
complete sets of states between all the plaquette operators, the
product can be written as a product of the following nonzero
plaquette matrix elements:

(5)

where the |others〉 here means that plaquette p has 1 or 0
dimer. Such matrix elements are depicted in Fig. 3(II) where
the plaquette below (above) is the ket (bra); we also call them
as vertexes in the following.

Diagonal update is also similar as in spin models: We
accept the insertion/deletion according to the Metropolis ac-
ceptance probabilities,

Pins = Npβ〈α|H1,p|α〉
M − n

, (6)

Pdel = M − n + 1

Npβ〈α|H1,p|α〉 . (7)

The presence of Np in these probabilities reflects the fact that
there are Np random choices for the plaquette p in converting
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[0, 0] → [1, p], but only one way to replace [1, p] → [0, 0]
when p is given. These diagonal updates are attempted con-
secutively for all 1, . . . , M, and at the same time the state
|α〉 is updated when plaquette flipping operators [2, p] are
encountered.

After diagonal update, we start to do a cluster update. The
sweeping cluster method works as follows.

Firstly, choose a flippable plaquette (FP) randomly no
matter whether it is diagonal or off-diagonal as the starting op-
erator vertex. FP means the plaquette has two parallel dimers.
Secondly, create four update lines from every link of the pla-
quette, and all the lines go along one imaginary-time direction
until they touch the next vertex. The update lines grown up in
the imaginary-time direction will change the vertex config-
uration: The links touched by update lines will create/cancel
dimers as sweeping along imaginary time. Thus the four initial
update lines rotate the two dimers of the original FP as they
go along. The update lines are extended until one or more of
the update lines hit another operator vertex from below.

Then, after updating the plaquette beneath on the new op-
erator vertex according to the update lines, we need to decide
how to create or destroy update lines to update the plaquette
above and continue sweeping.

For this, there are three different processes to consider: (1)
The new plaquette beneath is an FP, and the old plaquette
above is not an FP. We can then change the plaquette above
into an FP in two ways: the resulting vertex will become
either diagonal or off-diagonal. We choose between these two
possibilities shown in (c) and (d) in Fig. 3(II) with probability
1/2. (2) The new plaquette beneath is not an FP. Then change
the upper plaquette to be same as the one underneath, as
shown in (a), (b), (e), and (f) in Fig. 3(II). (3) Both the new
plaquette beneath and the old plaquette above are FPs. Then
there are two choices: the cluster update ends if the number of
total lines is four. If not, the four update lines continue through
the vertex and sweep on.

At the end of the sweeping cluster update, when the last
four update lines are deleted, we get a new configuration B
with weight WB to replace the old configuration A with weight
WA. To ensure detailed balance, we must invoke a Metropolis
accept/reject step [37] on the whole cluster update with an
acceptance probability. If we denote the number of operator
vertices in configuration A with FPs on both sides by NFP, and
the same amount in configuration B by NFP + �, then

Paccept (A → B) = min

[
NFP

NFP + �

(
2

1 + V

)�

, 1

]
. (8)

That is all about the original sweeping cluster method.
Although it works better than the previous projector QMC
methods, it cannot change the winding sector while sampling.
The sampling Hilbert space of SCA is in the winding sector
of the initial state forever, the same as projector MC. It means
the update of SCA is local. A global scheme still needs to be
developed.

III. CONSTRUCT GLOBAL SCHEME OF SWEEPING
CLUSTER ALGORITHM

Comparing with projector MC used previously, SCA
solved the cluster update problem for constrained systems.

However, starting from a FP means all updates are derived
from Hamilton’s dynamics; it must be local. In fact, a configu-
ration of QMC can be understood as imaginary-time evolution
of classical dimer configurations, and SCA fully samples
these evolution configurations in the given sector.

In order to sample all sectors, based on the SCA, we further
generalize the directed loop algorithm of the N-dimensional
classic dimer model [38–41] to (N + 1)-dimensional QDM.
We keep the same diagonal update and cluster update as in
the original SCA method. After that, we will add a new step
into the global method which can change winding sectors.

At very high temperature, there is an easy solution to
change sectors. After cluster update, walk randomly on free
links until a loop is formed as in Fig. 2 and flip all links on it
in whole imaginary time. The free links here mean that there
is no operator on it along imaginary time. It is worth noting
that the loop here must be connected via one dimer and one
empty link staggered, and it may be local or global as in Fig. 2.
However, when temperature becomes not high enough, there
are less free links and it becomes impossible to connect a loop.
So we need to construct an effective global update method as
shown in Fig. 4: construct a loop no matter whether links are
free or not, and update the loop in whole imaginary time based
on the SCA rule. Its details are as follows.

Firstly, choose a dimer configuration at initial imaginary
time and construct a directed loop as done in the classical
dimer model [40]. We start the directed loop at a randomly
chosen site and go through links with and without a dimer one
by one until it comes back to the starting point and closes. The
loop may be local or global in this step; nevertheless, repeat
until getting a global loop if you want to improve the effect
of changing winding sectors. Now we get a random loop in
this dimer configuration as shown in Fig. 2. Then all the links
of this loop create update lines instead of plaquettes in the
original SCA and begin to sweep the configurations along
the imaginary-time direction. Here we should do it under
modified rules as below.

Then, all the update lines should go on without stopping
until meeting the vertex. There are three different processes to
consider at the visited vertex: (1) The new plaquette beneath
is a FP, and the old plaquette above is not a FP. We can
then change the plaquette above into an FP in two ways: the
resulting vertex will become either diagonal or off-diagonal.
We choose between these two possibilities shown in (c) and
(d) in Fig. 3(II) with probability 1/2. (2) The new plaquette
beneath is not an FP. Then change the upper plaquette to be
the same as the one underneath, as shown in (a), (b), (e), and
(f) in Fig. 3(II). (3) Both the new plaquette beneath and the
old plaquette above are FPs. The four update lines continue
through the vertex and sweep on.

Lastly, if all the update lines close at the directed loop
which we constructed at the initial floor of imaginary time, the
cluster is finished. We accept it via the probability Paccept (A →
B) = min[( 2

1+V )�, 1], which is different from Eq. (7). If some
update lines do not close, go on sweeping until they return
to the initial floor again and close. We can set a truncation
number N : When they return to the initial floor for the N th
time, give up the update if the update lines are still not closed.
At low temperature, N = 1 is always enough and N can be set
larger at higher T .
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FIG. 4. (a) Schematic diagram of a global scheme for quantum dimer models. Each imaginary-time surface is a classical dimer configu-
ration. Here we ignore drawing update- lines of world-line QMC for convenience. The blue loops are the intersection of all imaginary-time
update lines and each imaginary-time surface, the same as the loop in the left part of Fig. 2. The evolution of the loop via operators can be seen
clearly. (b) Configurations of QDM in imaginary-time space. Each picture is a dimer configuration at a certain imaginary time, and the arrows
indicate the increasing imaginary time. The D and O means a diagonal and off-diagonal operator which acts on the configuration. First row
and second row stand for dimer configuration snapshots before and after the global sweeping cluster algorithm update, respectively. The red D
or O means the operators after update. The dashed line here means an update line exists on the link, i.e., the dimer has to be toggled on/off.
The updated dimers are blue.

Through the global scheme of the sweeping cluster algo-
rithm (GSCA) in this step, we have generalized the classical
directed loop algorithm to a high-dimensional space. On the
one hand, our starting update element is no longer a flippable
plaquette, but can be a loop of any size (flippable plaquette is
a special case, the smallest loop). On the other hand, if this
loop walks across the torus and is noncontractible (nonlocal),
then we achieve a sampling which walks in different winding
sectors. As the schematic diagram Fig. 4(a) shows, Hamilto-
nian operators evolve the directed loop layer by layer along
imaginary time. The GSCA updates whole configurations via
Markov sampling; as an example, see Fig. 4(b).

We will provide some benchmarks as follows. In the case
of at finite temperature or on different sides of V = 1 at T =
0, QMC should sample in different winding sectors. At low
temperature, the sector of ground state when V < 1 is (0,0),
i.e., the columnar case, and it becomes a staggered state which
is in other sectors during V > 1. It is known that the energy
of the staggered phase without any parallel dimers should be
zero, which can be a strong criterion. As shown in Fig. 5(a),
we see the ground state of exact diagonalization (ED) and
GSCA transfers from the columnar sector to the staggered sec-
tor in V > 1 while SCA always stays in the columnar sector
we have given through the initial state. Both ED and GSCA
work well near the topological first-order phase transition
point (V = 1). As another benchmark, we compare the QDM
energy obtained by the ED method, and the SCA and GSCA
of the QMC method on a 4 × 4 lattice at finite temperature as
shown in Fig. 5(b). At finite temperature, the QMC samplings
need to work in all sectors to get the correct results. As
shown, the GSCA results match well with ED. The results of
both the GSCA and ED are closer to zero than the SCA,
because the staggered sector and other sectors with fewer FPs

cause the energy of the system to be closer to 0. On the other
hand, the SCA always samples in the columnar sector we have
given through the initial state, so it gains incorrect energy. The
ED we used here is the basic full diagonalization approach.

Furthermore, we measured the correlation function as the
left term shown in Fig. 6. The correlation function is de-
fined as C(r) = 〈D0Dr〉−〈D0〉2

〈D0〉−〈D0〉2 , Di = 1 (0) while there is a (no)
dimer on the link. It is worth noting that there are kinds of
staggered configurations corresponding to different winding
sectors (0, 2) and (1, 1), so we use a staggered sector instead
of a winding sector with certain winding numbers in this
paper. For convenience, here we do not distinguish between
the positive and negative of the winding number, and do not
distinguish between (a, b) and (b, a). According to the analy-
sis of the value of the correlation function, the left term should
be accumulated by the three terms on the right as shown in
Fig. 6. And the right two of the three staggered items actually
correspond to the same winding numbers (1,1). In 40 000
Monte Carlo samplings, the staggered state in (0,2) and (1,1)
accounted for 31.33% and 68.67%, respectively.

People may think that the global scheme of the sweeping
cluster algorithm is not efficient enough, because it requires all
update lines to be closed after a whole imaginary-time cycle
due to the periodic boundary condition (PBC) of imaginary
time. Actually, this does affect the effectiveness of the algo-
rithm, especially when the size is larger. So a simpler way
is that we can generalize it to the method of the projector
SSE Monte Carlo method with open boundary condition of
imaginary time [42,43].

As shown in Fig. 4, a random-walk loop is constructed first
in a start imaginary-time layer, and the Hamiltonian operators
distributed over imaginary time change the shape of the loop,
resulting in a three-dimensional update cluster. Due to the
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FIG. 5. Compare energy per plaquette of QDM by three meth-
ods on a 4 × 4 square lattice: exact diagonalization (ED) method
which works in all topological sectors, original SCA QMC which
only works in a certain sector [we choose the (0,0) sector here, i.e.,
columnar sector], and the GSCA which samples in all sectors. (a) At
T = 0.01, we see the ground state of ED and GSCA transfers from
the columnar sector to the staggered sector in V > 1 while the SCA
always stays in the columnar sector. Both ED and GSCA work well
near the topological first-order phase transition point (V = 1). (b) At
V = 0.5, the energy of the GSCA which contains information of all
sectors matches well with the correct result of ED, but the SCA is
not right at finite temperature because the algorithm is confined in
the columnar sector of the initial state. Note: The error bars are small
and many are obscured by data points.

PBC of imaginary time, it requires the loops at τ = 0 and β

should have the same shape to close this cluster. Obviously, it
is difficult to close the update clusters when the system size is
large. However, in the zero temperature case, there is an open
boundary condition (OBC) along imaginary time as shown in
Eq. (11), i.e., the left state need not be equal to the right one.
It means the shapes of loops at τ = 0 and β can be different,
so the update cluster works well even if the system size is
very large. The cluster can certainly be gained via the zero
temperature method, but it may not be closed via the finite
temperature way.

Furthermore, it is worth noting that the degrees of freedom
within different sectors are different. For example, there is no
flippable plaquette in the staggered sector, so it has few states,
while the columnar sector is the opposite. As shown in Fig. 7,
it is easy to randomly walk from the staggered sector to the
columnar, but hard reversely. Therefore, it is more appropriate
to set the initial state of the Monte Carlo simulation to the
staggered state. In the next section, we use the projector SSE
method and set the initial state staggered to simulate the QDM
in different sizes to check the effectiveness of the GSCA.

IV. GLOBAL SWEEPING CLUSTER ALGORITHM IN
PROJECTOR SSE METHOD

The projector Monte Carlo algorithm [44] is a common
numerical method for studying ground states of quantum
many-body systems. In a broad sense, Green’s function Monte
Carlo and diffusion Monte Carlo both belong to it. Consider
a state |�〉 and its expansion in terms of eigenstates |n〉,
n = 0, 1, . . . , of some Hamiltonian H :

|�〉 =
∑

n

an|n〉. (9)

Let H be the Hamiltonian of interest. Then for sufficently
large β, e−βH can be used as a projection operator onto any
state of this system:

lim
β→∞

e−βH |�〉 = lim
β→∞

∑
n

e−βEn an|n〉

= lim
β→∞

e−βE0
∑

n

e−β(En−E0 )an|n〉

= lim
β→∞

e−βE0 a0|0〉. (10)

Then, from this expression, one can write a normalization of
the ground-state wave-function-like partition function, Z =
〈0|0〉 with two projected states (bra and ket) as

Z = lim
β→∞

(〈�L|e−βH )e−βH |�R〉 = lim
β→∞

〈�L|e−2βH |�R〉.
(11)

It is worth noting that in the actual implementation, we only
need to randomly give the �L state and generate the entire
propagator according to the rules of SSE.

For convenience, in the following we use β instead of
2β. In order to represent the normalization as a sum of
weights, Z = ∑

x W (x), we use Handscomb’s power series
expansion [45] and (SSE framework [20,21] to rewrite it as

Z =
∑
�L�R

∑
SM

βn(M − n)!

M!
〈�L|

M∏
i=1

Hai,pi |�R〉, (12)

SM = [a1, p1], [a2, p2], . . . , [aM , pM], where ai ∈ {1, 2} cor-
responds to the type of operator (1=diagonal, 2=off-
diagonal) and pi ∈ {1, . . . , Np} is the index of position. It
is convenient to work with a fixed-length operator-index list
with M entries and to include the identity operator [0,0] as
one of the operator types. And n is the number of operators
[ai, pi] �= [0, 0]. In this framework, we can apply the previous
sweeping cluster method in SSE [25].
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(0, 2)    31.33%                                                          (1, 1)     68.67%
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FIG. 6. Left: the correlation function of QDM on a 4 × 4 square lattice at V = 2, T = 0.01. The data are rounded to three decimal places,
and the errors are in/after the fourth decimal place. It can be decomposed into those staggered configurations on the right. It is worth noting
that there are two kinds of staggered configurations corresponding to different winding sectors (0, 2) and (1, 1). For convenience, here we do
not distinguish between the positive and negative of the winding number, and do not distinguish between (a, b) and (b, a). In the 40 000 Monte
Carlo steps we simulated, they accounted for 31.33% and 68.67%, respectively.

Then the steps are almost the same as those in finite tem-
perature; the only difference is that the boundary condition of
imaginary time becomes open. It means the directed loop in
Fig. 4 at τ = β need not be equal to that at τ = 0 and update
lines need not match and close after β evolution. However, the
price is that it can only work at zero temperature.

We set the initial state of the GSCA to be a staggered state,
to simulate the QDM on the square lattice. A small reminder:
in the SSE code, we need to set the initial cut-off length M of
the imaginary time of Eq. (11) to a relatively large number;
here we use 2000. In Fig. 8, the QMC simulation results show
that the state of the staggered phase can successfully enter the
sector of the columnar phase. We sweep the energy/kinetic
energy of several sizes under different parameter V at zero
temperature. When V > 1, the ground state is a staggered
phase without any parallel dimers in a plaquette, so both
the energy and kinetic energy of the staggered state must be
0. This staggered configuration cannot be obtained from the
ground state of V < 1 (columnar sector) through the evo-
lution of local operators, and vice versa. Therefore we can
judge whether the transition of different topological sectors
is successful via the changes of energy/kinetic energy near
V = 1. Figure 8(a) shows a clear turn at V = 1. It means the
ground state jumps between columnar and staggered sectors.
The energy is equal to 0 in the error bar region when V � 1.
It is because we add a constant term into the Hamiltonian
as shown in Eq. (6), so plaquettes without parallel dimers

FIG. 7. Because the size of a Hilbert space of different sectors is
different, it is easy to randomly walk from the staggered sector to the
columnar, but hard reversely, especially in large system sizes.

also cost energy to cause statistical fluctuation. On the other
hand, (b) shows the kinetic energy is equal to 0 exactly while

FIG. 8. In different sizes, the relationship of energy/kinetic en-
ergy per plaquette and parameter V . Error bars are smaller than
the data points. In order to avoid overlapping of data of different
sizes, we have made corresponding shifts according to sizes. The
shift value is +0.01 × (28 − L)/4. (a) shows a clear turn at V = 1,
it means the ground state jumps between columnar and staggered
sectors. Energy is equal to 0 in the error bar region when V � 1.
(b) shows the kinetic energy is equal to 0 exactly while V > 1,
which is strong evidence for a staggered phase without any flippable
plaquette. At V = 1, the kinetic energy is not 0 obviously and the
energy of (a) is 0, which matches with exact solution of ground state
at the RK point.
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V > 1; it is strong evidence for a staggered phase without any
flippable plaquette. At RK point V = 1, the kinetic energy is
not 0 obviously but the energy is 0; it matches with the exact
solution of ground state at the RK point. We also checked the
winding number during simulation, and all the samplings of
region V < 1 become the columnar sector from the staggered
phase after thermalization. In summary, the GSCA works well
in the open boundary condition of imaginary time.

V. EXTENSION AND GENERALIZATION

We will discuss why this scheme can be applied generally.
In the quantum Monte Carlo algorithm, sampling depends on
the imaginary-time evolution of Hamiltonian operators. It is
impossible to connect two different topological sectors via
Hamiltonian operators. Actually, itis not only for topological
sectors, but also for other sectors which cannot be connected
to each other through a Hamiltonian. If the quantum fluctua-
tions are not ergodic to all the samples, we need to manually
introduce an update scheme as in classical systems.

In fact, we can always introduce a classical update in a cer-
tain imaginary-time layer to connect different sectors, because
every layer of imaginary time is a classical configuration. The
point is how to extend this classical update into all imaginary-
time layers, which can be solved by the SCA. Because the
SCA updates the configurations along the imaginary-time
direction, it actually evolutes the classical update loop via
Hamiltonian operators until the end of imaginary time, as
shown in Fig. 4(a). Thus, the classical update is extended to
the quantum case in this way.

All in all, this scheme gives an available way to extend
the classical update scheme into a quantum version, and over-
come the sector localizations due to nonconnection of the
Hamiltonian.

VI. DISCUSSIONS

Let us come back to discuss some questions about the
effectiveness and range of application. In the finite temper-
ature case, the update lines may not close even though they
go several rounds along the imaginary time. At V = 0.5,
the update lines closed probability after one round along the
imaginary time of different temperature and sizes is studied
in Fig. 9. Although the probability falls while the system size
becomes larger, it decays very slowly and all the probabilities
are greater than 55%. Along the linear trend, the P will be
larger than half even when L → ∞. This suggests that the
formation of a global cluster to overcome the topology is a
likely option.

Furthermore, how many global clusters can be accepted is
also an important indicator. In the finite temperature case, we
find that it is dependent on the system size and temperature. It
can be seen that although the number for update lines closing
in imaginary time is not small as shown in Fig. 9, the probabil-
ity for accepting these updates is not high(Fig. 10), especially
for a large system size and low temperature. It is worth noting
that if the update lines have not closed after one round, we
regard it as not accepted. Even though the probability is not
large, it may not mean the efficiency of the algorithm is bad.
Because the proportion of the (0,0) sector will increase with

FIG. 9. The probability that all the update lines of the global loop
close after one round along imaginary time. We simulate different
sizes and temperature cases at V = 0.5. The inset uses the same data
but changes the x axis as T instead of 1/L.

the system size, there will be more and more samplings of the
sector than others. As the paper by Alet et al. [40] mentioned,
the (0,0) sector occupies nearly 100% when the system size
is infinite. Thus, it is a little hard to judge if the algorithm is
effective in the finite temperature case.

For the zero temperature case, as discussed above in Fig. 7,
it is important to set the initial state in a small sector, such
as the staggered phase. Using this trick, it is easy to find the
lowest-energy sector via global updates. However, can this
scheme visit all the degenerate staggered states when V > 1?
It is hard to be ergodic, especially for large size. At V = 1.5,
the probability of sector changes is about 0.3 when L = 4,
but it falls down to about 0.0002 quickly when L = 10. The
reason is that it will cost energy in the intermediate processes
if the state goes into other nonstaggered sectors from a stag-
gered phase and then falls into another stagger, so this way
will be rejected. The easiest way to connect two staggered
configurations is to update the dimers along the clino-diagonal
line as shown in Fig. 11. The probability of this becomes
nearly zero while the system size increases hugely. A possible
solution is to introduce a transcendental choice when creating
the classical loop in the initial layer of imaginary time. As in
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FIG. 10. The accepted probability of a global cluster of different
temperature and sizes at V = 0.5.
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FIG. 11. The nearest way to connect two staggered configura-
tions is to update the dimers along the clino-diagonal line.

the classical dimer model case [38–41] (only V term), it favors
more/less plaquettes with two dimers when the loop grows up
at negative/positive V . In the quantum case, we can modify
the judge condition from V = 0 to V = 1. But it requires that
we have known the staggered phase arises while V > 1.

VII. CONCLUSIONS

A numerical study of the constrained model is important
and notoriously difficult, especially as the topology forbids
ergodicity. We develop a global scheme of the sweeping clus-
ter SSE method to overcome the sampling between different
topological sectors. The technique keeps the geometric re-
strictions via sweeping vertices in imaginary-time order and
achieves sampling in all winding sectors. In principle, this
method works on any lattice QDM and can be generalized to
other constrained models.
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