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Topological metamagnetism: Thermodynamics and dynamics of the transition
in spin ice under uniaxial compression
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Metamagnetic transitions are analogs of a pressure-driven gas-liquid transition in water. In insulators, they are
marked by a superlinear increase in the magnetization that occurs at a field strength set by the spin exchange
interactions. Here we study fopological metamagnets, in which the magnetization is itself a topological quantity
and for which we find a single transition line for two materials with substantially different magnetic interactions:
the spin ices Dy, Ti,O; and Ho,Ti,O;. We study single crystals under magnetic field and stress applied along
the [001] direction and show that this transition, of the Kasteleyn type, has a magnetization versus field
curve with upward convexity and a distinctive asymmetric peak in the susceptibility. We also show that the
dynamical response of Ho,Ti, 0 is sensitive to changes in the Ho*" environment induced by compression along
[001]. Uniaxial compression may open up experimental access to equilibrium properties of spin ice at lower

temperatures.

DOI: 10.1103/PhysRevB.105.184422

I. INTRODUCTION
A. Motivation

Metamagnetism is the sudden increase in the magnetiza-
tion of a material M induced by a small increase in magnetic
field B. As in the liquid-gas transition, to which it is analo-
gous, there is no spontaneous symmetry breaking involved.
Metamagnets can be split into two main branches: metals and
insulators. Here we concentrate on the latter, whose energy
scale for metamagnetism is conventionally directly related to
magnetic exchange interactions.

Among the magnetic insulators, topological spin liquids—
systems that remain disordered but strongly correlated down
to the lowest temperatures [1,2]—seem like unlikely places
for metamagnetism to be found. We argue that this is not the
case by considering two different instances of metamagnetic
transitions in spin ice, a classical spin liquid characterized by
an emergent gauge field and fractionalized excitations [3,4].
The first instance dates back to an experiment in 2003 [5]: a
magnetic field applied along the [111] crystal direction was
seen to destroy the dipolar spin correlations that betray the
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presence of an emergent gauge field [4,6-8] while inducing
a sudden increase in magnetization. The measured metamag-
netic field is proportional to the effective exchange interaction
imposing the spin correlations and is thus significantly dif-
ferent in the two canonical spin-ice materials: Dy, Ti,O; and
Ho,Ti;O7 [5,9]. In further analogy to the water-vapor transi-
tion, the phase diagram consists of a first-order line ending at
a critical point [3,5].

The identification of a second type of metamagnetic
behavior in these disordered materials, “topological metamag-
netism,” is the main finding of this paper. It involves a sweep
through different topological sectors of the gauge field, as
the magnetization corresponds to an average emergent gauge
flux density. The location of this phenomenon, related to a
three-dimensional Kasteleyn transition proposed more than a
decade ago [10], does not depend on the value of exchange
interactions. The system remains within the original ground
state manifold, with the entropy associated with linelike exci-
tations (and not the exchange interaction) competing with the
Zeeman energy [10,11]. As a consequence, we will see that
Dy,Ti,O; and Ho,Ti,O7, with similar magnetic moments,
share a single phase diagram. As in other metamagnetic tran-
sitions, there is no symmetry breaking between the saturated
and unsaturated phases. However, as these phases belong to
different topological sectors, the connectivity and other details
of the phase diagram are different from those in conventional
metamagnets. Finding macroscopic evidence for spin liquids
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is notoriously difficult [1,2,12]; the realization of topological
metamagnetism provides a direct link to the underlying gauge
field in these materials.

B. Background

Dy,Ti,O; (DTO) and Ho,Ti;O; (HTO) are the most
widely studied spin-ice materials [13]. Their rare-earth mag-
netic moments form a pyrochlore lattice of Ising spins [see
inset in Fig. 2(a)] which can point only toward or away from
the centers of the tetrahedral plaquettes [14]. The effective
nearest-neighbor interaction, composed of exchange and dipo-
lar terms, is ferromagnetic, with Jet & 1.1 K for DTO and
~1.8 K for HTO. This is the sole energy scale of the nearest-
neighbor (NN) model, which has ground state configurations
with two spins pointing in and two out for any tetrahedron
[empty tetrahedra in Fig. 2(a)]. This local rule allows for the
magnetization to be interpreted as a divergence-free gauge
field. The breaking of the spin balance in a tetrahedron, with
three in/one out or one in/three out configurations, is thus
seen as a local excitation or monopole [15] [colored spheres
in Fig. 2(a)], which is crucial to understanding the materi-
als’ dynamics and thermodynamics [3,14,16,17]. The strong
long-range dipolar interactions between spins (the magnetic
moments in DTO and HTO are ~10u ) can be approximately
taken into account by two terms: the energy needed to cre-
ate monopoles from the spin-ice manifold and a magnetic
Coulomb interaction between them. This is the basis of the
“dumbbell model” [3].

At low temperatures, a magnetic field B||[001] polarizes all
spins, selecting a single saturated configuration from the vast
spin-ice manifold. If T < Jg, the density of monopoles p is
exponentially small at any field. It follows that on decreas-
ing B, the only mechanism that decreases M and increases
the entropy is the introduction of extended excitations in the
form of strings of reversed spins spanning the crystal [red
arrows in Fig. 2(a)]. Topologically, this is not dissimilar to
the entry of field lines in a type II superconductor. The tran-
sition here is of Kasteleyn type [18,19], and unlike in the
previous two-dimensional case [7,20,21], it now takes place
in three dimensions [10]. Crucially, the topological nature of
the magnetization gives rise to an asymmetric susceptibility:
it diverges below the critical field Bx and exactly vanishes
above it [10], with Bg/T = const for the NN model [22].
At nonzero temperature, the presence of magnetic monopoles
allows for shorter, nonspanning strings, which round the
transition and dilute metamagneticlike features [10,11,16].
Experimentally, diffuse neutron scattering measurements in
DTO crystals with field along [001] showed the existence of
stringlike excitations and the ability of the magnetic field to
orient them [16]. Magnetization measurements were used in
this experiment to identify a dynamically active region in the
T-B plane where equilibrium properties could be measured
by neutron diffraction, and an approximate phase diagram,
with frozen, “liquid,” and saturated regions, was constructed.
The boundary between the liquid and saturated regions is
related to the Kasteleyn transition. Our experimental data now
show evidence of a different type of metamagnetic behavior
in connection with the transition, which we demonstrate is
a direct consequence of the topological constraints imposed
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FIG. 1. (a) Magnetization M and static susceptibility (xpc =
dM /dBioca, inset) for DTO as a function of internal magnetic field
along [001] By, at different temperatures. (b) xpc for HTO as a
function of internal magnetic field. The metamagneticlike features
are sharper for HTO than DTO, in agreement with its smaller density
of local excitations (monopoles) at a given temperature. Inset: Ideal
paramagnetic behavior (dotted lines) and Husimi tree results for the
NN model without monopole excitations. The shape and behavior of
the xpc peaks support a Kasteleyn transition broadened by thermal
effects.

by the emergent gauge field. The static data and also the
dynamic data—affected by the presence of extended excita-
tions near the Kasteleyn transition—converge into a single
experimental phase transition curve. Stressing that the under-
lying phenomenon is a topological change in their common
ground state manifold, the phase diagrams coincide, within
experimental error, for DTO and HTO, in spite of the differ-
ences between these materials. Adding to this, we study the
thermodynamic and magnetic dynamics changes under strain.

II. RESULTS

We begin by analyzing the unstrained samples. The isother-
mal magnetization M for both compounds was studied at
temperatures above the dynamical freezing regimes (7' >
0.7K) [23-27]. Figure 1(a) shows M (T, Bjoca ) along the [001]
crystalline axis of a DTO single crystal as a function of
local field Bjocar, Obtained after correcting for demagnetiza-
tion effects (see the Appendix). In the limit of high Bjoca
the magnetization tends to saturate near 0.577up,/Dy, the
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FIG. 2. (a) Real (x’) and (b) imaginary (x”) parts of the ac sus-
ceptibility in unstrained HTO as a function of B||[001] for different
temperatures. The monotonic x'(B) contrasts with the peaks in x”
at fields near those observed in xpc. The inset in (a) shows the
pyrochlore spin lattice. A strong B||[001] polarizes all spins (black
arrows); in red, a string of reversed spins is excited at a finite tem-
perature. Tetrahedra with two spins in and two out are magnetically
neutral; an imbalance of spins results in a positive or negative mag-
netic monopole (blue and red spheres). The green arrows mark the
direction of compression. The insets in (b) show the HTO crystal, cut
in an hourglass shape along [001] (bottom), and the susceptometer
and strain device (top). The superconducting primary (gray) winds
around the two mutually opposing secondary coils (orange). The
ends of the sample were epoxied to mobile piezoelectric anvils and
covered by metallic plates.

theoretical value [28]. The magnetization of an ideal param-
agnet increases as a downward convex function for all fields;
instead, the magnetization curve of DTO resembles that of a
metamagnet, with an upward convexity over a broad range of
intermediate By, . This is more clearly seen in the derivative
dM /dBiocal = xpC, the static susceptibility (see the inset). The
evolution of xpc at low fields and high T suggests a single
characteristic energy scaling with B. However, rather than
the monotonically decreasing xpc of paramagnets [inset in
Fig. 1(b)], in DTO the susceptibility increases with field and
vanishes after it peaks. As the temperature is lowered, the peak
narrows and becomes more asymmetric. Sharper peaks, with
the same characteristic asymmetry and at matching values of
Biocat /T, are seen in HTO [Fig. 1(b)]. It is helpful to compare

this transition to the known metamagnetic transition in spin
ice at low T and B||[111] [5]. This sharp increase in M is ob-
served for both canonical spin-ice materials at very different
magnetic fields, proportional to their respective Jeg [5,9]. In
contrast, the coincidence in Bjoca1/T we now observe for the
susceptibility peak maximum for B|[[001] is already a strong
indication that this feature does not correspond to standard
metamagnetism.

The asymmetric nature of the peaks in ypc is another
indication. The Kasteleyn transition is, indeed, characterized
by such marked asymmetry since string excitations exist on
only one side of the transition. This is clearly seen in the inset
in Fig. 1(b), which shows a Husimi tree calculation of ypc for
the NN model without monopolar excitations (7' << Jefr) [29].
In our experiments the temperature is comparable to Jeg, and
xpc 1s rounded off by finite-size string excitations that exist
on both sides of the transition (not unlike the effect of finite
size [22]); nonetheless, the curves retain the main signatures
of a Kasteleyn transition. Indeed, the higher value of Jeg/T
for HTO explains why narrower, taller, and more asymmetric
peaks are observed in this material [30].

In order to analyze the in-field dynamics and to study the
system under uniaxial pressure, we performed ac susceptibil-
ity measurements. Usually, a measurement at low frequencies
(=10 Hz) would give a real part of the susceptibility x’ almost
identical to the static xpc and a small imaginary part x”
[24]. That is not the case here, even at the lowest frequencies
we measured (1 Hz). Figure 2(a) shows x’(B) at 17.7 Hz,
measured for a single crystal of HTO; within the temperature
range inspected and for both compounds, we observed no
peak in these curves. Remarkably, a peak instead appears in
x"(B) [see Fig. 2(b)], at fields near those found in ypc. At a
given T the field position of the peak increases slightly with
decreasing frequency (see the Appendix). The trend is more
marked for DTO (with slower dynamics at these temperatures)
and increases with decreasing 7. This reflects the dynamical
nature of the peak in x”.

A common factor in both xpc and x” for both mate-
rials is to have a peak near B/T ~ 0.1 T/K. This can be
used to separate two regions in the field-temperature plane:
a low-field, high-temperature region where extended fluctua-
tions that lower the magnetization proliferate and a high-field,
low-temperature one where fluctuations are scarce and the
magnetization is close to saturation. Figure 3 shows a col-
lection of data points associated with these maxima for both
materials. The data are representative of different samples,
techniques, and instruments, with characteristic measurement
times chosen to reflect information near the static limit. At low
temperatures, the x” points collected for HTO were obtained
with our bespoke susceptometer at zero strain, after linear ex-
trapolation of the field maximum in x” to the limit f — 0O (see
the Appendix); those for DTO were measured at f = 1.7 Hz.
The faster dynamics of HTO at higher temperatures allowed
us to use data obtained at 77 Hz (with a bigger signal and less
data treatment).

The data enable the construction of a curve that is, within
error, independent of the material and technique used (Fig. 3).
This independence allows us to associate this line of max-
ima with metamagnetism linked to topological changes in the
emergent gauge field and the phase diagram with that of the
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FIG. 3. The experimental points, obtained for materials with dif-
ferent Jor and diverse measurement techniques, determine a single
line that separates two regions: a high B/T region where the mag-
netization is close to saturation and a low one where fluctuations
proliferate. The coincidence (within experimental error) of theses
curves for HTO and DTO reflects the topological nature of the
transition. The lines indicate the Kasteleyn transition curve for the
NN and dumbbell models (dashed line, taken from Ref. [10]) and
extrapolated from high T for the dipolar model (solid line, taken from
Ref. [22]). The open pentagons are the results for x” (f — 0) under
strain.

three-dimensional Kasteleyn transition for spin as if 7 < Jegr
[10,11]. The dashed line indicates the predicted transition
curve for a nearest-neighbor model [10]. The solid line cor-
responds to this curve corrected by dipolar interactions [22]:
it is a much better match to the experimental points.

The dumbbell approximation has successfully explained
several dynamical [14,17,27,31,32] and thermodynamical
facts [3,14,16,32,33]. Since the Kasteleyn transition takes
place in the limit of no monopolar excitations, in the ab-
sence of demagnetization effects it should be identical in both
the NN and dumbbell models. In the latter, metamagnetism
should be interpreted as a transition of the monopole vacuum.
Corrections to this idealized model, similar for both materials,
seem to account for the differences from the experimental re-
sults [34]. We find this remarkable since thermodynamic data
at low fields are expected to differ from the dumbbell model
only when T is of the order of a few hundred millikelvin
[22,35-38].

The influence of the dipolar interaction on the peak
position might, at first sight, seem to be at odds with the in-
dependence of the topological metamagnet from the strength
of the effective interactions Jeg. That is not the case. The
nearest-neighbor term of the dipolar interactions is, indeed,
the major contribution to Jei and is responsible for enforc-
ing the emergence of the gauge field. An increase in this
nearest-neighbor term, however big, would not change the
low-temperature properties of the Coulomb phase; instead, it
would increase only the temperature at which the topologi-
cal effects are observed. The long-range part of the dipolar
interactions is captured by the dumbbell model [3,6], but
corrections are needed in the intermediate range. At a mean
field level their effect is to reduce the magnetic enthalpy for

the creation of strings in the fully polarized phase, and thus, it
shifts the topological transition along the field axis [22,38].

The change in the dynamic regime marked by the max-
imum in x”(T, B) is rooted in several facts. The depletion
of magnetic charges is particularly important for B||[001]
and is quite abrupt near the transition [27]. This lowers the
spin-flip rate at low temperatures and reduces the screening
[14]. Additionally, by polarizing the magnetic moments, the
static magnetic field changes the background in which the
magnetic monopoles move. All this slows down the mag-
netic response of the system to an external field, reducing
the blocking temperature [27]. The peak in xpc observed in
Fig. 1 on decreasing field at low temperatures reflects the
abrupt creation and/or marked development of long strings
of inverted spins, driven by entropic forces. The absence of a
peak in x'(T, B) reflects the inability of these extended objects
to oscillate in phase with the field even at frequencies as low
as 1 Hz; they are instead seen in x” (T, B). Dynamics is thus
also markedly affected near the transition by the underlying
topological changes in the gauge field.

Our bespoke ac susceptibility setup allows us to apply
compressive uniaxial stress along the field direction [insets
in Fig. 2(b)]. Theoretical work [39] predicts that Bx should
decrease for crystals under compression along [001], through
the progressive imbalance of exchange interactions [inset in
Fig. 2(a)]. A recent study on HTO [40] reported a small evo-
lution of J. with uniaxial pressure. Accordingly, the changes
we observe in the position of the transition are almost negli-
gible for the compression strengths that were experimentally
accessible to us. This is seen in Fig. 3, where the open pen-
tagons correspond to the x”(B) peaks, after taking the f — 0
limit, for different induced strain values.

However, the effect of an applied stress on a crystal can
go beyond thermodynamics. Altering the environment of a
spin may enhance quantum tunneling between its two Ising
states and thus change its dynamical response [41-43]. It was
theoretically proposed for Tb,Ti,O7, an Ising pyrochlore with
physics less understood than spin ice [44], that a tetragonal
distortion can lead to faster dynamics [43]; this, together with
the susceptibility of the non-Kramers HTO ground state dou-
blet to transverse fields [42], might give the dynamics of HTO
a high sensitivity to uniaxial pressure. Figure 4 shows x4 at
f =11177 Hz and B = 0 as a function of temperature for
different compressive strains. As seen there, the position of
the peak is sensitive to the applied stress and moves markedly
toward lower temperatures: at a given 7 the response times
shorten as the environment is distorted. The temperature at
which a relaxation time of the order of 1ms is reached is
decreased by more than 0.15 K for —0.6% distortion. We
believe that this observation, combined with the lack of a
measurable effect in the thermodynamic properties, may open
an interesting avenue of research. Uniaxial stress in a material
like HTO with a small exchange constant (dominated by the
NN term in the dipolar interactions) could be a route toward a
canonical spin ice with faster dynamics. If the effect were to
continue to lower temperatures, it might open the possibility
of experimentally detecting signs of the long-sought ordered
ground state [35,38,45-48]. Similarly, the ability to alter the
environment of these a priori classical spins could constitute
a route toward inducing tunable quantum effects. Our first
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FIG. 4. Imaginary part of the ac susceptibility x” for HTO at zero
field, measured as a function of temperature at fixed frequency f for
different values of strain along [001]. The peak moves toward lower
temperatures as compression increases, indicating a faster dynamics.

results for strain-induced manipulation of the dynamics indi-
cate clear promise for further work in this direction.

III. DISCUSSION

Experimental studies on the magnetization process under
the applied field of two different spin-ice materials along
the [100] crystal direction led us to identify what may be
called ropological metamagnetism, in which the nonanalytical
behavior of the magnetization is driven by the topological
nature of the underlying gauge field. It is thus remarkable that
topological effects are evident in macroscopic measurements,
shaping the magnetization curves and affecting its dynamics.
We find that M increases with field with upward convexity,
a reflection of the flattening of the entropy as a function of
magnetization near zero entropy, in turn linked to the presence
of string defects in the otherwise polarized gauge field [10,11].

Combining magnetization and ac susceptibility measure-
ments and taking advantage of the unusual dynamics of this
transition arising from the spatially extended nature of the
excitations, we constructed a detailed phase diagram of its
associated three-dimensional Kasteleyn transition and com-
pared it with theoretical predictions. The experiments show
that dipolar interactions need to be taken fully into account to
successfully model the Kasteleyn transition line. The nature
of the dipolar term (which is only approximately taken into
account by the dumbbell model at intermediate ranges) affects
the otherwise flat energy landscape of the ground state man-
ifold [49] and thus the energetics of the gauge field. It then
shifts the transition line toward higher fields and lower tem-
peratures. In spite of the different magnetic interactions Jeg
naturally leading to different transitions fields for the metam-
agnetism along [111], we obtain a single phase diagram for
both compounds with field along [001]. This can be explained
by the fact that (independent of the magnitude of J) both
materials share a ground state manifold, which is described
by the same gauge field. Furthermore, due to the similarity
of the dipolar magnetic moments associated with Dy** and
Ho’*, dipolar corrections beyond the dumbbell model are
also expected to be similar in both cases. Further corrections

due to effective exchange interactions for second and third
neighbors, known to be present in DTO [45,46,48,50] and
HTO [45], would also affect the phase diagram; our present
results suggest they are not of much significance here.

Uniaxial stress applied to Ho,Ti,O; leads to faster dy-
namics at ~1 kHz, with canonical spin-ice thermodynamic
behavior. It is thus tempting to conjecture that this might
open the possibility to study these materials in an as yet
unexplored regime by lowering the dynamical freezing tem-
perature. By the same token, applied stress also opens the
possibility to modify the environment of the magnetic ion and
might lead to quantum effects in these hitherto completely
“classical” spin-ice materials. Further studies are necessary
to determine the dependence of the magnetic relaxation time
on deformation and temperature to establish whether the ob-
served trend continues at higher stress and lower frequencies
and also to see whether there is a direction of compres-
sion (or tension) that optimizes the dynamical effects without
compromising the thermodynamics and whether high enough
compression/tension can be attained.
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APPENDIX: MATERIALS AND METHODS
1. Samples

The DTO and HTO samples used in this paper were grown
in St Andrews and Oxford using floating zone furnaces. For
the strain measurements we used a HTO single crystal, with
the approximate dimensions 1.9 x 0.34 mm? and a thickness
of 0.13 mm, cut along its principal axes. It was then etched
using a Xenon Plasma Focused Ion Beam into an hourglass
shape (see insets in Fig. 2 in the main text). This shape allowed
us to achieve high homogeneous compression in the middle
section of the sample where the actual measurement took
place. The samples used for the other measurements were two
single crystals of Ho,Ti,O7 and Dy, Ti,O;, with approximate
dimensions 2.8 x 0.75 x 0.55 mm?® and 4.55 x 0.71 x 0.66
mm?, respectively. In all samples, the susceptibility was mea-
sured with the longer side of the sample along the magnetic
field direction in order to minimize demagnetization effects.

2. Measurements

The experiments were performed at two different loca-
tions, with several instruments and different samples. The
magnetization measurements were carried out using a com-
mercial Quantum Design magnetic property measurement
system (MPMS). The standard field sweep rate used was
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FIG. 5. Magnetization M and static susceptibility xpc (inset) at
0.9 K for (a) DTO and (b) HTO as a function of internal magnetic
field along [001] Bjoc- We have used two field sweep rates R =
dB/dt differing by a factor of &3, obtaining the same results. This
suggests that the measurements approach the static limit. It is easy
to see that the superlinear increase in the magnetization indicating
metamagnetism (correlated to a susceptibility peak) is much better
defined and more asymmetric for HTO, where the spin-ice condition
two spins in/two out at a given temperature is fulfilled for a much
bigger fraction of tetrahedra. The positions of the susceptibility peak
are very similar in both cases, in spite of the marked differences in
their effective nearest-neighbor magnetic interactions Jeg;.

R =dB/dt =0.225T/h. In order to check that these mea-
surements were a good approximation to the static limit, we
repeated the curves at low temperature (here 0.9 K) at two dif-
ferent field sweep rates for both compounds. Figure 5 shows
the magnetization and xpc = dM/dBjoca for DTO [Fig. 5(a)]
and HTO [Fig. 5(b)]. There is no evident field rate dependence
in any of the compounds despite R varying by a factor of
almost 3.

We used three different probes for the ac susceptibility
measurements. The first part of the measurements was carried
out with a bespoke probe in a single-shot *He cryostat. The
susceptometer consisted of a pair of counterwound pickup
coils, each with approximately 1200 turns of a 60 um diame-
ter copper wire. In order to guarantee good thermal contact
the probe was immersed in the He® chamber. The ac field
used was 1.75 x 10~* T. The second part was performed in a
commercial Quantum Design physical property measurement
system. Finally, the susceptibility under applied strain (includ-
ing zero compression) was measured in a dilution refrigerator;
in order to work at temperatures above 1.1 K, the normal
regime of operation was changed by partially decoupling the
probe from the mixing chamber.

x10~8
2 g2_ - -0.0%
Ho,Ti, O -0.3%
- -0.5%
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X" (f — 0 Hz)
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FIG. 6. Effects of compression. Imaginary part of the suscepti-
bility yxc vs field along [001] for different values of applied stress
parallel to B. In all cases the temperature is fixed at 1.4 K, and the
frequency is fixed at f = 17.7 Hz. The inset shows the phase diagram
under compressing strain for f — 0. The solid line indicates the
predicted Kasteleyn transition in the presence of dipolar interactions
under no applied stress.

In this case, the extremely delicate pickup coils consisted
of two counterwound secondary coils (*200 turns each) of
an 11 um diameter copper wire; the primary coil was wound
around them with 20 turns of 60 um superconducting wire
[see Fig. 2(b) in the main text]. The excitation ac field used
was ~8 x 1074 T.

The strain was applied using a piezoelectric-based uniaxial
pressure cell with integrated force and displacement sensors
developed at the Max Planck Institute for Chemical Physics
of Solids in Dresden, Germany [51,52].

0.20

1.7 K

Binax (tesla)

1.4 K

1.5 K

0.10 12K

100 200
[ (Hz)

FIG. 7. Extrapolation to f — 0. Each point represents the field
maximum B, in the imaginary part of the ac susceptibility x” (T, B)
at a given temperature 7" and frequency f. Solid circles: Ho,Ti, O
crystals at a fixed strain of —0.3%. By, increases with decreasing
frequency, a trend that is more pronounced at low temperature. The
points in the phase diagram corresponding to f — 0 were taken after
a linear extrapolation, as illustrated here. Open symbols: Ho,Ti, O
(circles) and Dy,Ti,O7 crystals (stars) at nominally zero compres-
sion. The curves have a bigger negative slope for DTO at fixed
temperature, reflecting its slower dynamics in our working tempera-
ture range.
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3. Local versus applied field

The magnetic field B was corrected by taking into account
the demagnetizing factor D in order to obtain the internal
magnetic field Bjy, at the peak of the static or dynamic
susceptibility. D was estimated with standard methods, assum-
ing the samples were perfect rectangular prisms [53]. In the
case of ac susceptibility, the magnetization at the peak of its
imaginary part was taken from the MPMS measurements. We
also estimated By With the aid of Monte Carlo simulations;
the difference between these procedures was used as a way
to estimate the error in the peak location. Due to the sample
shape, the magnitude of the distortions, and the smallness of
the demagnetization factor, we did not consider changes in D
when straining the crystals.

4. Imaginary part of the susceptibility under compression
and extrapolation to f — 0

Figure 6 shows x” for HTO as a function of B||[001]
and T = 1.4 K; different values of strain were induced along

[001], between —0.1% and —0.8% (the minus sign here
indicates compression). At fixed f = 17.7Hz the effect of
compression is very modest: it slightly increases the field
of the peak maximum. However, as explained below, when
extrapolating the data to f — 0, this tendency is almost
canceled, indicating that the main effect of the uniaxial com-
pressive stress is to accelerate the dynamics.

As mentioned in the main text, the peak at the field Byax
observed in the imaginary part of the susceptibility x” not
only depends on 7 but also shows a smooth dependence on
the frequency f. As illustrated in Fig. 7, this dependence is
stronger at lower temperatures (i.e., greater relaxation times)
and very small at high temperatures. One way of approaching
the three-dimensional Kasteleyn transition phase diagram is
through the slow dynamics related to the creation or growth
of sample-spanning strings of inverted spins. In the main text
we observed that the peak in x” in the low-frequency limit
coincides with the phase transition peaks observed for both
DTO and HTO in static measurements. Figure 7 illustrates
how the limit f — 0 was taken.
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