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With the aim of including small amplitude quantum nuclear dynamics in solid-state calculations, we
derive a set of equations by applying Wick’s theorem to the square of the Fröhlich Hamiltonian. These
are noninteracting fermionic and bosonic Hamiltonians with terms up to quadratic order in the field op-
erators. They depend on one another’s density matrices and are therefore to be solved self-consistently.
A Bogoliubov transformation is required to diagonalize both the fermionic and bosonic Hamiltonians
since they represent noninteracting quantum field theories with an indefinite number of particles. The
Bogoliubov transform for phonons is non-Hermitian in the general case, and the corresponding time evolution
is nonunitary. Several sufficient conditions for ensuring that the bosonic eigenvalues are real are provided. The
method was implemented in an all-electron code and shown to correctly predict the renormalization of the
Kohn-Sham band gap of diamond and silicon due to the electron-phonon interaction. The theory also verifies
that niobium and MgB2 are phonon-mediated superconductors and predicts the existence and magnitude of their
superconducting gaps. Lastly, we confirm that copper is not a superconductor even at zero temperature.

DOI: 10.1103/PhysRevB.105.174509

I. INTRODUCTION

The adiabatic approximation is among the most funda-
mental ingredients of modern condensed-matter theory and
quantum chemistry. It rests on the intuitive picture that the
electrons, being much lighter than the nuclei, can instanta-
neously adjust to the nuclear positions. A two-step approach
of first evaluating the Born-Oppenheimer (BO) potential en-
ergy surface [1–4] with electronic-structure methods and then
solving the nuclear Schrödinger equation in terms of vibra-
tional degrees of freedom is a standard procedure in the
ab initio treatment of molecules and solids. The adiabatic
approximation is crucial here because it leads to separate
equations for the electronic and nuclear degrees of freedom,
respectively. It is this separation that allows us to treat the elec-
tronic and nuclear many-body problems with very different
methodologies. The adiabatic approximation not only makes
computations feasible, it is deeply ingrained in the way we
visualize the atomic and electronic structure of molecules and
solids.

Yet some of the most fascinating phenomena in condensed
matter physics and quantum chemistry live outside the realm
of the adiabatic approximation. Prime examples are phonon-
mediated superconductivity [5] or the process of vision [6].
The theoretical treatment of nonadiabatic phenomena is noto-
riously difficult because one is basically forced to go back to
the full electron-nuclear Schrödinger equation.

In molecules, nonadiabaticity is mainly associated with
transitions between different BO potential energy surfaces: If
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a traveling nuclear wave packet reaches a conical intersection,
i.e., a point where it is nearly or fully degenerate with another
BO surface, then this can trigger the nuclear wave packet
to split, leading to a significant population in both surfaces.
Continuing its journey, the wave packet may split again when
it encounters avoided crossings with other BO surfaces and,
when returning, it may interfere with parts of itself. This
rolling-around of nuclear amplitudes on BO surfaces is the
essence of most photochemical and photophysical processes
[7,8]. Sometimes the nuclear wave packet returns to where it
started from, thus completing an optical cycle as found in the
process of vision [6] or photosynthesis [9]. All these effects
go along with large-amplitude nuclear motion which cannot
easily be captured in terms of phonon modes. Here the natural
strategy is to represent the nuclear wave packets in terms of
classical trajectories in one way or another.

In solids, however, the nuclei tend to stay close to their
equilibrium positions (unless the temperature gets close to
the melting point). Nuclear motion is then well described in
terms of phonon modes, and nonadiabaticity shows up as the
electron-phonon interaction. Prime examples of nonadiabatic
effects in this regime are phonon-mediated superconductivity
[5], the renormalization of the band gap in insulators and
semiconductors [10], as well as a phonon-induced modifi-
cation of the electron dispersion in metals near the Fermi
surface [11].

In the dynamics of strongly driven electrons and, likewise,
in electron transport, electron-phonon scattering is an impor-
tant damping mechanism. After exciting a metal with a strong
laser pulse, the initial nonthermal distribution first reaches a
purely electronic equilibrium within some tens of femtosec-
onds, and on the timescale of picoseconds, electron-phonon

2469-9950/2022/105(17)/174509(13) 174509-1 ©2022 American Physical Society

https://orcid.org/0000-0002-3191-4273
https://orcid.org/0000-0001-6914-1272
https://orcid.org/0000-0002-7218-078X
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevB.105.174509&domain=pdf&date_stamp=2022-05-16
https://doi.org/10.1103/PhysRevB.105.174509


C.-YU WANG et al. PHYSICAL REVIEW B 105, 174509 (2022)

scattering leads to a thermalization of the complete system
of electronic and lattice degrees of freedom [12]. Similarly,
magnon-phonon scattering is one of the mechanisms responsi-
ble for the damping of ultrafast spin-dynamics effects such as
optical inter-site spin transfer [13]. In all these examples, dis-
sipation, i.e., the transfer of energy from the electronic to the
nuclear subsystem, is the relevant mechanism. Another impor-
tant aspect is the influence of phonons on exciton dynamics.
In some cases, the migration of excitons (which is essential
for producing a photo-current in photovoltaic devices) is en-
abled through nonadiabatic electron-nuclear coupling, while
for clamped nuclei the migration of excitons may be blocked
[14–16].

The goal of this paper is to develop a single ab initio
method able to predict all of the above nonadiabatic phe-
nomena associated with small-amplitude nuclear motion in
solids. The essence of our proposal is solve two coupled
Bogoliubov equations alongside each other, one describing
the electrons, the other treating the phononic degrees of
freedom. Bogoliubov equations represent systems of nonin-
teracting particles in terms of state vectors which are not
eigenfunctions of the particle-number operator. This choice
is deliberate and important. For the electronic subsystem,
Bogliubov equations provide the natural framework to cal-
culate the superconducting order parameter. Treating the
phononic subsystem by a Bogoliubov equation as well is
a less obvious choice but it is essential. Phonons can be
generated from both the electron-phonon interaction (virtual
phonons) or by an external influence such as a laser pulse (real
phonons). Hence the number of phonons cannot be a con-
served quantity. The two Bogoliubov equations are coupled
through effective potentials which depend on the electronic
and phononic normal and anomalous density matrices and on
the electron-phonon coupling matrix. The two equations are
solved self-consistently (in the stationary case) or propagated
in time alongside each other. The influence goes both ways:
The phonons, described by the bosonic Bogoliubov equation,
renormalize the electronic band structure and/or make the
system superconducting. Likewise, the electronic degrees of
freedom renormalize the phonon spectrum, giving rise, for
example, to a Kohn anomaly [17] or to modifications of the
phonon spectrum due to the presence of superconductivity
[18]. An important virtue of this method is that both real
and virtual phonons arise from the same noninteracting state,
which itself has been properly time evolved. This puts strong
constraints on the phonon density matrices.

A necessary step in this paper is the construction of approx-
imations for effective potentials as functionals of the normal
and anomalous density matrices and the electron-phonon
vertex,

�
αq
i jk =

∑
ap

eαq
ap√

2Maναq

〈
ϕik+q

∣∣∂V̂s/∂uq
ap

∣∣ϕ jk
〉
, (1)

where i and j label Kohn-Sham [19] orbitals with momentum
k + q and k, respectively; V̂s is the Kohn-Sham potential op-
erator; uq

ap is a displacement of atom a in Cartesian direction
p with phase eiq·r; Ma is the mass of the atom; eαq

ap is the
eigenvector of phonon mode (α, q); and ναq is the phonon

frequency. The construction makes use of the fact that, unlike
the electron- only many-body problem, the coupled electron-
nuclear system has a small parameter, the electron-nuclear
mass ratio m/M, where m is the electron mass and M is a
nuclear reference mass. In terms of this dimensionless param-
eter, the harmonic phonon frequencies are of order (m/M )1/2.
Anharmonic effects in the phonon frequencies show up in
order (m/M )3/4 and the lowest energy correction produced
by the electron-phonon interaction is of order (m/M )1/2. By
virtue of Migdal’s theorem, we know that the next order
is smaller by another factor of (m/M )1/2, and is there-
fore usually negligible. Our construction of the approximate
functionals is based on the same principle: We consistently
include all contributions to order (m/M )1/2 and, in line with
Migdal’s theorem, neglect all higher-order contributions to the
potentials.

In Sec. II, we describe how this is achieved in practice:
The idea is to apply Wick’s theorem to the square of the
Fröhlich Hamiltonian [20]. This yields fermionic and bosonic
Bogoliubov equations as well as explicit forms for their po-
tentials. In Sec. III, we work out the algebraic structure of
these Bogoliubov equations. Special attention will be given
to the non-Hermitian nature of the bosonic Hamiltonian. The
results of this section are quite general and apply equally to
the equations describing the coupled motion of electrons and
magnons, electrons and photons, or any other bosonic species
coupled to the electronic system. In Sec. IV, we provide
some details about the implementation for solids. Finally, in
Sec. V, we will demonstrate the efficacy of the proposed
method by computing the renormalized Kohn-Sham band
gaps of diamond and silicon and also the superconducting
gaps of niobium and MgB2; as well as verifying that copper
is not a superconductor at zero temperature. In doing so, we
introduce two potential observables which provide detailed
information on where in the reciprocal space electron-phonon
interactions are the strongest. A major long-term aim of this
paper is to perform a parameter-free, ab initio time evolu-
tion of the superconducting state for any solid. This would
normally be prohibitively expensive with Green’s function
methods (although, see Karlsson et al. [21]). Time evolving
the noninteracting bosonic state alongside the electronic state
is, however, a practical method for such a simulation because
all equations are first order in time and merely require a simple
time-step integration. Such calculations would enable study
of effects such as photoinduced superconductivity on short
timescales by shaped laser pulses [22–25].

II. MEAN-FIELD THEORY OF A SQUARED
HAMILTONIAN

Our aim is to replace an interacting Hamiltonian with a
pair of noninteracting Hamiltonians, coupled only indirectly
by their density matrices. In general, such Hamiltonians can
be diagonalized using Bogoliubov transforms. Solutions to
the Bogoliubov equations can then be used to obtain various
observables needed for a unified description of the phenomena
mention above such as band-gap renormalization and super-
conductivity.
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We begin with a generalized Fröhlich Hamiltonian for
solids,

ĤF =
∑

ik

εikâ†
ikâik +

∑
αq

ναqd̂†
αqd̂αq

+
∑

i jk,αq

�
αq
i j kâ†

ik+qâ jk(d̂αq + d̂†
α−q), (2)

where εik is taken to be the ith eigenvalue of a noninteracting
system (typically Kohn-Sham [19]) at k-point k; ναq is the
αth phonon frequency at q-point q; and �

αq
i jk are the electron-

phonon coupling matrix elements from Eq. (1).
The Hamiltonian in Eq. (2) contains an interaction term

(i.e., beyond quadratic order in the operators) and thus cannot
be solved exactly. Instead we employ Wick’s theorem [26],
which rewrites ĤF as a sum of normal-ordered products ar-
ranged from uncontracted terms to fully contracted products.
Our approximation is then to keep all terms up to quadratic
order. Applying this strategy directly to ĤF results in two
problems. The first is that a nontrivial solution would require
that 〈d̂αq + d̂†

α−q〉 �= 0, which would imply that the atoms
have displaced. However, the superconducting transition is
not brought about by an atomic displacement. For example,
a solid with one atom per unit cell, such as bcc niobium,
cannot undergo an atomic displacement across the transition
and remain lattice periodic. The second problem is that there is
no anomalous term of the form 〈â†â†〉 in the Wick expansion
of ĤF. These issues preclude the use of this approximation for
superconductivity calculations.

We now make the observation that any operator raised to a
power has the same eigenvectors as the original. In particular,
if ĤF|�i〉 = Ei|�i〉 then

Ĥ2
F |�i〉 = E2

i |�i〉, (3)

which can be used to determine the ground state of ĤF with
the proviso that the sign of each Ei be determined inde-
pendently. Wick’s theorem applied to Ĥ2

F overcomes both
aforementioned problems, namely that nontrivial solutions do
not require atomic displacements and there is now an anoma-
lous term in the Wick expansion.

The first term in the Wick expansion of Ĥ2
F is the di-

rect term from the noninteracting part of the electronic
Hamiltonian:

2

[
ns

Nk

∑
jk′

ε jk′ â†
jk′ â jk′ + 1

Nq

∑
αq

ναqd̂†
αqd̂ αq

] ∑
ik

εikâ†
ikâik

= 2 δE0

∑
ik

εikâ†
ikâik, (4)

where ns = 1 and ns = 2 for spin-polarized and spin-
unpolarized calculations, respectively, and the change in the
noninteracting energy per unit cell is given by

δE0 = ns

Nk

∑
ik

εik δγ k
i j + 1

Nq

∑
αq

ναq
〈
d̂†

αqd̂αq
〉
. (5)

Here the change in electronic density matrix is given by

δγ k
i j = γ k

i j − �(εik − εF)δi j, (6)

with

γ k
i j = 〈â†

ikâ jk〉. (7)

Taking â†
ikâ jk to mean the change in the density matrix in

Eq. (6), rather than the density matrix itself, is equivalent to
first placing the Hamiltonian in particle-hole form. A con-
sequence of this is that δE0 � 0. Note that the equivalent
exchange terms, such as

1

Nk

∑
ik, jk′

εikε jk′ â†
jk′ â jk′ â†

ikâ ik, (8)

tend to zero in the limit of an infinite k-point set. Before
proceeding further, we will assume that the system is time-
reversal symmetric; thus, if ϕik(r) is an electronic orbital, then
so is ϕ∗

i−k(r). This leads to the relationships

�
αq
i j k = �

αq
ji −k−q, �

∗αq
i j k = �

α−q
ji k+q, γ k

i j = γ −k
ji . (9)

The result of only keeping terms up to quadratic order is
a Hamiltonian for which the fermions are decoupled from the
bosons:

Ĥ = Ĥf + Ĥb, (10)

where

Ĥf =
∑
i j,k

Ak
i j â

†
ikâ jk + 1

2 Bk
i j â

†
ikâ†

j−k − 1
2 B∗k

i j âikâ j−k (11)

and

Ĥb =
∑
αα′,q

Dq
αα′ d̂†

αqd̂α′q + 1
2 Eq

αα′ d̂†
αqd̂†

α′−q + 1
2 E∗q

αα′ d̂αqd̂α′−q

+
∑

α

F q=0
α (d̂†

αq=0 + d̂αq=0). (12)

The matrices A and B are given explicitly as

Ak
i j = εikδi j − εF +

∑
α

�
αq=0
i j k 〈d̂αq=0 + d̂†

αq=0〉

− 2

Nq δE0

∑
i′ j′

∑
αα′q

�
αq
i′ j k �

∗α′q
j′i k δγ

k+q
i′ j′ [〈d̂αqd̂α′−q〉

+ 〈d̂†
α′qd̂αq〉 + 〈d̂†

α−qd̂α′−q〉 + 〈d̂†
α−qd̂†

α′q〉], (13)

Bk
i j = − 2

Nq δE0

∑
i′ j′

∑
αα′q

�
αq
j′ j k �

∗α′q
i′i k 〈âi′k+qâ j′−k−q〉

× [〈d̂αqd̂α′−q〉 + 〈d̂†
α′qd̂αq〉 + 〈d̂†

α−qd̂α′−q〉 + 〈d̂†
α−qd̂†

α′q〉].
(14)

The matrix D is related to E by

Dq
αα′ = ναqδαα′ + Eq

αα′ , (15)

with E arising from either the normal or anomalous electronic
density matrices:

Eq
αα′ = − ns

Nk δE0

∑
i j,i′ j′k

�
∗αq
ji k �

α′q
i′ j′ k δγ

k+q
i′ j δγ k

i j′ (normal),

(16)
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FIG. 1. Schematic representation of the matrices A, B, D, E , and F corresponding to the contractions in Eqs. (13)–(18), respectively. The

components are the electron-phonon vertex � = ; the change in electronic density matrix δγ = ; the anomalous density matrix
〈â â〉 = ; the phonon densities 〈d̂ d̂ 〉 + 〈d̂†d̂〉 + 〈d̂†d̂〉 + 〈d̂†d̂†〉 = , and 〈d̂ + d̂†〉 = .

Eq
αα′ = ns

Nk δE0

∑
i j,i′ j′k

�
∗αq
ji k �

α′q
i′ j′ k 〈â jk+qâi′−k−q〉〈â†

ikâ†
j′−k〉

(anomalous). (17)

Finally, the vector F is given by

F q=0
α = ns

Nk

∑
i j k

�
αq=0
i j k δγ k

i j . (18)

These terms are expressed diagramatically in Fig. 1, where in-
stead of the propagators found in Feynman diagrams, there are
electron and phonon density matrices connecting the vertices.

III. ALGEBRAIC FORM OF THE ELECTRON
AND PHONON BOGOLIUBOV EQUATIONS

In the following, the k- and q-point dependencies of the
fermionic and bosonic Hamiltonians are removed and we
focus on their algebraic structure instead. All matrices are
assumed to be finite in size.

A. Bogoliubov equation for electrons

The most general noninteracting fermionic Hamiltonian of
interest here has the form

Ĥf =
nf∑

i, j=1

Ai j â
†
i â j + 1

2 Bi j â
†
i â†

j − 1
2 B∗

i j âiâ j, (19)

where A is a Hermitian matrix; B is antisymmetric and corre-
sponds to the matrix elements of the superconducting pairing
potential �(r, r′). The sum runs to the number of fermionic
basis vectors nf . The matrix A includes a chemical potential
term Ai j → Ai j + μδi j which is used to fix the total electronic
number to Ne. The Hermitian eigenvalue problem(

A B
B† −A∗

)( �Uj

�Vj

)
= ε j

( �Uj

�Vj

)
(20)

yields 2nf solutions. However, if ε j and ( �Uj, �Vj ) are an
eigenpair, then so are −ε j and ( �V ∗

j , �U ∗
j ). Now we select nf

eigenpairs with each corresponding to either a positive or
negative eigenvalue but with its conjugate partner not in the
set. This choice will not affect the eventual ground state. Let

U and V be the nf×nf matrices with these solutions arranged
columnwise. Orthogonality of the vectors is then expressed as(

U V ∗
V U ∗

)†(
U V ∗
V U ∗

)
= I, (21)

which implies U †U + V †V = I and U †V ∗ + V †U ∗ = 0.
Completeness further implies UU † + V ∗V t = I and UV † +
V ∗Ut = 0. The Hamiltonian Eq. (19) can now be diagonalized
with the aid of U and V via a Bogoliubov transformation [27]:,

α̂
†
j =

nf∑
i=1

Ui j â
†
i + Vi j âi,

α̂ j =
nf∑

i=1

U ∗
i j âi + V ∗

i j â
†
i , (22)

in other words,

Ĥf =
nf∑

i=1

εiα̂
†
i α̂i + W0, (23)

where W0 = −tr(V εV †). The fermionic algebra is also pre-
served for α̂:

{α̂i, α̂
†
j } = δi j, {α̂i, α̂ j} = 0, {α̂†

i , α̂
†
j } = 0. (24)

1. Noninteracting ground state

Given A and B, the matrices U , V , and ε are fixed by the
Bogoliubov Eq, (20). What remains is to construct from these
the eigenstates of Eq. (19) in the Fock space. To do so, one first
needs to find a normalized vacuum state which is annihilated
by all the α̂ j . Here it is (denoted |0̄〉 so as to distinguish it from
the normal vacuum state |0〉),

|0̄〉 ≡
nf∏

j=1

Ûj

nf∏
k=1

â†
k |0〉 +

nf∏
j=1

V̂ †
j |0〉, (25)

where Ûj ≡ ∑
i U ∗

i j âi and V̂ †
j ≡ ∑

i V ∗
i j â

†
i . It is readily verified

that α̂ j |0̄〉 = 0 for all j; the vacuum has the correct normal-
ization 〈0̄|0̄〉 = 1; and the vacuum energy 〈0̄|Hf |0̄〉 = W0. The
noninteracting many-body ground state can be constructed
in analogy with the usual fermionic situation. Let M be the
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number of ε j < 0, then the ground state

|�0〉 =
M∏

j=1

α̂
†
j |0̄〉, (26)

so

Ĥf |�0〉 = E0|�0〉, (27)

where E0 = ∑M
j=1 ε j + W0.

2. Normal and anomalous densities

To determine the densities, both normal and anomalous,
one first has to find the expectation values of pairs of â and â†.
These, in turn, are linear combinations of expectation values
of pairs of α̂ and α̂†. Using the anticommutation relations
Eqs. (24) and remembering that α̂|0̄〉 = 0, we get

〈�0|α̂†
i α̂ j |�0〉 =

{
δi j i, j � M
0 i, j > M

〈�0|α̂iα̂
†
j |�0〉 =

{
0 i, j � M
δi j i, j > M

(28)

and

〈�0|α̂†
i α̂

†
j |�0〉 = 0, 〈�0|α̂iα̂ j |�0〉 = 0. (29)

Equations (22), (28), and (29) give the normal and anomalous
density matrices:

〈�0|â†
i â j |�0〉 =

M∑
k=1

U ∗
ikUjk +

nf∑
k=M+1

VikV
∗
jk (30)

and

〈�0|â†
i â†

j |�0〉 =
M∑

k=1

U ∗
ikVjk +

nf∑
k=M+1

VikU
∗
jk . (31)

3. Time evolution

What remains is to determine how the fermionic state
evolves with time in the time-dependent version of the
method. The form of the ground-state equations dictates that
of the time-dependent equations. Thus, if we assume that the
matrices A and B are now functions of time, then the time-
dependent generalization of Eq. (20) is

i
∂

∂t

( �Uj

�Vj

)
=

(
A(t ) B(t )
B†(t ) −A∗(t )

)( �Uj

�Vj

)
, (32)

with the time-dependent state given by |�(t )〉 =∏M
i=1 α̂

†
i (t )|0̄〉. It is easy to show that this state satisfies

i
∂|�(t )〉

∂t

=
(∑

i j

Ai j (t )â†
i â j + 1

2 Bi j (t )â†
i â†

j − 1
2 B∗

i j (t )âiâ j

)
|�(t )〉,

(33)

with |�(t = 0)〉 = |�0〉. Note that the number of occupied
orbitals M remains constant with time. Here we have assumed
that the system has evolved from its ground state.

B. Bogoliubov equation for phonons

The most general noninteracting bosonic Hamiltonian of
relevance here has the form

Ĥb =
∑

i j

Di j d̂
†
i d̂ j + 1

2 Ei j d̂
†
i d̂†

j + 1
2 E∗

i j d̂id̂ j

+
∑

i

Fid̂
†
i + F ∗

i d̂i, (34)

where D is Hermitian and contains the kinetic energy oper-
ator; E is a complex symmetric matrix and F is a complex
vector. Note that Ĥb contains the anomalous terms d̂†

i d̂†
j and

d̂id̂ j . In analogy with the fermionic case, this Hamiltonian can
be diagonalized,

Ĥb =
nb∑

i=1

ωiγ̂
†
i γ̂i + �0, (35)

with the Bogoliubov-type transformation

γ̂ j =
nb∑

i=1

W ∗
i j d̂i + X ∗

i j d̂
†
i + y∗

j ,

γ̂
†
j =

nb∑
i=1

Wi jd̂
†
i + Xi j d̂i + y j, (36)

where W and X are complex matrices and y is a complex
vector. The index j runs from 1 to twice the number of bosonic
modes. Requiring that γ̂ and γ̂ † obey bosonic algebra (the
complex numbers y j obviously commute with themselves and
the operators, maintaining the algebra) yields

W †W − X †X = I, (37)

W †X ∗ − X †W ∗ = 0. (38)

After some manipulation, we arrive at the Bogoliubov
equations for phonons:

(
D −E
E∗ −D∗

)( �Wj

�Xj

)
= ω j

( �Wj

�Xj

)
. (39)

The above equation cannot be reduced to a symmet-
ric eigenvalue problem because the conditions Eqs. (37)
and (38) correspond to the indefinite inner product η =
diag(1, . . . , 1,−1, . . . ,−1). Such matrix Hamiltonians can
still possess real eigenvalues [28–31] and this particular aspect
is explored in Appendix A.

Once these equations are solved, the vector y is determined
from

y = ω−1(W t − X t )F, (40)

where ω = diag(ω1, . . . , ωnb ). The constant term in Eq. (35)
given by

�0 = −tr(XωX †) − y†ωy. (41)
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1. Existence and nature of the vacuum state

We now show that the state which is annihilated by all the
γ̂i exists. Let

ŵ j :=
nb∑

i=1

W ∗
i j d̂i x̂†

j :=
nb∑

i=1

X ∗
i j d̂

†
i , (42)

then

[ŵ j, x̂†
j ] =

nb∑
i=1

W ∗
i j X

∗
i j =: τ j . (43)

Now consider the eigenvalue equation:

(ŵ j + x̂†
j )|0̄ j〉 = −y∗

j |0̄ j〉. (44)

Using the ansatz

|0̄ j〉 =
∞∑

n=0

κ
j

n

n!
(x̂†

j )n|0〉, (45)

we obtain a recurrence relation

κ j
n = [−y∗

j κ
j

n−1 − (n − 1)κ j
n−2

]
/τ j (46)

with y∗
j κ

j
0 = −κ

j
1τ j and κ

j
0 chosen so 〈0̄ j |0̄ j〉 = 1. Note that if

κ
j

n = 1 for all n then Eq. (45) is a coherent state. The vacuum

state

|0̄〉 = ζ Ŝ
nb⊗

j=1

|0̄ j〉, (47)

where ζ is a normalization constant and Ŝ is the symmetrizing
operator, is annihilated by all γ̂ j and, because ω j > 0 for all
j, is also the bosonic ground state, which is the lowest energy
Fock space eigenstate of Eq. (34), as required.

2. Phononic observables and time evolution

To make the theory useful, observables which are products
of the original d̂i and d̂†

i operators have to be computed. After
some straightforward algebra one finds that linear operators
may be evaluated using

Yi := 〈0̄|d̂i|0̄〉 = 〈0̄|d̂†
i |0̄〉∗ =

nb∑
j=1

X ∗
i jy j − Wi jy

∗
j . (48)

Observables which are quadratic are more complicated:

〈0̄|d̂†
i d̂ j |0̄〉 = Y ∗

i Yj + (XX †)i j, 〈0̄|d̂id̂
†
j |0̄〉 = YiY

∗
j + (WW †)i j,

〈0̄|d̂†
i d̂†

j |0̄〉 = Y ∗
i Y ∗

j − (XW †)i j, 〈0̄|d̂id̂ j |0̄〉 = YiYj − (W X †)i j .

(49)

The extension to the time-dependent case follows the same procedure as that for fermions, namely, that the matrices and vector
D, E , and F in Eq. (34) become time-dependent as, consequently, do γ̂

†
i and |0̄〉 after solving the equation of motion:

i
∂

∂t

( �Wj

�Xj

)
=

(
D(t ) −E (t )

E∗(t ) −D∗(t )

)( �Wj

�Xj

)
. (50)

This time evolution is not unitary but rather pseudounitary [32] and will not preserve ordinary vector lengths, in general, but will
preserve the indefinite inner product. The vector y can be determined analogously from

i
∂y

∂t
= (W t (t ) − X t (t ))F (t ). (51)

Evolving Eqs. (50) and (51) in time is equivalent to doing the same for the second-quantized Hamiltonian and the Fock space
state vector:

i
∂|�(t )〉

∂t
=

(∑
i j

Di j (t )d̂†
i d̂ j + 1

2 Ei j (t )d̂†
i d̂†

j + 1
2 E∗

i j (t )d̂id̂ j +
∑

i

Fi(t )d̂†
i + F ∗

i (t )d̂i

)
|�(t )〉. (52)

IV. IMPLEMENTATION FOR SOLIDS

Having established the electron and phonon
Bogoliubov equations to be solved as well as expectation
values of operator products, we can write the terms A, B,
D, E , and F as functions of the quantities (Uk,Vk ) and
(Wq, Xq).

The normal electronic density matrix can be written

γ k
i j = 〈â†

ikâ jk〉 = (VkV †
k )i j, (53)

where we have used Eq. (30) and retained only the positive
eigenvalues (as is our choice). All the terms in the Hf and Hb

are determined in a similar manner:

Ak
i j = εikδi j − εF + 2

∑
α

�
αq=0
i j k Re

(
Y q=0

α

)

− 2

Nq δE0

∑
i′ j′

∑
αα′q

�
αq
i′ j k �

∗α′q
j′i k δγ

k+q
i′ j′

× [X−qX †
−q − WqX †

−q]αα′ , (54)
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Bk
i j = − 2

Nq δE0

∑
i′ j′

∑
αα′q

�
αq
j′ j k �

∗α′q
i′i k (Uk+qV †

−k−q)i′ j′

× [X−qX †
−q − WqX †

−q]αα′ , (55)

Eq
αα′ = − ns

Nk δE0

∑
i j,i′ j′k

�
∗αq
ji k �

α′q
i′ j′ k δγ

k+q
i′ j δγ k

i j′ (normal),

(56)

Eq
αα′ = ns

Nk δE0

∑
i j,i′ j′k

�
∗αq
ji k �

α′q
i′ j′ k (Uk+qV †

−k−q) ji′ (UkV †
−k )∗i j′

(anomalous), (57)

Dq
αα′ = ναqδαα′ + Eq

αα′ , (58)

F q=0
α = ns

Nk

∑
i j k

�
αq=0
i j k δγ k

i j . (59)

Owing to time-reversal symmetry, the electron and phonon
equations to be solved are(

Ak Bk

B†
k −Ak

)(
�Ujk
�Vj−k

)
= ε jk

(
�Ujk
�Vj−k

)
,

(
Dq −Eq
Eq −Dq

)(
�Wjq
�Xj−q

)
= ω jq

(
�Wjq
�Xj−q

)
, (60)

where Ak, Dq and Eq are Hermitian and Bk is symmetric.
The above equations were implemented in the all-electron

ELK code [33] which is a density functional theory (DFT)
Kohn-Sham code and uses augmented plane waves as its
basis. Phonon dispersions and the electron-phonon coupling
matrix elements were determined using density functional
perturbation theory (DFPT) [34]. The local density ap-
proximation (LDA) was used as the exchange-correlation
functional throughout. The important issue of stability of the
self-consistent procedure is addressed in Appendix B.

Anomalous correlation entropy

Before proceeding to the results, we first define a po-
tentially useful quantity: the anomalous correlation entropy
(ACE). Let vi ≡ | �Vi|2 be the norm squared of the V part of the
vector ( �Ui, �Vi ), and note that 0 � vi � 1. For a normal state
(i.e., not superconducting) vi is either 0 or 1. This suggests
that we can define the fermionic ACE (FACE) as

FACE = −
∑

i

vi ln(vi ) + (1 − vi ) ln(1 − vi ), (61)

which is a single, dimensionless quantity equal to zero for the
normal state and greater than zero for the superconducting
state. This is very similar to the correlation entropy of the
one-reduced density matrix [35]. It is also possible to compute
the FACE over a restricted sum of states, for example, those
of a particular k point or simply for each individual state.

The bosonic ACE (BACE) is the analog for phonons. Here
the X part of the vector ( �Wi, �Xi ) is squared: xi ≡ | �Xi|2, which is
positive and unbounded, and the formula for bosonic entropy

FIG. 2. Electronic density of states of diamond for both the
conventional LDA Kohn-Sham system and the electron-phonon
Bogoliubov equations derived from the mean field of Ĥ 2

F .

is employed:

BACE = −
∑

i

xi ln(xi ) − (1 + xi ) ln(1 + xi ). (62)

The BACE (and its q-point resolved variant) is useful for
determining the strength of virtual phonon modes responsible
for causing correlations in the electronic system.

V. RESULTS

A. Band-gap renormalization

1. Diamond

It has been known for some time that the band gap of
diamond is significantly renormalized by the electron-phonon
interaction [36–54]. We calculated the phonon dispersion and
electron-phonon coupling matrix elements using DFPT with
q-point and k-point grids both taken to be 16×16×16. Calcu-
lations were performed using the experimentally determined
lattice parameter. The electronic part electron-phonon system
was solved in the basis of occupied orbitals plus 16 empty
orbitals. Self-consistency was achieved in about 300 itera-
tions. The density of states (DOS) is plotted in Fig. 2 for
both the noninteracting (LDA) calculation and the electron-
phonon calculation. Our calculated change in the fundamental
(indirect) gap is −394 meV (from the � point to ( 3

8 , 3
8 , 0))

and the change in the optical (direct) gap is −429 meV
(� point). Table I lists band-gap renormalization energies
from both experiment and theory. Previous theoretical results
range from −462 meV to −321 meV for the fundamental
gap and −670 meV to −409 meV for the optical gap. Ex-
perimental values range from −410 meV to −340 meV and
−320 meV to −450 meV for the fundamental and optical
gaps, respectively. This lack of consensus for the value both
gap renormalization energies makes it difficult to judge the
quality of our results. Both of the gaps determined using the
current method lie within the range of both previous theory
and experiment. Our indirect gap is closest to the experi-
mental result of Monserrat et al. [40], which claims to be
a more accurate extrapolation of the temperature-dependent
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TABLE I. Band gap renormalization of diamond.

Reference Fundamental gap Optical gap
renormalization (meV) renormalization (meV)

Experiment
Logothetidis et al. [37] −320, −450
Cardona [38] −340
Cardona [39] −364, −370
Monserrat et al. [40] −410

Theory
Giustino et al. [41] −615
Cannuccia and Marini [42] −670
Monserrat and Needs [43] −334
Monserrat et al. [40] −462
Antonius et al. [44] −404, −628
Poncé et al. [45] −409
Lloyd-Williams and Monserrat [46] −343 −430
Antonius et al. [47] −320, −439
Poncé et al. [48] −330 −416
Zacharias and Giustino [49] −345 −450
Monserrat [50] −344
Monserrat [51] ∼ − 410, ∼ −642
Karsai et al. [52] −320, −337 −326, −586
Miglio et al. [53] −330 −416
Zhang et al. [54] −437

Current paper −394 −429

thermal gap than previous estimates. Likewise, our optical
gap is closest to the experimental value of Logothetidis et al.
[37], determined from analyzing the second derivative of the
dielectric function.

A significant observation is that most of the renormaliza-
tion occurs at the valence band maximum with very little
change to the conduction band DOS. This was also the conclu-
sion reached by Engel et al. for the band gap renormalization
of ice [55]. Precise resolution of this tail is critical for an ac-
curate determination of the change in band gap. This, in turn,
demands a sufficiently dense k-point set. The large variance
among the theoretical results may be a consequence of some
calculations being inadequately converged with respect to the
number of k points.

Slices of the BACE across the Brillouin zone are plotted
in Fig. 3 and are determined from Eq. (62), where the q point
is fixed and the sum is only over the phonon branches. The
values exhibit considerable variation, ranging from about 0.06
to 1.51. There are several hot spots throughout the zone where
the virtual phonons which contribute to the renormalization of
the electronic band gap are most prevalent. Those of highest
intensity occur in the plane at q = 1

8 (1, 1, 1). We note that,
like the k-point set, the strong variation of the BACE across
the zone indicates that a large number of q points may be
required to properly converge the renormalized gap.

2. Silicon

As a second example of band-gap renormalization, we
applied the method to silicon. For this case, an 8×8×8
q-point grid along with a shifted 16×16×16 k-point grid was
used. Our calculated gaps were quite similar to one another:

−36 meV and [from the � point to (0, 9
16 , 9

16 )] for the funda-
mental and −35 meV (� point) for the optical. These are in
reasonable to good agreement with previous calculations and
experiment (see Table II). The gap renormalization is over an
order of magnitude smaller than that of diamond, indicating
that the method works for a wide range of values.

The LDA and electron-phonon renormalized DOS is plot-
ted in Fig. 4. Although the change in the gap is much smaller
than that of diamond, the same characteristic that most of the
effect arises from the highest occupied states is observed. The
DOS of the conduction band is completely unchanged.

B. Superconductivity

Prediction of the superconducting state provides a stringent
test for our method because of the very small energy scale
of the superconducting gap compared to typical bandwidths.
Accurate determination of the gap requires a large sampling of
k points very close to the Fermi surface. In our calculations, a
small shift was applied to the regular k-point grid, the effect
of which is to reduce the number of equivalent points and
thus distribute the eigenvalues more evenly around the Fermi
energy. In addition, a small energy window was applied to
the matrix elements of B in Eq. (55). All matrix elements
corresponding to states with eigenvalues outside this window
were set to zero. This is to ensure that only states very close
to the Fermi energy can contribute to the anomalous density.
The window was taken to be 0.001 Ha (∼27.2 meV) for all
cases below. We found that the superconducting gap was fairly
insensitive to this choice so long as there was a sufficient
number of k points whose eigenvalues lay within this window.
In both plots below, the points have been mirrored around zero
to effectively increase the k-point sampling.

174509-8



COUPLED BOGOLIUBOV EQUATIONS FOR ELECTRONS … PHYSICAL REVIEW B 105, 174509 (2022)

FIG. 3. Bosonic anomalous correlation entropy for diamond plotted across half the Brillouin zone. The vector at the center of each plane
is given by q(1, 1, 1) in reciprocal lattice coordinates. The value of the dimensionless BACE ranges from about 0.06 to 1.51.

It is important to mention that the anomalous Coulomb
interaction is not included in these calculations, which
generally results in superconducting gaps that are overes-
timated. We will compare our FACE to equivalent data
calculated using the well-tested superconducting density func-
tional theory (SCDFT) [58–62], where the effect of the
Coulomb interaction has been deliberately omitted. The
SCDFT code has the advantage of being able to upsample
the k-point grid via interpolation to better resolve the su-

perconducting gap. By convention, the superconducting gap
should be measured from zero in the figures below. Note
that the Fermi energy was continuously adjusted during the
calculation to maintain the correct total charge.

1. Niobium

The phonon dispersion and electron-phonon matrix ele-
ments for bcc Nb were calculated on a 8×8×8 q-point set and
a 40×40×40 k-point set shifted by ( 1

4 , 1
2 , 5

8 ) of the smallest

TABLE II. Band gap renormalization of silicon.

Reference Fundamental gap Optical gap
renormalization (meV) renormalization (meV)

Experiment
Lautenschlager [56] −25
Cardona [38] −50
Pässler [57] −72
Cardona [39] −60, −64

Theory
Monserrat et al. [43] −60
Poncé et al. [48] −56 −42
Monserrat [50] −58
Monserrat [51] −28
Zacharias and Giustino [49] −57 −44
Karsai et al. [52] −65
Miglio et al. [53] −56 −42
Zhang et al. [54] −75

Current paper −36 −35
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FIG. 4. Electronic density of states of silicon for both the conven-
tional LDA Kohn-Sham system and the electron-phonon Bogoliubov
equations derived from the mean-field of Ĥ 2

F .

division. The total FACE converged in about 500 iterations.
An energy-resolved histogram of the FACE for each state and
k-point is presented in Fig. 5. This is compared to equivalent
data calculated using SCDFT. One can see immediately that
the FACE is nonzero in a region around the Fermi energy and
that there is also a gap present. Owing to the scattered nature

FIG. 5. State and k-point resolved FACE histogram of niobium,
MgB2, and copper calculated with SCDFT and the electron-phonon
Bogoliubov equations derived from the mean-field of Ĥ2

F . The verti-
cal lines indicate the energy cutoff used when evaluating the matrix
B in Eq. (55). In both plots, the points have been mirrored around
zero to effectively increase the k-point sampling.

of the points in the histogram, the precise value of the gap
itself is difficult to ascertain. The minimum gap based on a
single point is 2.4 meV. SCDFT (without Coulomb) gives a
value of 2.5 meV, although this does not correspond to the
single point with smallest gap but rather the midpoint of the
main cluster of points taken at maximum FACE value. There
is good agreement between our mean-field theory and SCDFT
for the inner boundary of the FACE over the complete range
of energies. One of the more recent experiments puts the value
of the Nb superconducting gap at 1.49 meV [63]. The SCDFT
gap with the Coulomb interaction included yields a gap of
between 1.54 and 1.79 meV [60], indicating the magnitude
of this effect. Including the anomalous Coulomb interaction
in our calculations should also reduce our gap to about this
value.

2. MgB2

The superconducting state of MgB2 is much more difficult
to converge with respect to the number of k points than Nb.
This is because its Fermi surface contains two-dimensional
cylinderlike structures [64] which require particularly care-
ful sampling. We used a k-point grid of 36×36×24 shifted
by ( 1

4 , 1
2 , 5

8 ) of the smallest division. The q-point set was
taken to be 12×12×6. The DFPT calculation generated about
140 GB of electron-phonon coupling data, putting it at the
limit of our computational resources. This limitation and the
form of the Fermi surface meant the resolution of the gap was
not as good as for Nb. Convergence of the total FACE was
achieved in about 500 iterations and took over 700 CPU hours,
which was the most of all our calculations.

The state and k-point resolved FACE energy histogram can
be see in Fig. 5. Distinct from the case of Nb is the appearance
of two superconducting gaps in the plot. This is because the
MgB2 Fermi surface arises from two sets of bands with σ and
π character [64]. Despite the noise, we estimate the π band
gap from the single FACE point closest to zero, as 5.9 meV.
This agrees well with the SCDFT value of 6.5 meV. On the
whole, the inner boundary of the π band FACE is in good
agreement with that of SCDFT.

It is nearly impossible to reliably extract a value for
the second gap because of the sparsity of sampled points.
SCDFT yields a value of about 15 meV. Nevertheless, an
inner boundary of the σ gap can be discerned and follows
that obtained from SCDFT. Better resolution of the σ gap of
MgB2 clearly requires a much denser k-point grid; this could
be accomplished by an upsampling of the grid, as done in the
SCDFT code.

3. Copper

Copper does not exhibit superconducting properties even at
vanishingly small temperatures but rather possesses a residual
resistance. Our method should therefore predict a supercon-
ducting gap of zero for this metal. The phonon dispersion and
matrix elements were calculated for fcc Cu using a 8×8×8 q-
point grid and a 40×40×40 k-point grid. The total FACE was
considerably smaller than that for Nb and MgB2, and con-
verged in about 800 iterations. The state and k-point resolved
FACE energy histogram can be seen in Fig. 5 and the absence
of a gap is immediately apparent. This is an important test for
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the Bogoliubov equations because it demonstrates that they
did not produce a false positive for superconductivity, i.e.,
they correctly predict that fcc Cu should not be a supercon-
ductor even at a zero temperature.

VI. SUMMARY

We have defined noninteracting Hamiltonians for fermions
and bosons which are coupled only via their respective den-
sity matrices. Both are solved using Bogoliubov equations:
the fermionic are Hermitian and the bosonic are Hermitian
only with respect to an indefinite metric. Sufficient conditions
which guarantee real eigenvalues for the bosonic system were
found. Explicit forms of the potential matrix elements A, B,
D, E , and F which constitute the equations were found using
mean-field potentials derived from Wick’s theorem applied to
the square of the Fröhlich Hamiltonian. Electron and phonon
density matrices were determined by solving the equations
together and self-consistently. We found that this approach
correctly reproduced the renormalization of the band gaps in
diamond and silicon. The superconducting gaps of bcc Nb
and MgB2 were shown to reproduce those of SCDFT, and fcc
Cu was found to be nonsuperconducting, in accordance with
experiment.

Based on these results, we are confident that this is a
practical method for parameter-free simulations of the time
evolution of the superconducting state. Furthermore, these
equations and the application of Wick’s theorem to the square
of a Hamiltonian could be used for other theories with bosonic
fields. One such example is quantum electrodynamics (QED),
for which the method may be useful for studying strong field
dynamics which include pair creation effects, or for cavity
QED with discrete photon modes.
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APPENDIX A: MATHEMATICAL PROPERTIES
OF THE BOSONIC BOGOLIUBOV EQUATIONS

In this Appendix, we prove that under certain conditions
the matrix Eq. (39) always possesses nb solutions which sat-
isfy Eqs. (37) and (38). This requires the observation that if the
vector v ≡ (w, x) with eigenvalue ω is a solution to Eq. (39),
then so is v̄ ≡ (x,w) with eigenvalue −ω. To simplify the ar-
guments, we consider only the special case where the matrices
D and E are real symmetric and the vector F is also real. In

this case, the bosonic Hamiltonian can be written as

Ĥb =
∑

i j

Di j d̂
†
i d̂ j + 1

2 Ei j (d̂
†
i d̂†

j + d̂id̂ j ) +
∑

i

Fi(d̂
†
i + d̂i ).

(A1)

Theorem 1. Let

H =
(

D −E
E −D

)
,

where D and E are real symmetric nb×nb matrices. Suppose
H has only real, nondegenerate eigenvalues and every eigen-
vector v satisfies vtηv �= 0. Then

(1) The eigenvectors of H may be chosen real.
(2) The eigenvalue Eq. (39) has exactly nb solutions which

satisfy the conditions Eqs. (37) and (38).
Proof. The proof that the eigenvectors may be chosen real

is straightforward, so we now prove the second statement. Let
v1 and v2 be two real eigenvectors of H with corresponding
real eigenvalues ω1 and ω2. Now Hv1 = ω1v1 ⇒ ηHv1 =
ω1ηv1 and because ηH is symmetric we have vt

1ηH = ω1v
t
1η

and thus vt
1ηHv2 = ω1v

t
1ηv2. We also have that Hv2 = ω2v2

and so vt
1ηHv2 = ω2v

t
1ηv2. Subtracting and using the fact

that ω1 �= ω2 yields vt
1ηv2 = 0. This is equivalent to the off-

diagonal part of condition Eq. (37). Consider an eigenvector
v = (w, x) of H . Now vtηv �= 0, thus if vtηv < 0 then choose
the other eigenvector v̄ for which v̄tηv̄ > 0. Such an eigen-
vector can be rescaled arbitrarily to ensure vtηv = 1. This
corresponds to the diagonal part of Eq. (37) but is valid for
only half of the total number of eigenvectors since rescaling
cannot change the sign of vtηv. These remaining vectors
are discarded. Condition Eq. (38) is trivially satisfied for the
diagonal. For any two vectors vi and v j , suppose v j �= v̄i then
v̄ j = vk for some other k. The off-diagonal part of condition
Eq. (37) is satisfied for all vectors, thus vt

i ηvk = vt
i ηv̄ j = 0. If

v j = v̄i, then one of these vectors will have been discarded.
The theorem is easily extended to the case where H has

degenerate eigenvalues. There is no guarantee that the eigen-
values of H are real since the matrix is not Hermitian. We
therefore need additional restrictions on the matrices D and E
to ensure this; the following conditions are sufficient but not
necessary. We use the notation P  0 to mean that the sym-
metric matrix P is positive definite, and that P  Q implies
P − Q  0.

Theorem 2. Let D  0, and suppose that E is a symmetric
matrix. If any of the following are true then H has real eigen-
values:

(1) D  ED−1E .
(2) The largest eigenvalue of (ED−1)2 is less than 1.
(3) z†Dz > |z†Ez| for all z ∈ Cnb .
(4) E  0 and D  E .
(5) E  0 and Dp  E p, where p � 1.
(6) D2  E2.
Furthermore, if all eigenvalues are nonzero, then all eigen-

vectors satisfy vtηv �= 0.
Proof. Let ω and v be an eigenvalue and eigenvector of H .

The matrix

ηH =
(

D −E
−E D

)
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is symmetric, therefore both sides of v†ηHv = ωv†ηv are
real. The only requirement for ω to be real is that v†ηHv

be nonzero, which is ensured so long as ηH  0. This
follows from either of the conditions (i) or (ii) (see, for
example, Ref. [66]). Condition (iii) follows from Theorem
2.1 in Ref. [67] and (iv) follows immediately. The Löwner-
Heinz theorem [68] reduces condition (v) to (iv). Finally,
suppose D2  E2, where E may not be positive definite.
E is symmetric, therefore E2  0, which means that there
exists a symmetric matrix e  0 such that e2 = E2. The
Löwner-Heinz theorem implies that D  e, therefore z†Dz >

z†ez for all complex vectors z ∈ Cnb . E and e can be simulta-
neously diagonalized and for each eigenvalue λ of E there is a
corresponding positive eigenvalue |λ| of e. In this eigenvector
basis, it is easy to see that z†ez � |z†Ez| for all z, which in
turn gives condition (iii), thereby proving (vi). In fact, all
of the above conditions imply [67] that ηH  0. Thus, if all
eigenvalues ω �= 0, then vtηv �= 0.

Corollary 2.1. Let D0  0 and E � 0 (positive semidefi-
nite), then D = D0 + E yields real eigenvalues for H .

Theorem 3. Let D be an arbitrary real symmetric matrix
and let f be a real function such that | f (x)| < |x| for all x ∈ R,
then by setting E = f (D) (in the usual function of matrices
sense [69]), H has real eigenvalues and every eigenvector v

satisfies vtηv �= 0.
Proof. We first note that

H2 =
(

D2 − E2 [E , D]
[E , D] D2 − E2

)
.

It is obvious for any E = f (D) that [E , D] = 0 and D2  E2.
Therefore, all the eigenvalues of H2 are real and positive. We
conclude that the eigenvalues of H are real and nonzero, thus
vtηv �= 0 follows from Theorem 2.

Theorem 4. Let D be a real symmetric matrix which has no
zero eigenvalues and which commutes with all the matrices
in a group representation S = {Si}. Further suppose that any
degenerate eigenvalues of D correspond only to irreducible
representations of S (i.e., there are no accidental degenera-
cies). If E is a real symmetric matrix which also commutes
with all the matrices in S, then there exists a ξ > 0 such that
if E → ξE then H (ξ ) has real eigenvalues.

Proof. From the properties of the determinant applied to
blocked matrices, the eigenvalues of H2 are also the eigenval-
ues of Q := D2 − E2 + [E , D]. Since [D, Si] = [E , Si] = 0

for all i, then D2, E2, [E , D] and thus Q(ξ ) also commute
with Si. Schur’s lemma applies equally well to non-Hermitian
matrices, therefore the degeneracies of Q(ξ ) are not lost as ξ

increases. We also note that the roots of a polynomial depend
continuously on its coefficients and hence the eigenvalues of
Q(ξ ) depend continuously on ξ . From the conjugate root the-
orem, if Q(ξ ) has a complex eigenvalue then it must also have
its complex conjugate as an eigenvalue. For sufficiently small
ξ > 0, the eigenvalues of D2 cannot become complex because
this would require lifting of a degeneracy. Also, because of
continuity and because D2 has strictly positive eigenvalues, a
sufficiently small ξ > 0 will keep them positive. Hence the
eigenvalues of H (ξ ) are real.

APPENDIX B: STABILITY OF THE BOGOLIUBOV
EQUATIONS

We discovered from our initial implementation of the
Bogoliubov equations that the self-consistent procedure was
highly unstable and difficult or impossible to converge. The
reasons for this are twofold: First, in each of the Eqs. (54)–
(58), there is a division by δE0. If this number becomes very
small, then the terms in the Hamiltonian become large. In
the next iteration, δE0 is then large and the terms are small.
Consequently, δE0 becomes small again. This oscillatory be-
havior can be tamed by mixing the input and output density
matrices with a small mixing parameter. A second and more
severe source of instability is the indefinite metric required
for solving the bosonic Bogoliubov Eq. (39). Typically, the
right eigenvectors of a non-Hermitian matrix returned by a
numerical linear algebra package such as LAPACK [70] are
normalized to 1 using the regular Euclidean norm. However,
an eigenvector which is a solution to Eq. (39) should have
pseudonorm | �Wi|2 − | �Xi|2 = 1. If βi is the pseudonorm of the
vector ( �Wi, �Xi ) with Euclidean norm 1, then we have to scale it
by 1/

√
βi to normalize it correctly. This is an obvious source

of instability because βi can be arbitrarily close to zero. Such
instability can be cured by making the observation that the
effect of electron-phonon coupling on the phonon system is
usually so small that βi � | �Wi|2 � 1. Thus, we instead scale
the vector by [1 − (1 − βi )p]/

√
βi, where p is usually taken

to be 2, although we find that the converged results are inde-
pendent of this choice. This scaling approaches the original
for βi close to 1 but is equal to 0 for βi → 0. The combination
of the modified scaling and slow mixing allow the calculations
to achieve self-consistency.
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