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Magnetically hidden order is a hypernym for electronic ordering phenomena that are visible to macroscopic
thermodynamic probes but whose microscopic symmetry cannot be revealed with conventional neutron or x-ray
diffraction. In a handful of f-electron systems, the ordering of odd-rank multipoles leads to order parameters with
a vanishing neutron cross section. Among them, Ce3Pd20Si6 is known for its unique phase diagram exhibiting
two distinct multipolar-ordered ground states (phases II and II′), separated by a field-driven quantum phase
transition associated with a putative change in the ordered quadrupolar moment from O0

2 to Oxy. Using torque
magnetometry at sub-kelvin temperatures, here we find another phase transition at higher fields above 12 T,
which appears only for low-symmetry magnetic field directions B ‖ 〈11L〉 with 1 < L � 2. While the order
parameter of this new phase II′′ remains unknown, the discovery renders Ce3Pd20Si6 a unique material with
two field-driven phase transitions between distinct multipolar phases. They are both clearly manifested in the
magnetic-field dependence of the field-induced (111) Bragg intensities measured with neutron scattering for
B ‖ [112̄]. We also find from inelastic neutron scattering that the number of nondegenerate collective excitations
induced by the magnetic field correlates with the number of phases in the magnetic phase diagram for the
same field direction. Furthermore, the magnetic excitation spectrum suggests that the new phase II′′ may have a
different propagation vector, revealed by the minimum in the dispersion that may represent the Goldstone mode
of this hidden-order phase.
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I. INTRODUCTION

The appearance of so-called hidden-order phases in the
low-temperature magnetic phase diagrams of f-electron sys-
tems has been confronted with intensified interest in recent
years [1–6]. Contrary to the conventional magnetic order
composed of atomic spins, multipolar order parameters [6–9]
involve both spin and orbital degrees of freedom, linked
via strong spin-orbit coupling (SOC), and are highly sen-
sitive to an applied magnetic field [10–14]. Consequently,
field-induced quantum phase transitions and quantum critical
behavior emerge [15–18], showing remarkable anisotropies
with respect to the magnetic-field direction [14,19–22]. In
addition, hybridization of the f electrons with the conduction
band may lead to either heavy-fermion metal or Kondo-
insulator states [17,23].

Previous studies on a variety of 4f- and 5f-electron sys-
tems already demonstrated the presence of ordered phases
with multipolar order parameters, for example in CeB6 [4,24],
NpO2 [2,25], URu2Si2 [26–31], or filled skutterudites [6,32].
Identifying the symmetry of hidden order is not an easy task
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since common neutron and x-ray diffraction in zero field pro-
duce no signal. Nevertheless, some alternative techniques may
be used to reveal the primary antiferroquadrupolar (AFQ) and
field-induced dipolar and octupolar states, such as resonant
[33–36] and nonresonant [37,38] x-ray scattering, as well as
neutron diffraction in an external field [39].

An alternative strategy is to look at the magnetic-
excitations spectrum, with the objective of unraveling the
propagation vector of the hidden-order phase indirectly from
a minimum in the dispersion relations [5,40]. In the pres-
ence of a suitable theoretical model describing the magnetic
excitations, the order parameter and multipolar interactions
can in principle be extracted from a comparison of inelastic
neutron scattering (INS) data with the model, yet the main
challenge is the large number of free parameters describing
the RKKY-type couplings between different multipoles across
several nearest neighbors [41,42]. Here one may benefit from
considering the anisotropy of field-induced excitations in field
space, as demonstrated recently for CeB6 [12]. The dynamical
structure factor S(Q, ω), measured by single-crystal INS in
high magnetic fields applied along different crystal axes, was
shown to be fairly consistent with theoretical results obtained
with Holstein-Primakoff (HP) [43] and random-phase approx-
imation (RPA) methods [13,44–46].
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The cage compound Ce3Pd20Si6 with a cubic Fm3̄m
structure is famous as a unique system that shows two dis-
tinct multipolar-ordered phases separated by a field-driven
quantum critical point, where thermodynamic and trans-
port measurements revealed remarkable non-Fermi-liquid
behavior [23]. In zero field, this compound exhibits an antifer-
romagnetic (AFM) phase III below TN = 0.31 K [19–21] with
a propagation vector qIII = (0 0 4

5 ), followed in temperature
by an antiferroquadrupolar (AFQ) phase II below TQ = 0.5 K.
The propagation vector of the AFQ phase was previously
identified by the appearance of field-induced magnetic satel-
lites at a slightly incommensurate position close to the (111)
structural reflection, where in zero field only diffuse dynam-
ical fluctuations are seen [47,48]. Due to the field-induced
dipolar moments, the magnetic peaks became visible to neu-
trons, confirming the ordering of O0

2-type quadrupoles [48] in
agreement with the proposed theory [10,11,43].

When magnetic field is applied to the sample, the stability
region of phase II strongly depends on the field direction.
According to magnetization, specific-heat, and ultrasound
measurements [19–21], it persists to approximately 18 T
for B ‖ [111] and up to 10 T for B ‖ [110]. However, for
B ‖ [001], phase II is suppressed already at 2 T, where a
phase transition to the second, field-induced AFQ phase II′

occurs. According to the group-theoretical analysis [10,11],
the �8-quartet ground state of the Ce3+ ion in a cubic crystal
field supports different types of quadrupolar moments: �+

3 -
type quadrupoles O0

2 and O2
2, and �+

5 -type quadrupoles Oxy,
Oyz, and Ozx. An external magnetic field applied along some
general direction given by the unit vector (αβγ ) selects a
coherent superposition of the initially degenerate quadrupoles
within each manifold as the primary order parameter, e.g.,
αOyz + βOzx + γ Oxy for �+

5 , which depends continuously on
the field direction [13].

The vanishing field-induced Bragg intensity, observed
across the transition from phase II to phase II′ with neu-
tron scattering [48], is consistent with the proposed change
in the type of quadrupolar ordering from O0

2 (�+
3 -type) in

phase II to Oxy (�+
5 -type) in phase II′ [17], because due to

symmetry considerations, the Oxy moments support no field-
induced dipoles for B ‖ [001] [10]. A similar field-driven
phase transition between AFQ phases with different ordered
moments was first proposed theoretically for CeB6 [10], yet it
was never observed experimentally in this compound. Most
likely, the weaker magnetic interactions in Ce3Pd20Si6 that
are responsible for a sevenfold reduction in the ordering tem-
peratures compared to CeB6 also drive the critical fields to
values that can be easily reached in experiments, making
it an ideal system for studying transitions between differ-
ent multipolar phases. Two such transitions were later found
in the cubic compound PrOs4Sb12 for B ‖ [110] [32]. More
recently, a somewhat similar field-driven “metamultipolar”
phase transition has also been revealed in the unconventional
superconductor CeRh2As2 for magnetic fields applied in the
tetragonal ab plane [49].

The large field-direction anisotropy suggested by the mag-
netic phase diagrams of Ce3Pd20Si6, acquired so far only
for high-symmetry directions of the magnetic field, calls for
a more systematic study of their field-angle dependence. In
particular, measurements of phase II′ in fields rotated away

from the [001] axis are essential both for understanding the
stability region of this phase and for confirming its underly-
ing order parameter. Indeed, the symmetry constraints that
lead to vanishing field-induced dipolar moments on the Oxy

quadrupoles apply only for B ‖ [001] but are relieved for
any other arbitrary field axis [10]. It is therefore expected
that field-induced magnetic Bragg peaks in phase II′ can be
revealed by rotating the field axis away from [001], as long as
the phase itself is not suppressed by this rotation.

These considerations motivate our present study. In Sec. III
we present the low-temperature magnetic phase diagram of
Ce3Pd20Si6 in magnetic field space using torque magnetom-
etry and specific heat. These measurements exhibit a weak
anomaly, only visible for a limited range of field directions,
that may evidence an additional high-field phase II′′ beyond
phase II′. Equipped with the field-angle phase diagrams result-
ing from thermodynamic measurements, we then proceed in
Sec. IV to the results of our neutron scattering measurements
for magnetic field B ‖ [112̄], where we directly reveal both
multipolar phase transitions and the order parameter of phase
II′. We also present the INS spectrum of collective multipolar
excitations and analyze their dispersion and magnetic-field
dependence, showing that additional field-induced collective
modes appear at every phase transition separating different
multipolar phases. Further, dispersion minima of the lowest-
energy excitation hint at the candidate propagation vectors for
the so far unidentified phase II′′.

II. SINGLE-ION PROPERTIES OF Ce3+ in Ce3Pd20Si6

We start with introducing the crystal structure and mag-
netic properties of Ce ions in Ce3Pd20Si6 at the single-ion
level. This compound crystallizes in the Fm3̄m cubic space
group with two crystallographically inequivalent Ce sites at
the 4a (Ce1) and 8c (Ce2) Wyckoff positions [50]. The Ce1
site is surrounded by 12 Pd atoms and 6 Si atoms, resulting
in octahedral (Oh) point symmetry, whereas the Ce2 site is
tetrahedrally coordinated with 16 Pd atoms (Td point sym-
metry) [51]. Based on recent experimental evidence from
diffuse neutron scattering, it was suggested that the coher-
ent magnetic neutron-scattering intensity is dominated by the
contribution from the simple-cubic Ce2 sublattice, whereas
the face-centered-cubic Ce1 sublattice is magnetically silent
[47]. We, therefore, used the DFT/PBE/PAW level of theory
as implemented in the VASP5 code (for details, see Appendix)
to estimate the local charge rearrangements around the Ce2
site. We then proceed with ab initio calculations of the crystal
electric field (CEF) levels and their |J, mJ〉 compositions for
the lowest-energy multiplet of Ce3+ (J = 5/2) on this site
by employing the multiconfigurational complete active space
self-consistent field (CASSCF) method as implemented in the
OPENMOLCAS code [52,53].

A. Density functional theory calculations

Generally, no single-determinant model (DFT models in-
cluded) can be considered reliable in describing 4f and
5f systems, which is explained by the multiconfigurational
character of the full ground-state multiplet, even if the ground-
state wave function can be formally represented by a single
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FIG. 1. (a) The crystal structure of Ce3Pd20Si6 viewed along one
of the cubic axes. The isosurfaces of magnetization density at the Ce2
(8c) position, predicted at the DFT/PBE/PAW level of theory, are
shown in dark blue. The light-yellow spheres denote the Ce1 atoms.
(b) The nearest-neighbor cluster (Td symmetry) around the magnetic
Ce2 site, used to create a point-charge model in CASSCF modeling.

determinant. However, among all 4f elements, the Ce3+ ion is
perhaps the only lanthanide where DFT models are capable of
producing some single-particle properties reliably, in particu-
lar spin densities. In our previous studies of both metallic and
insulating Ce-based systems like CeB6 [14] and KCeS2 [54],
we have shown that the accuracy of DFT in predicting the spin
density distribution within the DFT/PBE/PAW framework
compared to CASSCF-level calculations is surprisingly high.

In the application to Ce3Pd20Si6, we find, on the one hand,
that the Ce ions at the 8c and 4a Wyckoff sites are character-
ized by almost identical Bader charges, with only about 5%
larger positive value at the 4a position. On the other hand,
we find that the Bader basins have different sizes, with Ce at
4a having a 15% smaller volume. This indicates that the 4f
electron at the 8c Wyckoff site is more localized compared to
the 4a site, and the local physics of the 4f shell typical for a
Ce3+ ion is engaged. We also note that further Bader analysis
has revealed that local charge rearrangements make Si and Pd
slightly positive and negative with �q = +0.6e and −0.45e,
respectively.

B. CASSCF model

Using the resulting partial charges, we evaluated the CEF
parameters and the local anisotropy of the magnetic Ce3+ on
the 8c Wyckoff site by quantum chemistry calculations at the
CASSCF(1,7)/ANO-RCC-VDZ/RASSI-SO level of theory
for a Ce3+ ion placed in the Td point charge environment, as
shown in Fig. 1(b). An ab initio calculation was done using the
OPENMOLCAS code [53,55] for the [CePd16Si12]3+ model. We
found that by using the effective charges for Pd and Si, derived
from the Bader analysis, we underestimate the experimental
CEF excitation observed in INS, which appears at 2.1 meV
instead of the experimental value of 3.7 meV. Therefore, we
scaled the value of both charges while keeping their ratio
|q(Pd)/q(Si)| = 1.34 to bring the splitting between the �8

ground state and the �7 excited state to the experimental value.
Formally analyzing the ab initio spin-orbit ground state in
terms of pseudospin S̃ = 1/2, we find the two lowest-energy
doublets separated by only 4 × 10−5 meV, with D1 dominated
by |±1/2〉 and D2 by |±/

±5/2〉 projections of the total an-
gular momentum J of the J = 5/2 multiplet. The resulting

decomposition of single-ion SOC states in the |J, mJ〉 basis
and the g-tensor structure for the lowest-energy atomic multi-
plet are summarized in Table I. Parameters of the SOC states
and the derived ab initio CEF parameters in Stevens-operator
notation, B q

k , are given in Table III in the Appendix. In agree-
ment with earlier studies [56,57], the ground-state multiplet
(J = 5/2), represented by the quartet �8 and doublet �7, is
dominated by high-order Stevens operators (O4).

III. FIELD-ANGLE PHASE DIAGRAM

Torque magnetometry measurements in magnetic fields
up to 18 T were carried out on a 5.0 mg single crystal
of Ce3Pd20Si6 at the National High Magnetic Field Labo-
ratory using the setup described in Ref. [14]. The sample,
oriented with an x-ray Laue camera, was cut in two halves;
the approximately equal pieces were glued to two cantilever
paddles made of beryllium copper and mounted on a cylin-
drical sample holder placed inside the rotator with its rotation
axis parallel to the [11̄0] and [001] crystal axes, respectively.
The magnetic torque τ = M(B) × B that is exerted on the
sample with magnetization M by an external magnetic field
B was measured capacitively by the elastic deflection of the
cantilever. The measurements were carried out in the 18/20 T
superconducting magnet SCM1 equipped with a top-loading
dilution refrigerator, at its base temperature of 20 mK. The
rotation angle θ of the sample was controlled by a stepper
motor with a resolution of 110 steps per 1◦ angle, giving the
rotator approximately 0.02◦ of resolution. The samples were
rotated in steps of 2.5◦, and field sweeps with a sweep rate
between 0.2 and 0.3 T/min were carried out at every rotation
step.

In Fig. 2(a), we show the magnetic-field derivative of the
measured torque, ∂τ (B, θ )/∂B, which is equivalent to the
angle derivative of the magnetization, ∂M(B, θ )/∂θ [14]. The
shown curves cover a range of angles between 33.5◦ and 51◦
in the (11̄0) plane, as measured with respect to the [001] cubic
axis. This approximately covers the sector between the [112]
and [111] field directions, which is the range in which the
weak anomaly corresponding to the high-field phase transition
(marked by asterisks) is visible. To save space, the data in the
rest of the measured angular range, as well as those for the
(001) field rotation plane, are only summarized in Figs. 2(b)
and 2(c) as color maps. Here the data are shown as polar
plots with the radial and angular coordinates representing
the magnitude and the direction of the magnetic field in the
respective plane of rotation. The fields corresponding to phase
transitions for every angle, estimated from the ∂τ/∂B curves
as shown with arrows and asterisks in Fig. 2(a), are shown
here with data points.

Note that the AFM phase III is essentially isotropic, as
was known from earlier publications [20,21]. The transition
from phase III to phase II can be seen only as a small step in
∂τ/∂B just below 1 T. In contrast, the transitions associated
with the AFQ phases are much more pronounced and show
strong dependence on the magnetic-field angle. The high-field
boundary of phase II′ can be seen as the dominant peak in
∂τ/∂B, with the II-II′ phase transition developing first as a
shoulder and then as a stand-alone maximum on the low-
field side of this peak as the field is rotated toward [001].
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TABLE I. Decomposition of SOC states of the low-energy multiplet of Ce3+ on the 8c Wyckoff site in the |J, mJ〉 basis for pseudospin
S̃ = 1/2 (doublets D1–D3) and for the combination of quartet (�8) and the first excited doublet (�7), including the corresponding g tensors.

State SOC energy (meV) |±5/2〉 |±3/2〉 |±1/2〉 | ±1/2〉 | ±3/2〉 | ±5/2〉 gx gy gz

D1 0.0 0.90 0.10 2.57 2.57 0.85
D2 4.0 × 10−5 0.43 0.08 0.09 0.40 1.43 1.43 3.14
D3 3.7 0.83 0.17 1.45 1.45 1.45

�8 0.0 1.00 1.00 1.00
�7 3.7 0.83 0.17 1.45 1.45 1.45

As one can see from Fig. 2, phase II′ that was only known
to exist for B ‖ [001] can actually be observed in a rather
broad range of field angles up to θ ≈ 50◦ and 30◦ in the
(11̄0) and (001) planes, respectively. In particular, it is very
clearly pronounced for B ‖ [112] or equivalent directions. The
two phase transitions merge as the field approaches either the
[111] or the [110] axis, where phase II′ vanishes.

Remarkably, at higher fields there is another anomaly in the
∂τ/∂B curves seen as a change in slope, which exhibits simi-
larly strong dependence on the field direction. This transition
is indicated with asterisks in Fig. 2(a) and with star symbols in
Fig. 2(b). It can be seen in our measurements only in a narrow
range of field angles in the (11̄0) plane between the [112] and
[111] field directions. While the corresponding anomaly in the
magnetic torque is weaker than for the two other AFQ phase
transitions, its clear dependence on the field angle suggests
the existence of another high-field phase II′′ that escaped the
attention in earlier studies, which concentrated only on the
[001], [110], and [111] field directions, where this phase is
not detectable or falls outside the accessible field range.

IV. NEUTRON SCATTERING

To get an insight into the order-parameter symmetry and
the excitation spectrum of all the mentioned phases, we per-
formed neutron-scattering measurements at the cold-neutron
triple-axis spectrometer ThALES (ILL, Grenoble, France)
[58]. Two large single crystals of Ce3Pd20Si6 with a combined
mass of 5.9 g were coaligned and mounted on a copper holder
in the (H K (H+K )/2) scattering plane, i.e., with the [112̄]
axis vertical. It was placed in a 3He/4He dilution refrigerator
inside a 15 T vertical-field cryomagnet, providing the lowest
sample temperature of ∼50 mK. The spectrometer was oper-
ated with the fixed final neutron wave number kf = 1.3 Å−1

and a cold beryllium filter installed between the sample and
the analyzer to suppress higher-order contamination of the
neutron beam. This experimental configuration is essentially
the same as the one used in previously published measure-
ments on the same sample for B ‖ [110] and B ‖ [001] field
orientations [48]. All data were collected at the base tempera-
ture.

A. Elastic scattering

We start with presenting the results of elastic-scattering
measurements. Here we benefit from the energy analysis to
separate the weak elastic-scattering signal from inelastic con-
tributions. To estimate the background-free Bragg intensity
induced by the magnetic field B ‖ [112̄] at the qII = (111)

wave vector, at every field value changed in 0.2 T steps we
measured a momentum scan along (1+h, 1−h, 1) at zero
energy transfer. The nonmagnetic incoherent-scattering back-
ground and the field-independent Bragg scattering from the
(111) structural reflection were eliminated by subtracting the
fit of the zero-field measurement from all other data sets, as
we already knew that the former contains no magnetic signal
[48]. The resulting peaks were well centered and showed no
observable changes in shape within the whole measured field
range apart from the sought intensity modulation. Therefore
we could fit them globally with a Gaussian profile, sharing
the background and peak width parameters for all scans, so
that the peak amplitude remained as the only field-dependent
parameter.

The resulting (111) magnetic peak intensity I(111)(B) as a
function of the magnetic field B ‖ [112̄] is shown in Fig. 3
with circles. Already within phase III, the peak amplitude im-
mediately shows an approximately linear increase similar to
that observed for B ‖ [110] and B ‖ [001] in our earlier work
[48]. Recalling that the (111) Bragg peak becomes visible
because of dipolar moments induced by the magnetic field as a
secondary order parameter on top of the ordered O0

2 quadrupo-
lar moments of the underlying AFQ phase, this indicates that
the AFQ and AFM order parameters coexist. Note that the
AFM magnetic Bragg peak at the ordering vector of phase III,
qIII = (0 0 4

5 ), persists to at least 0.6 T in a magnetic field inde-
pendently of the field direction [48]. In this field range and at
the base temperature T = 50 mK, the field-suppressed AFM
peak at qIII and the field-induced AFQ peak at qII are observed
simultaneously. For comparison, the magnetic phase diagram
of the closely related compound CeB6 contains two AFM
phases: a multi-q phase III and a single-q phase III′, separated
by a field-driven phase transition. There, no field-induced
magnetic scattering is seen at the AFQ wave vector within
phase III at base temperature [4,14,59,60], which proves that
phase III is of purely dipolar character. On the other hand,
in CeB6 the AFQ peak is induced by the field already in
phase III′ [14,60], so both order parameters coexist just as in
Ce3Pd20Si6.

Upon suppression of phase III, the intensity I(111)(B) nearly
flattens and remains practically constant in phase II until
approximately 3.5 T. Then, as the transition to phase II′ is
approached, the peak intensity rises again, reaching a max-
imum at 5 T. The center of this broadened step, that has a
width of approximately 1 T, is centered at the transition from
phase II to phase II′ extracted from torque magnetometry data
for this field orientation, which is shown in Fig. 3 with a
dashed line at about 4.5 T. Note that the field-induced mag-
netic Bragg peak in phase II′, observed here with the maximal
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FIG. 2. (a) Magnetic-field derivative of the torque, ∂τ/∂B, measured at T = 20 mK with torque magnetometry at different field angles
in the (11̄0) plane. The magnetic-field angles shown beside the curves are given with respect to the [001] cubic axis. Because of space
reasons, only curves in the sector between the [112] (35.3◦) and [111] (54.7◦) directions are shown, shifted vertically for clarity. The arrows
mark anomalies corresponding to the transitions between phases III, II, II′, and II′′. The weak anomaly at the upper boundary of phase II′′

is marked by asterisks. (b), (c) Field-angle magnetic phase diagrams of Ce3Pd20Si6 at T = 20 mK in polar coordinates, reconstructed from
torque magnetometry data for fields rotated in the (11̄0) and (001) planes, respectively. The field derivative of the magnetic torque, ∂τ/∂B,
composed of scans like those in panel (a), is plotted as a function of the magnetic field and its direction in the underlaid color map. Here red
and blue colors correspond to the positive (+) and negative (−) signs of ∂τ/∂B, respectively. The stability regions for different phases are
shaded, based on solid lines separating them that were fitted to the data points under constraints of the cubic crystal symmetry.

intensity, could not be seen previously for B ‖ [001], where
I(111)(B) dropped down to zero outside phase II [48]. This
behavior also confirms the suggested �+

3 -type AFQ order for
phase II′, implying that it remains magnetically hidden only
for one single magnetic-field direction. For any arbitrary field
angle deviating from the 〈001〉 cubic axes, dipolar moments

FIG. 3. Field-induced magnetic Bragg intensity I(111)(B) at Q =
(111), measured at T = 50 mK as a function of the magnetic field
applied along the [112̄] direction (circles). The dashed lines show
phase transitions between multipolar phases according to our mag-
netic torque data.

visible to neutron scattering are induced, as expected from
the theory [10,11] that predicts a maximum in the total
field-induced dipolar moment for the 〈112〉 magnetic-field
directions.

At higher fields, on crossing the second multipolar tran-
sition from phase II′ to phase II′′, the (111) magnetic peak
intensity is suppressed to zero. The width of this transition is
also on the order of 1 T, and it is centered at approximately
7 T in agreement with the magnetic torque measurements. In
the absence of Bragg scattering in phase II′′, we cannot de-
termine its propagation vector and order parameter symmetry
from elastic scattering in the present configuration. This phase
could represent another type of long-range order or some kind
of a spin-nematic state. To reveal the collective excitations that
could shed light on the possible ordering vectors in this phase,
we now turn to the discussion of our INS results.

B. Inelastic scattering

The INS measurements were carried out in the same
configuration of the ThALES spectrometer with kf = 1.3 Å−1

and the crystal mounted in the (H K (H+K )/2) scattering
plane. Typical spectra taken at Q = (111) and (1̄10) wave
vectors at T = 0.05 K in different magnetic fields between
7 and 13.5 T, as well as the spectra at different wave vectors
between (111) and (1̄10), taken at the highest magnetic field
of 14.5 T, are shown in Figs. 4(a), 4(b), and 4(c), respectively.
The spectra are fitted by a sum of constant nonmagnetic
background, incoherent elastic line in the form of a Gaussian,
and up to 4 inelastic peaks described by the Lorentzian line
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FIG. 4. (a), (b) A selection of unprocessed INS data taken at T = 0.05 K at Q = (111) and (1̄10), respectively, in magnetic fields of 7, 9.5,
12, and 13.5 T applied along [112̄]. (c) The data collected at the highest field of 14.5 T at different Q vectors from (111) and (1̄10) as indicated
beside each data set. The data in panels (a)–(c) are offset vertically for clarity. (d), (e) Magnetic field dependence of the inelastic peak positions
extracted from the fits shown in panels (a)–(c). The straight dashed lines are guides to the eyes, extrapolating the peak energies toward zero in
smaller fields. Vertical dashed lines mark phase transitions for the [112̄] field directions.

shape [61–63],

S(Q, ω) ∝ F 2(Q)
χ0(Q)

1 − exp(−h̄ω/kBT )

× ω

2π

(
�

h̄2(ω − ω0)2+�2
+ �

h̄2(ω+ω0)2+�2

)
,

(1)

where F (Q) is the Ce3+ magnetic form factor, χ0(Q) is
the momentum-dependent static susceptibility, and � is the
half-width of the Lorentzian centered at ±h̄ω0.

Already in the raw data, one can see a gradual shift in the
peak positions toward higher energies with increasing mag-
netic field. We also observe the appearance of an increasing
number of new peaks induced at high fields. Indeed, as we
know from earlier measurements, the spectrum in zero field is
described by a single broad Lorentzian centered at an energy
smaller than the peak width [47]. If the magnetic field is
applied along one of the 〈110〉 directions for which the phase
diagram shows only a single multipolar phase II, just a single
inelastic line is induced by the field [40]. In contrast, if the
field is applied along one of the 〈001〉 directions, where both
phase II and phase II′ are present, at least two dispersive
excitations can be clearly observed (modes h̄ω1 and h̄ω2 in
Ref. [40]). Our present data for B ‖ [112̄] reveal four different
field-induced modes in high magnetic fields. Note that the
two lowest-energy excitations are not present in phase II but
only appear in phase II′ or phase II′′. The dispersion of all

four field-induced excitations across the first Brillouin zone
can be clearly seen in the color map of INS intensity in
Fig. 5. We therefore conclude that there is a close relationship
between the number of nondegenerate field-induced collective
excitations and that of multipolar phases in the magnetic phase
diagram of Ce3Pd20Si6.

To illustrate how new peaks appear upon increasing mag-
netic field, in Figs. 4(d) and 4(e) we show the field dependence
of the fitted peak positions at Q = (111) and (1̄10), respec-
tively. By extrapolation to zero energy (dashed lines), one
can estimate the magnetic fields at which these excitations
emerge. Apparently, only the two highest-energy modes are
observed in phase II, whereas the two low-energy modes
appear at the onsets of phase II′ and phase II′′, respec-
tively. These lower-energy excitations are characterized by
a considerably smaller slope (g factor) in the magnetic-field
dependence. Our observation suggests that every field-driven
phase transition from one multipolar phase to another brings
about a new excitation mode that starts from zero at that phase
transition; hence we can juxtapose each phase with its own
low-energy excitation that gets softened and disappears as this
phase is suppressed with decreasing magnetic field.

It is natural to expect that the dispersion of the lowest-lying
excitation in a given phase has a minimum at the respective
ordering vector, representing the Goldstone mode of the corre-
sponding order parameter. Indeed, as one can see in Fig. 5, all
three higher-energy excitations that emerge in phases II and II′

exhibit local dispersion minima at the (111) point, where
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FIG. 5. Dispersion of field-induced magnetic excitations in
Ce3Pd20Si6 measured in a magnetic field of 14.5 T applied along the
[112̄] axis. The color map is composed of energy scans such as those
in Fig. 4(c), measured along high-symmetry directions following
the polygonal path (0.4 0.4 0.4)–(111)–(1̄10)–(0.5 0.5 0). The fitted
peak position are shown as data points; the lines are an empirical fit
to the data.

field-induced Bragg intensity was observed in Sec. IV A. In
contrast, the lowest-energy excitation emerging in phase II′′

exhibits a local maximum at Q = (111), while the minima
appear at the ( 1

2
1
2

1
2 ), ( 1̄

2
1
2 0), and ( 1̄

6
5
6

1
3 ) wave vectors. Note

that the latter represents the orthogonal projection of the (010)
vector onto our scattering plane. These three wave vectors
are therefore plausible candidates for the ordering vector of
phase II′′, as within our experimental resolution the energies
of the three minima cannot be conclusively distinguished.

Because the (010) wave vector lies out of the scattering
plane, it is impossible to verify the existence of a field-induced
Bragg peak at this position in phase II′′ in the present config-
uration. This would be also impossible with a horizontal-field
magnet at ILL, where magnetic field is limited to 4 T. The
only option is to measure this wave vector with time-of-flight
(TOF) neutron spectroscopy in a vertical magnetic field of
10 T (which is to our knowledge the highest magnetic field
currently available at cold-neutron TOF instruments). While
this challenging experiment is beyond the scope of our present
work, it should be considered in the future.

V. SUMMARY AND DISCUSSION

In summary, we used a combination of magnetic torque
measurements and neutron scattering to reveal a high-field
phase transition in Ce3Pd20Si6 that appears only for certain
field directions in the vicinity of the 〈112〉 direction but not
for fields along the 〈001〉 or 〈110〉 directions, which explains
why this phase was overlooked in earlier works. In total, this
results in three distinct hidden-order phases in this compound,
separated by two field-driven quantum phase transitions.

Contrary to the AFM phase whose stability region is almost
isotropic with respect to the field direction, the multipolar
phases show strong field-direction anisotropy revealed in the
torque magnetometry. Not only the critical fields, but also the
number of field-induced phases depends on the magnetic field
direction.

Using elastic neutron scattering in a magnetic field applied
along the [112̄] axis, we could observe field-induced mag-
netic Bragg scattering at the (111) wave vector in phases II
and II′. Comparing this result with the previously reported
absence of Bragg intensity in phase II′ for B ‖ [001] [48], we
confirm the suggestion that phases II and II′ represent AFQ
order characterized by the same wave vector but different
ordered quadrupolar moments: �+

3 -type in phase II and �+
5 -

type in phase II′, separated by a multipolar phase transition.
The second phase transition from phase II′ to phase II′′ is
suggested by the magnetic torque measurements, yet no field-
induced magnetic Bragg intensity could so far be observed
in phase II′′. While this does not exclude that such intensity
may appear at some wave vector not covered in our mea-
surements, dispersion minima of the lowest-lying magnetic
excitation associated with phase II′′ suggest three possible
candidates for the ordering vector in this phase: ( 1

2
1
2

1
2 ), ( 1̄

2
1
2 0),

and (010). An alternative scenario is that phase II′′ may repre-
sent a multipolar analog of a spin-nematic phase that does not
break translational symmetry, by analogy with putative spin-
nematic phases observed at high fields in frustrated magnets
[64–67], which also show no signatures in magnetic Bragg
scattering but are evidenced by an undersaturated magnetiza-
tion or anomalies in ultrasound velocity or in specific heat.

While the microscopic nature of the order parameter in
phase II′′ remains to be clarified, here we observed field-
induced magnetic excitations associated with phases II, II′,
and II′′. The energy of magnetic excitations generally in-
creases with magnetic field across the Brillouin zone, and a
new dispersive band of collective excitations appears at every
phase transition, which results in a total of 4 distinct collective
modes for B ‖ [112̄] within phase II′′. As we observed only
one such excitation for B ‖ [001] and two excitations for
B ‖ [11̄0] in an earlier work [40], we must conclude that some
excitation branches become degenerate for high-symmetry
field directions. This emphasizes the importance of INS mea-
surements in arbitrary field directions for understanding all
relevant degrees of freedom in the system. Our results also
suggest a direct correspondence between the number of dis-
tinct phases in the magnetic phase diagram for a particular
field direction and that of nondegenerate collective modes
induced by the magnetic field.

The lowest-lying excitation associated with phase II′′ has
a qualitatively different dispersion with different positions of
local minima in Q space, compared to that of the three other
excitation branches that exist already in phases II and II′. This
is a strong indication for a change in the magnetic ordering
vector across the transition from phase II′ to phase II′′. As we
noted earlier [40], in the absence of Bragg scattering, the dis-
persion of field-induced magnetic excitations remains the only
measurable quantity from which indirect conclusions about
the symmetry of the underlying multipolar order parameter of
a hidden-order phase can be reached. Our present observation
of multiple excitation branches in Ce3Pd20Si6 is an excellent
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FIG. 6. (a) Superimposed Zeeman diagrams (top) and magnetization curves (bottom), calculated in the two-ion model as a function of
magnetic field B for different field directions uniformly distributed in the (11̄0) plane. (b) Contour map of the calculated magnetization M(B, θ )
(left) and a color map of its angular derivative ∂M/∂θ (equivalent to the experimentally measured ∂τ/∂B), presented in polar coordinates vs
magnetic-field strength up to 18 T and rotation angle θ in the (11̄0) plane. (c) Field-polarized magnetic state at T = 50 mK and B = 14.5 T
for B ‖ [112̄] with an indication of the 4f charge density isosurface. (d) Dispersion of the field-induced magnetic excitations at B = 14.5 T,
plotted along the high-symmetry polygonal path in Q space for B ‖ [112̄] ⊥ Q. The color shading represents the expected INS intensities, to
be compared with the experimental data in Fig. 5.

illustration of this principle. As soon as a reliable theoretical
description of the field-induced multipolar phases and their
excitations becomes available, our data obtained for different
field directions will serve as a stringent test case for validating
the theory or fitting its free parameters to the experiment.

Some initial qualitative understanding of the field-direction
anisotropy in Ce3Pd20Si6 and the behavior of field-induced
magnetic excitations can be obtained with the minimal phe-
nomenological model developed previously for CeB6 [14].
It involves two nearest-neighbor Ce3+ sites in identical CEF
environments, coupled by just one nearest-neighbor isotropic
exchange interaction j12. The Hamiltonian of such a two-site
model takes the form

Ĥm2 = ĤCFCe1 + ĤCFCe2 + ĤZee − 2j12 ĴCe1ĴCe2, (2)

where ĤCFCe1,2 are the single-ion CF Hamiltonians for the two
Ce sites, described by the corresponding ab initio crystal-field

parameters B q
k in Stevens notation,

ĤCFCe1,2 =
∑

k=2,4,6

k∑
q=−k

B q
k Ô q

k , (3)

and ĤZee = μBĝ · Ĵ · B is the Zeeman energy. The last
term in Eq. (2) stands for the exchange energy between
the nearest-neighbor localized moments ĴCe1 and ĴCe2. The
isotropic exchange of j12 = −0.015 meV satisfies the overall
anisotropy of the field-angle magnetic phase diagrams and
some magnetic excitations. For example, Fig. 6(a) shows
magnetic-field dependence of CEF state energies, measured
relative to the lowest-energy state at the corresponding B
value, superimposed for different field directions with a uni-
form distribution in θ within the (11̄0) plane. The combination
of ground-state quartets on the two Ce3+ ions results in
16 eigenstates whose degeneracy is partly removed by the
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intersite interaction even in zero magnetic field. Upon the
application of a magnetic field, the remaining degeneracy is
lifted due to the Zeeman splitting, resulting in a crowded
Zeeman diagram with a strong dependence on the magnetic-
field direction that results from the anisotropy of g tensors of
the respective SOC states. The Zeeman diagram in Fig. 6(a)
shows a level crossing at B = 1.0–1.2 T (depending on the
field direction), which corresponds to a step in the on-site
magnetization in Fig. 6(b) and coincides with the transition
point between phases III and II. There is also a level crossing
around B = 13.0–13.5 T in the lowest-energy excited state,
in the approximate field range where the high-field boundary
of the AFQ phases is experimentally observed. The calculated
magnetic field dependence of the on-site magnetization and its
derivative with respect to the field angle, ∂M(B, θ )/∂θ , which
is equivalent to the magnetic-field derivative of the torque,
are shown in Fig. 6(b). There is also a qualitative similarity
between the anisotropy in ∂M(B, θ )/∂θ in our two-site model
and the experimental phase diagram in Fig. 2(b), both showing
elongated lobes extending along the 〈111〉 directions.

Using the nearest-neighbor interactions in a periodic set-
ting for the magnetic subunit and self-consistent calculation
for the magnetic moment configurations search as imple-
mented in McPhase [68], we optimized the magnetic ordered
state at T = 50 mK and B = 14.5 T for B ‖ [112̄]. The orien-
tation of magnetic moments in the unit cell and spin density
are shown in Fig. 6(c). The field-induced magnetic excitations
shown in Fig. 6(d) were computed using the MCDISP mod-
ule in McPhase. They consist of three branches that exhibit
remarkable similarity to the three high-energy modes ob-
served experimentally (see Fig. 5). The maxima and minima
of the dispersion, as well as the dynamical structure factor,
are qualitatively reproduced by the calculation. However, the
lowest-energy excitation in the INS data is not captured by the
model.

The level of agreement between experiment and our
oversimplified two-site model is actually surprising. The
experimental features observed in torque magnetometry cor-
respond to phase transitions between long-range ordered
phases, while the theoretical calculations are based on a local
model that is in principle unable to describe long-range order.
We therefore conclude that the field-direction anisotropy of
the ordered phases must have local origin, mimicking the
anisotropy of transitions between local CEF ground states of
the interacting Ce3+ sites.
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TABLE II. Parameters of the SOC states for the [CePd16Si12]3+

cluster at the DKH2/CAS(1,7)/RASSI-SO/VDZ-RCC level of
theory.

SOC ID Energy (eV) Energy (cm−1) J block

1, 2 0.0000000000 0.0000 2.5
3, 4 0.0000000398 0.0003 2.5
5, 6 0.0036727506 29.6227 2.5
7, 8 0.3009323650 2427.1832 3.5
9, 10 0.3009324218 2427.1837 3.5
11, 12 0.3010185962 2427.8787 3.5
13, 14 0.3062391716 2469.9855 3.5

Field Laboratory, which is supported by National Science
Foundation Cooperative Agreement No. DMR-1644779 and
the state of Florida.

APPENDIX: THEORETICAL METHODS AND MODELS

DFT model. The structure was optimized and the ground-
state wave function analyzed at the DFT/PBE/PAW level
of theory using projector augmented-wave method as imple-
mented in the VASP5 code and the standard pseudopotential
[55,69,70].

Ab initio method. The first-principles CASSCF calculations
were performed at the DKH2/CAS(1,7)/RASSI-SO/VDZ-
RCC level using OPENMOLCAS [52,53] software. The com-
plete active space (CAS) method was employed to treat a
single electron on seven 4f orbitals with total spin S = 1/2.
The spin-free CAS solutions were used in further state in-
teraction modeling using the SOC Hamiltonian (Table II).
Furthermore, for all doubly degenerate SOC states, the g ten-
sors were computed using first-order perturbation theory. The
SOC states were projected on the J = 5/2 multiplet using ab
initio CEF (see Table III), derived using the SINGLE_ANISO

module [71].

TABLE III. B q
k parameters in Stevens-operator notation for the

crystal-field Hamiltonian of the J = 5/2 multiplet.

k q B q
k (cm−1)

2 −2 0.15253489841400E−07
2 −1 −0.18705241307101E−04
2 0 −0.24429880473422E−02
2 1 0.72596761009504E−04
2 2 −0.87364137479673E−08
4 −4 0.13556694960268E+00
4 −3 0.56906727585488E−04
4 −2 0.91081049908721E−07
4 −1 −0.17027203720282E−03
4 0 −0.82449053000277E−01
4 1 0.66056580524203E−03
4 2 −0.25628763149983E−06
4 3 −0.67196521793959E−03
4 4 −0.38722641278742E+00
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Y. Ōnuki, Y. Kuramoto, A. Kikkawa, T. Ishikawa, and H.
Kitamura, Europhys. Lett. 68, 671 (2004).

[38] Y. Tanaka, M. Sera, K. Katsumata, S. W. Lovesey, Y. Tabata,
S. Shimomura, A. Kikkawa, F. Iga, and S. Kishimoto, J. Phys.
Soc. Jpn. 75, 073702 (2006).

[39] W. Erkelens, L. Regnault, P. Burlet, J. Rossat-Mignod, S. Kunii,
and T. Kasuya, J. Magn. Magn. Mater. 63–64, 61 (1987).

[40] P. Y. Portnichenko, S. E. Nikitin, A. Prokofiev, S. Paschen, J.-M.
Mignot, J. Ollivier, A. Podlesnyak, S. Meng, Z. Lu, and D. S.
Inosov, Phys. Rev. B 99, 214431 (2019).

[41] T. Yamada and K. Hanzawa, J. Phys. Soc. Jpn. 88, 084703
(2019).

[42] K. Hanzawa and T. Yamada, J. Phys. Soc. Jpn. 88, 124710
(2019).

[43] R. Shiina, H. Shiba, P. Thalmeier, A. Takahashi, and O. Sakai,
J. Phys. Soc. Jpn. 72, 1216 (2003).

[44] P. Thalmeier, R. Shiina, H. Shiba, and O. Sakai, J. Phys. Soc.
Jpn. 67, 2363 (1998).

[45] P. Thalmeier, R. Shiina, H. Shiba, A. Takahashi, and O. Sakai,
J. Phys. Soc. Jpn. 72, 3219 (2003).

[46] P. Thalmeier, R. Shiina, H. Shiba, A. Takahashi, and O. Sakai,
Phys. B: Condens. Matter 350, E35 (2004).

[47] P. Y. Portnichenko, A. S. Cameron, M. A. Surmach, P. P. Deen,
S. Paschen, A. Prokofiev, J.-M. Mignot, A. M. Strydom, M. T. F.
Telling, A. Podlesnyak, and D. S. Inosov, Phys. Rev. B 91,
094412 (2015).

[48] P. Y. Portnichenko, S. Paschen, A. Prokofiev, M. Vojta, A. S.
Cameron, J.-M. Mignot, A. Ivanov, and D. S. Inosov, Phys. Rev.
B 94, 245132 (2016).

[49] D. Hafner, P. Khanenko, E.-O. Eljaouhari, R. Küchler, J. Banda,
N. Bannor, T. Lühmann, J. F. Landaeta, S. Mishra, I. Sheikin, E.
Hassinger, S. Khim, C. Geibel, G. Zwicknagl, and M. Brando,
Phys. Rev. X 12, 011023 (2022).

[50] A. V. Gribanov, Y. D. Seropegin, and O. I. Bodak, J. Alloys
Compd. 204, L9 (1994).

174429-10

https://doi.org/10.1016/0921-4526(96)00027-0
https://doi.org/10.1103/PhysRevLett.89.187202
https://doi.org/10.1103/RevModPhys.81.807
https://doi.org/10.1088/0034-4885/79/6/066502
https://doi.org/10.1038/s41467-019-12410-3
https://doi.org/10.1143/JPSJ.78.072001
https://doi.org/10.1143/JPSJ.70.1751
https://doi.org/10.1143/JPSJ.77.064710
https://doi.org/10.1103/PhysRevB.104.054412
https://doi.org/10.1143/JPSJ.66.1741
https://doi.org/10.1143/JPSJ.67.941
https://doi.org/10.1103/PhysRevX.10.021010
https://doi.org/10.1103/PhysRevB.103.214415
https://doi.org/10.1088/1742-6596/51/1/054
https://doi.org/10.1016/j.jmmm.2007.04.001
https://doi.org/10.1038/nmat3214
https://doi.org/10.1002/pssb.200983084
https://doi.org/10.1143/JPSJ.78.024716
https://doi.org/10.1143/JPSJ.79.074712
https://doi.org/10.1088/0953-8984/25/12/126003
https://doi.org/10.1126/science.1197358
https://doi.org/10.1073/pnas.1908101116
https://doi.org/10.1143/JPSJ.53.1809
https://doi.org/10.1073/pnas.2025317118
https://doi.org/10.1038/nature00795
https://doi.org/10.1038/nphys1392
https://doi.org/10.1103/RevModPhys.83.1301
https://doi.org/10.1038/nphys2330
https://doi.org/10.1080/14786435.2014.887861
https://doi.org/10.1080/14786435.2013.861615
https://doi.org/10.1143/JPSJ.72.1516
https://doi.org/10.1143/JPSJ.70.1857
https://doi.org/10.1143/JPSJ.70.2892
https://doi.org/10.1103/PhysRevB.74.104404
https://doi.org/10.1103/PhysRevLett.103.017203
https://doi.org/10.1209/epl/i2004-10271-9
https://doi.org/10.1143/JPSJ.75.073702
https://doi.org/10.1016/0304-8853(87)90522-1
https://doi.org/10.1103/PhysRevB.99.214431
https://doi.org/10.7566/JPSJ.88.084703
https://doi.org/10.7566/JPSJ.88.124710
https://doi.org/10.1143/JPSJ.72.1216
https://doi.org/10.1143/JPSJ.67.2363
https://doi.org/10.1143/JPSJ.72.3219
https://doi.org/10.1016/j.physb.2004.03.008
https://doi.org/10.1103/PhysRevB.91.094412
https://doi.org/10.1103/PhysRevB.94.245132
https://doi.org/10.1103/PhysRevX.12.011023
https://doi.org/10.1016/0925-8388(94)90057-4


CASCADE OF MAGNETIC-FIELD-DRIVEN QUANTUM … PHYSICAL REVIEW B 105, 174429 (2022)
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