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Electronic structure and resonant inelastic x-ray scattering in osmates. I. Perovskite NaOsO3
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We have investigated the electronic and magnetic properties of the perovskite NaOsO3 within density
functional theory using the generalized gradient approximation while taking into account strong Coulomb
correlations in the framework of the fully relativistic spin-polarized Dirac linear muffin-tin orbital band-structure
method. NaOsO3 is a G-type AFM Mott insulator which is characterized by AFM spins canted away from the
c axis. This magnetic configuration explains the weak ferromagnetism in NaOsO3. Despite the large strength of
spin-orbit coupling, it has only a small effect on the electronic and magnetic properties of NaOsO3. We have
also investigated theoretically the resonant inelastic x-ray scattering (RIXS) spectrum at the Os L3 edge. The
experimentally measured RIXS spectrum of NaOsO3 in addition to the elastic scattering peak at 0 eV possesses
a sharp feature below 2 eV corresponding to transitions within the Os t2g levels, a strong intense peak at around
2.8 eV which is from t2g → eg transitions, and a wide structure stretching from 6 eV to 12 eV that corresponds
to ligand-to-metal charge transfer excitations, d-d transitions to Os t2g and eg manifolds from the Os 5dO states
derived from the “tails” of oxygen 2p states.
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I. INTRODUCTION

Due to the interplay of strong spin-orbit (SO) interactions
and electron correlations, various unconventional quantum
phases of matter have been observed in 5d transition metal
oxides, such as topological insulators [1–4], Mott insulators
[5–9], Weyl semimetals [10–12], and quantum spin liquids
[7,13]. In 5d5 (Ir4+) iridium oxides, iridates, such as Sr2IrO4

or the honeycomb lattice family A2IrO3 (A = Na, Li), a strong
SO coupling and a moderate Hubbard U open a small band
gap called the relativistic Mott gap [5,9,14].

One important family among 5d transition metal com-
pounds is osmates [15–26]. The role of SO coupling and
Hubbard Coulomb interaction in osmates is less clear than
in iridates. For example, 5d3 (Os5+) systems are expected
to have an orbital singlet with reduced effective SO coupling
[27]. The osmate compounds, such as NaOsO3 or pyrochlore
Cd2Os2O7, nonetheless exhibit a metal-insulator transition
(MIT) entwined with a particular magnetic order.

The physical properties of NaOsO3 are quite intriguing.
It possesses unusually high Néel temperature TN = 410 K,
which coincides with the metal-insulator transition, with a
magnetic moment of 1.0 μB [18,21,28–30]. Initially, a Slater-
like mechanism was proposed to explain this unusual MIT
behavior [21]. Later it was argued that the MIT transition is
better interpreted by a relativistic magnetic Lifshitz mech-
anism where MIT is driven by magnetic fluctuations and
SO-renormalized electron correlations [23,31–33].

Although the electronic structure and magnetic properties
of NaOsO3 are well investigated [18,20–26], there are a num-
ber of questions with regard to the nature of the MIT in

NaOsO3. For example, it is still not clear whether the spin
or electronic excitations remain coherent through the MIT.
Vale et al. [31,32] by analyzing the temperature dependence
of resonant inelastic x-ray scattering (RIXS) spectra below
1.0 eV established that there is a continuous transition from
itinerant to localized behavior through the MIT in NaOsO3

due to a significant renormalization of the magnetic quasi-
particle spectral weight over large ranges of momentum and
energy. Shi et al. [18] discovered a spontaneous magnetization
of 0.005 μB/Os at 5 K through the transition to the G-type an-
tiferromagnetic (AFM) configuration which makes NaOsO3

weakly ferromagnetic (FM). This experimental fact has no
theoretical explanation.

Recently Liu et al. [26] provided comparative first-
principles calculations of NaOsO3 and LiOsO3 using the
Vienna Ab initio Simulation Package [34,35] with taking into
account the SO coupling and Coulomb correlations. They
investigated structural, electronic, magnetic, and dynamical
properties of the two chemically similar osmates. The ori-
gin of the different structural (R3c vs Pnma) properties was
explained by using a symmetry-adapted soft-mode analysis.
They also clarify that the distinct electronic (metallic vs in-
sulating) properties originate mainly from a cooperative steric
and magnetic effect. A pressure-induced structural phase tran-
sition from R3c to Pnma for LiOsO3 was predicted, whereas
for NaOsO3 the Pnma phase was found to be stabilized over
the R3̄c phase by increasing pressure.

Springer et al. [36] also provide the comparative in-
vestigation of spectroscopic properties of the NaOsO3 and
LiOsO3 paramagnetic phases using a first-principles many-
body density functional theory + dynamical mean field theory
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(DFT+DMFT) approach. The authors attribute the different
spectroscopic properties of the two osmates to their slightly
different proximity to a Hund-Mott insulating phase.

In this work we focus our attention on the RIXS properties
of osmates. RIXS is a fast developing experimental technique
in which one scatters x-ray photons inelastically off matter
[37]. Compared to other scattering techniques, RIXS has a
number of unique features: It covers a large scattering phase
space, is polarization dependent, element and orbital specific,
bulk sensitive, and requires only small sample volumes. There
has been great progress in the RIXS experiments over the past
decades; however, the number of theoretical calculations of
RIXS spectra is extremely limited. This fact can be explained
by certain difficulty of the calculation of RIXS spectra.

Recently RIXS measurements have been successfully per-
formed at the Os L3 edge for such osmates as the perovskite
NaOsO3 [30–32], pyrochlore Cd2Os2O7 [27,38], Ca3LiOsO6,
and Ba2YOsO6 [39]. There are some features in common
for all the osmates investigated up to now, although these
compounds have quite different structural, magnetic, and elec-
tronic properties. In addition to the elastic scattering peak
at 0 eV their experimentally measured RIXS spectra possess
several sharp features: a low-energy peak below 2 eV, which is
widely believed to correspond to transitions within the Os t2g

levels, a peak at higher energy from t2g → eg transitions, and
a wide structure stretching above 5 eV and corresponding to
ligand-to-metal charge transfer excitations. The comparison
between RIXS experiments and theory can provide insight
into the nature of 5d electrons and offer some evaluation of the
accuracy of the theoretical approach to treat 5d electrons. In
some cases sophisticated many-body approaches are needed
if satisfactory quantitative agreement is to be achieved.

With the above as background, we have performed cal-
culations to evaluate the RIXS spectra of some osmates. We
have divided the work in two papers. Paper I focuses on the
description of the used methods and the results for NaOsO3.
Paper II [40] is devoted to the electronic structure and RIXS
spectra of Cd2Os2O7. The energy band structure of the os-
mates is calculated within the ab initio approach using the
fully relativistic spin-polarized Dirac linear muffin-tin orbital
band-structure method. We use both the generalized gradient
approximation (GGA) and GGA+U approaches to investigate
the sensitivity of the RIXS results to different treatment of the
correlated electrons.

This paper I is organized as follows. The crystal structure
of NaOsO3 and computational details are presented in Sec. II.
Section III presents the electronic and magnetic structures
of NaOsO3. In Sec. IV the theoretical investigation of the
RIXS spectrum of NaOsO3 at the Os L3 edge is presented,
and the theoretical results are compared with experimental
measurements. Finally, the results are summarized in Sec. V.

II. COMPUTATIONAL DETAILS

A. Resonant inelastic x-ray scattering

Resonant inelastic x-ray scattering refers to the process
where the material first absorbs a photon. The system then
is excited to a short-lived intermediate state, from which it
relaxes radiatively. In an experiment, one studies the x rays

emitted in this decay process. The RIXS intensity can in
general be presented in terms of a scattering amplitude as [37]

I (ω, κ, κ′, ε, ε′) =
∑

f

|Tf g(κ, κ′, ε, ε′, ωκ )|2

× δ(E f + h̄ωκ′ − Eg − h̄ωκ ), (1)

where the delta function enforces energy conservation and
the amplitude Tf g(κ, κ′, ε, ε′, ωκ ) reflects which excitations
are probed and how, for instance, the spectral weights of
final state excitations depend on the polarization vectors ε and
ε′ of the incoming and outgoing x rays, respectively.

In the direct RIXS process [37] the incoming photon with
energy h̄ωκ, momentum h̄κ, and polarization ε excites the
solid from the ground to the intermediate state. Finally the
outcoming photon with energy h̄ωκ′ , momentum h̄κ′, and po-
larization ε′ is emitted, and an excitation with energy h̄ω =
h̄ωκ − h̄ωκ′ and momentum h̄q = h̄κ − h̄κ′ is created. As a
result the solid stays in the excited state.

The theory of x-ray scattering is based on the second-order
golden rule for the transition probability per unit time [41],

w = 2π

h̄

∑
f

∣∣∣∣∣〈f|Ĥint|g〉 +
∑

I

〈f|Ĥint|I〉〈I|Ĥint|g〉
Eg − EI

∣∣∣∣∣
2

× δ(Ef − Eg); (2)

Ĥint is the time-independent part of the photon-electron in-
teraction operator that couples resonant “no-photon” |I0〉 and
nonresonant “two-photon” |Iκε,κ′ε′〉 intermediate states. The
formalism to reduce this general expression to a single-
electron-like form has been published in Ref. [42]. Therefore
we present here only the equations that are key to the present
implementation. In the dipolar approximation the operator
Ĥint

Ĥint (r̂) =
∑

R

∑
κε

α̂ε†e−iκRâ†
κε + α̂εeiκRâκε, (3)

where α̂ are Dirac matrices. The operator couples the initial
|g〉 and final |f〉 one-photon states. For them 〈f|Ĥint|g〉 = 0.

In the RIXS process in the intermediate state with K =
(κ, μ) the core hole is created, and the sum over I0 in (2) ac-
tually runs over its possible μ values. One gets the expression
for the RIXS intensity in the dipolar approximation as

I =
∑
n′nk

∣∣∣∣∣
∑

μ

〈�K |Ĥint|�n′k+q〉〈�nk|Ĥint|�K〉
εμ + h̄ω − Enk + i�/2

∣∣∣∣∣
2

× δ(Enk − En′k+q − h̄ω), (4)

where n′ and n denote occupied and empty electronic levels.
The Bloch sum of spin-polarized relativistic Dirac linear

muffin-tin orbitals (LMTOs) has the following one-center ex-
pansion inside an arbitrary atomic sphere, R′, with radius SR′ :

χk
RK (r) =

∑
K ′

[

k

RK,R′K ′�R′K ′ (r − R′, Eν )

+k
RK,R′K ′�̇R′K ′ (r − R′, Eν )

]
for

|r − R′| � SR′ ; (5)
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matrices 
k and k are given in terms of the canonical
structure constants [43]. �RK (r, E ) is the solution of the Dirac
equation with a spherically symmetric potential,

�K (r, E ) = ilZK (r̂)�κ (r, E ), (6)

�κ (r, E ) is the matrix of radial solutions,

�κ (r, E ) =
(

gκ (r, E )

i fκ (r, E )

)
, (7)

ZK (r̂) is the matrix of the spin-angular functions,

ZK (r̂) =
(

χμ
κ (r̂) 0
0 χ

μ
−κ (r̂)

)
, (8)

χμ
κ (r̂) =

∑
m=±1/2

C jμ
l,μ−m,1/2,mYl,μ−m(r̂)χ (m), (9)

C jμ
l,μ−m,1/2,m are the Clebsch-Gordan coefficients, Ylm(r̂) are

the spherical harmonics, j is the eigenvalue of the operator of
the total angular momentum j = l ± 1/2, and

χ

(
1

2

)
=

(
1

0

)
, χ

(
−1

2

)
=

(
0

1

)
are the Pauli spinors.

Introducing new coefficients

Ank
RK (r) =

∑
R′K ′


k
RK,R′K ′Cnk

R′K ′ , (10)

Bnk
RK (r) =

∑
R′K ′

k
RK,R′K ′Cnk

R′K ′ , (11)

we can express the valence electron wave function in a crystal
as

�nk(r) =
∑

K

[
Ank

RK�RK (r − R, Eν )

+ Bnk
RK�̇RK (r − R, Eν )

]
for |r − R| � SR;

(12)

here �̇ ≡ ∂�/∂E .
The matrix element is an integral over the primitive cell.

With relativistic LMTOs as basis functions, we express this
integral in the standard way as the integral over the interstitial
region, where the relativistic LMTOs are free-space solutions,
plus the sum of integrals over the atomic spheres, i.e.,

〈�nk|Ĥint|�K〉 = 〈�nk|Ĥint|�K〉I +
∑

R

〈�nk|Ĥint|�K〉R.

(13)
In the case of x-ray absorption and RIXS spectra we have

transitions between valent and core states. Core states are well
localized in the atomic sphere; therefore the integral over the
interstitial region can be omitted. Moreover for core states
�̇ ≡ 0. The core wave function is

�K (r) =
(

gκ (r)χκμ(r̂)
i fκ (r)χκ̄μ(r̂)

)
. (14)

For the integral over the atomic sphere at R, we obtain from
the one-center expansion (12)

〈�nk |̂αε|�K〉R =
∑

K ′

[
A∗nk

RK ′ IK ′K + B∗nk
RK ′ İK ′K

]
. (15)

Here

IK ′K = 〈�K ′ |̂αε|�K〉R,

İK ′K = 〈�̇K ′ |̂αε|�K〉R.

Using the relations α = τσ = τσr ( r
r + [K̂, r

r ]) we have
[44]

IK ′K = i〈K ′|r̂|K〉
∫ S

0

{
[κ ′ − κ − 1]gκ ′ (r) fκ (r)

+ [κ ′ − κ + 1] fκ ′ (r)gκ (r)
}
r2dr,

İK ′K = i〈K ′|r̂|K〉
∫ S

0

{
[κ ′ − κ − 1]ġκ ′ (r) fκ (r)

+ [κ ′ − κ + 1] ḟκ ′ (r)gκ (r)
}
r2dr,

with

〈K ′|r̂|K〉 = il−l ′ 〈χμ′
κ ′ |r̂|χμ

κ

〉
.

The matrix elements in (4) are expressed as the lattice sum

〈�nk|Ĥint|�K〉 =
∑

R

eiκR〈�nk |̂αε|�K〉R

=
∑

R

eiκR
∑

K ′

[
A∗nk

RK ′ IK ′K + B∗nk
RK ′ İK ′K

]
,

〈�K |Ĥint|�n′k+q〉 =
∑

R

e−iκ′R〈�K |̂αε′∗|�n′k+q〉R

=
∑

R

e−iκ′R
∑

K ′

[
An′k+q

RK ′ I∗
K ′K + Bn′k+q

RK ′ İ∗
K ′K

]
;

their product allows us to write down the Bragg factor explic-
itly:

〈�K |Ĥint|�n′k+q〉〈�nk|Ĥint|�K〉 =
∑

R

f k
ReiqR,

where

f k
R =

∑
K ′′K ′

[
A∗nk

RK ′ IK ′K + B∗nk
RK ′ İK ′K

]
×[

An′k+q
RK ′ I∗

K ′K + Bn′k+q
RK ′ İ∗

K ′K
]

=
∑
K ′′K ′

[
A∗nk

RK ′A
n′k+q
RK ′′ IK ′K I∗

K ′′K

+ A∗nk
RK ′B

n′k+q
RK ′′ IK ′K İ∗

K ′′K

+ An′k+q
RK ′′ B∗nk

RK ′ I∗
K ′′K İK ′K

+ B∗nk
RK ′B

n′k+q
RK ′′ İK ′K İ∗

K ′′K
]
.

Finally one gets for the RIXS intensity (4)

I =
∑
n′nk

∣∣∣∣∣
∑

R

eiqR
∑

μ

f k
R

εμ + h̄ω − Enk + i�/2

∣∣∣∣∣
2

× δ(Enk − En′k+q − h̄ω).

More detailed expressions of the matrix elements in the
electric dipole approximation may be found in Refs. [41,44–
46]. The matrix elements due to the magnetic dipole and
electric quadrupole corrections are presented in Ref. [41].
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FIG. 1. The crystal structure of NaOsO3 (the space group is
Pnma, No. 62) [18]. Red spheres represent osmium atoms, blue and
green spheres show oxygen atoms, gray spheres represent Na atoms.

B. Crystal structure

The composition of NaOsO3 in the orthorhombic structure
was obtained in 2008 [18]. Figure 1 presents NaOsO3 in the
orthorhombic perovskite structure with space group Pnma,
and with Na atoms at the 4c position (0.0328, 0.25, −0.0065),
Os at the 4b position (0, 0, 0.5), O1 at the 4c (0.4834, 0.25,
0.0808), and O2 at the 8d (0.2881, 0.0394, 0.7112) positions.
In each unit cell there are four formula units (f.u.). The
unit-cell parameters in NaOsO3 are equal to a = 5.38420 Å,
b = 7.58038 Å, and c = 5.32817 Å [18]. The Os atoms have
two O1 atoms as nearest neighbors (at 1.9454 Å distance) and
four O2 atoms as nearest neighbors (at 1.9387 Å distance),
while for Na there are four O1 atoms (at 2.2837 Å, 2.4703 Å,
2.9944 Å, and 3.0715 Å distances) and four pairs of O2 atoms
(at 2.3397 Å, 2.588 Å, 2.6623 Å, and 3.2052 Å distances).

The O-Os-O bond angles are 90.7◦, 89.3◦, or 89.1◦, in-
dicating nearly ideal OsO6 octahedra. The OsO6 octahedra
show both tilts and rotations, which vary between different
octahedra in the unit cell. The O-Os-O axis is tilted by 11◦
relative to the b axis and is rotated by 9◦ around the a (or c)
axis. The magnitudes of these angles are the same for different
octahedra, but their signs change between the four octahedra
in the ac plane. The other four octahedra in the unit cell are
displaced along the z direction and have the same pattern of
rotation, but their tilts are opposite.

Sereika et al. [33] using combined electrical resistance,
Raman, and synchrotron x-ray diffraction experiments show
that the insulating ground state in NaOsO3 endures under high
pressure up to at least 35 GPa. The structural change from
a centrosymmetric Pnma to a noncentrosymmetric (polar)
Pna21 phase takes place at 18 GPa. The high-pressure phase
has more distorted octahedra than the phase at the ambient
pressure. The density functional theory calculations show that
upon pressure the indirect gap is closed at around 20 GPa,
while the direct gap survives even up to very high pressure,
indicating the insulator to bad metal (BM) transition upon
pressure [33].

C. Calculation details

The details of the computational method are described
in our previous papers [47–50] and here we only mention
several aspects. The band structure calculations were per-
formed using the fully relativistic linear muffin-tin orbital
method [43,46]. This implementation of the LMTO method
uses four-component basis functions constructed by solv-
ing the Dirac equation inside an atomic sphere [51]. The
exchange-correlation functional of the generalized gradient
approximation (GGA) type was used in the version of Perdew,
Burke, and Ernzerhof [52]. The Brillouin zone integration was
performed using the improved tetrahedron method [53]. The
basis consisted of Os s, p, d , and f ; and Na and O s, p, and d
LMTOs.

To take into account the electron-electron correlation ef-
fects we used in this work the “relativistic” generalization
of the rotationally invariant version of the LSDA+U method
[54], which takes into account that in the presence of spin-
orbit coupling the occupation matrix of localized electrons
becomes nondiagonal in spin indexes. We use in our calcu-
lations the value of the exchange Hund coupling JH = 0.7 eV
obtained from constrained LSDA calculations [55,56]. Hub-
bard U was considered as an external parameter and varied
from 0.7 eV to 4.7 eV. Thus, the parameter Ueff = U − JH ,
which roughly determines the splitting between the lower and
upper Hubbard bands, varied between 0 eV and 4.0 eV. We
adjusted the value of U to achieve the best agreement with the
experiment.

In the RIXS process an electron is promoted from a core
level to an intermediate state, leaving a core hole. As a result,
the electronic structure at this state differs from that of the
ground state. In order to reproduce the experimental spectrum
the self-consistent calculations should be carried out including
a core hole. In this study the core-hole effect was fully taken
into account in the self-consistent iterations by removing an
electron at the core orbital using the supercell approximation.
The interaction and the screening of the electron-hole pair are
fully accounted for by the self-consistent iterations of the final
state Kohn-Sham equations. Such an approach considers the
symmetry breaking of the system in a natural way, and self-
consistently describes the charge redistribution induced by the
core hole. A similar approximation has been used by several
authors [57–63] for the interpretation of the x-ray absorption.
However, the effect of the electron-hole interaction in the
intermediate state on the RIXS spectra has been investigated
to a much lesser extent in the literature. One should mention
that the effect of the electron-hole interaction can be different
for different edges and systems with different localization of
the electronic states. We note also that the size of the supercell
is important, and it should be large enough to inhibit the
interaction between excited atoms in neighboring supercells.
In our calculations we used a 1 × 1 × 2 supercell. At one of
eight Os atoms we created a hole at the 2p3/2 level for the
self-consistent GGA+U calculations of the L3 spectra.

III. ELECTRONIC AND MAGNETIC STRUCTURES

In order to gain insight about the ground state mag-
netic configurations of NaOsO3 we compared the calculated
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(a)

(b)

(c)

(d)

(e)

(f)

FIG. 2. Magnetic configurations in NaOsO3: FM (a), A-AFM001

(b), G-AFM001 (c), G-NCM001 (d), G-NCM011 (d), and G-NCM100

(d). Red arrows show osmium spin orientations, blue and green
spheres show oxygen atoms, gray spheres represent Na atoms.

total energies for different spin ordering in NaOsO3, namely,
nonmagnetic, FM, AFM, and possible noncollinear magnetic
(NCM). For AFM phases we consider two types of ordering
along the c axis: the A-type AFM state (A-AFM) with lay-
ers of Os ions coupled ferromagnetically in a given set of
(001) planes but with alternate planes having opposite spin
orientation, and the G-type AFM state (G-AFM) with Os
ions coupled antiferromagnetically with all of their nearest
neighbors (see Fig. 2). We also consider the same AFM or-
dering along the a and b axis. We found that GGA without
the SO coupling gives a magnetic solution only for G-AFM
ordering. The SO coupling suppresses magnetization even for
the G-AFM state. Besides, both the approximations produce a
metallic ground state in NaOsO3 (the upper panel of Fig. 3) in
contradiction with resistivity and optical measurements [28],
which claim that NaOsO3 is an insulator. To produce the
insulating magnetic ground state one has to take into account
Coulomb electron correlations. The GGA+SO+U produces a
magnetic insulating solution in NaOsO3. The G-AFM config-
uration possesses the lowest total energy in comparison with
the FM or all the other AFM configurations under considera-
tion (Table I). The energy gap opens with Hubbard U = 1.7 eV
(Ueff = 1.0 eV) in agreement with Shi et al. [18] calculations.

We should mention that the G-AFM ground state is still
in contradiction with the isothermal magnetization measure-
ments by Shi et al. [18] which display the spontaneous
magnetization of 0.005 μB/Os at 5 K, because any AFM
ordering produces zero net magnetization in the system. Ap-
plying the noncollinear formalism [64,65] to NaOsO3 we
found a G-NCM state with the total energy lower by several

GGA + SO G-AFM DOS

eg

t2g

Op

5dO

-5

0

5

E
ne

rg
y

(e
V

)

S Γ X S Y Γ Z U R T Z 0 10 20 30

GGA + SO + U G-AFM DOS

eg

t2g UEB

t2g LEB

Op

5dO

-5

0

5

E
ne
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y

(e
V

)

S Γ X S Y Γ Z U R T Z 0 10 20 30

FIG. 3. The energy band structure and total DOSs of G-
AFM NaOsO3 calculated in GGA+SO (the upper panel) and
GGA+SO+U (Ueff = 1.5 eV) for the G-NCM structure (the lower
panel).

meV in comparison with the G-AFM configuration (Table I).
This G-NCM state is characterized by AFM spins canted away
from the c axis with the polar angle equal to θ = 5.6◦. It pro-
duces a small projection of the Os spin magnetic moment on
the ab plane of around 0.097 μB. Although this value is larger
than the experimental magnetization, it can explain the weak
ferromagnetism in NaOsO3. It is important to note that the
energy gap in NaOsO3 with the G-NCM configuration opens
for a smaller value of Hubbard U = 0.7 eV in comparison
with the G-AFM ordering.

Figure 4 presents the Os 5d and oxygen 2p partial DOSs
of the G-NCM structure calculated in the GGA+SO+U ap-
proximation with Ueff = 1.5 eV. Each Os5+ ion in NaOsO3

surrounded by six O2− ions has three valent 5d electrons. The
octahedral crystal field splits the Os t2g and eg manifolds, so
that three electrons occupy the t2g low energy band (LEB)
manifold in the energy interval from −2.1 eV to 0 eV. The

TABLE I. The total energy Etotal per formula unit (in eV), defined
relative to the G-NCM001 configuration, as well as the theoretical
direct (�Edir) and indirect (�Eindir) energy gaps (in eV) for several
magnetic configurations calculated using the GGA+U+SO method
with Ueff = 1.5 eV.

Magnetic configuration Etotal (eV) �Edir �Eindir

NM 0.520 0 0
FM001 0.222 0.326 0.254
A-AFM001 0.175 0.466 0.257
G-AFM001 0.015 0.440 0.214
G-NCM010 0.006 0.580 0.451
G-NCM100 0.005 0.630 0.437
G-NCM001 0 0.681 0.552
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FIG. 4. The Os 5d and oxygen 2p partial DOSs for NaOsO3

calculated in the GGA+SO+U (Ueff = 1.5 eV) approximation for
the G-NCM structure.

t2g upper energy band (UEB) occupies the energy range from
0.07 eV to 1.6 eV. The eg states spread from 2.8 eV to 8 eV.
The oxygen 2p states are located from −8.7 eV to −2.1 eV.
The occupation number of the t2g LEB at −2.1 eV to 0 eV
is n = 2.81, which corresponds to a 5d3 configuration of
the Os ion. The total 5d charge in the Os atomic sphere is,
however, equal to 5.26. The excessive 5d charge of 2.45 elec-
trons comes mainly from the “tails” of oxygen 2p electrons
distributed over the energy range from −8.7 to −2.1 eV. These
5dO states play an essential role in the RIXS spectrum at the
Os L3 edge (see Sec. IV).

Table II presents the theoretically calculated Os spin Ms,
orbital Ml , and total Mtot magnetic moments in NaOsO3 as
well as the theoretical direct and indirect energy gaps. Our
GGA+SO+U calculations produce the insulator solution in
NaOsO3 in agreement with the experimental data but slightly
overestimate the direct gap in comparison with the optical
measurements [28]. The low-energy high-resolution RIXS for
NaOsO3 [30] shows an indirect spin gap of 0.058 eV, which is

TABLE II. The theoretically calculated Os spin Ms, orbital Ml ,
and total Mtot magnetic moments (in μB) in NaOsO3 as well as the
theoretical direct (�Edir) and indirect (�Eindir) energy gaps (in eV)
calculated for the noncollinear G-NCM ordering. The experimental
value of the total magnetic moment is equal to 1.0 ± 0.1 μB [21];
the experimental direct optical gap is equal to 0.102 eV [28], indirect
gap is equal to 0.058 eV [30].

Magnetic moments (μB) Energy gap (eV)

Ueff (eV) Ms Ml Mtot �Edir �Eindir

0.0 1.223 −0.098 1.125 0.267 0.067
0.1 1.263 −0.100 1.163 0.305 0.101
0.2 1.350 −0.104 1.246 0.402 0.185
0.5 1.398 −0.106 1.292 0.451 0.244
1.0 1.527 −0.112 1.415 0.626 0.427
1.5 1.627 −0.117 1.510 0.681 0.552
2.0 1.707 −0.121 1.586 0.941 0.792

GGA

GGA+U U=0.5 eV

GGA+U U=1.5 eV
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FIG. 5. The experimental RIXS spectrum measured by Calder
et al. [30] (open magenta circles) at the Os L3 edge of NaOsO3 for
the t2g → t2g transitions calculated in the GGA and GGA+SO+U
(Ueff = 0.5, 1.5, and 2.5 eV) approximations with taking into account
the core-hole effect.

in good agreement with our GGA+SO+U calculations (with
Ueff = 0 eV). The magnetic moments as well as the energy
gaps increase with increasing Hubbard U .

IV. Os L3 RIXS SPECTRA

The experimentally measured RIXS spectrum at the Os
L3 edge consists of the peak centered at zero energy loss,
which comprises the elastic line and other low-energy features
such as phonons, magnons, etc., and three inelastic excitations
centered at 1.27 eV, 3.6 eV, and between 6 eV and 12 eV (EB,
EC , ED, and α, β, γ peaks according to Refs. [30] and [32],
respectively).

The low-energy peak α corresponds to intra-t2g transitions.
This peak is very sensitive to the value of the energy gap in
NaOsO3 and the relative position of the t2g LEB and UEB
bands (Fig. 4). Figure 5 shows the experimental RIXS spec-
trum measured by Calder et al. [30] (open magenta circles)
compared with the theoretical spectra calculated for the t2g →
t2g transitions with taking into account of the core-hole effect.
The core hole significantly reduces the value of the magnetic
moment at the excited site and destroys the AFM ordering
changing it to ferrimagnetic (FiM). The new magnetic order
influences the electronic structure of NaOsO3. The best agree-
ment between the theoretically calculated and experimental
RIXS spectra was achieved for Ueff = 1.5 eV (the full red line
in Fig. 5). Actually, the same Hubbard parameter was found
to be typical in some iridates, such as β-Li2IrO3 [14,66] or
pyrochlore iridates [50]. The calculations with Ueff = 0.5 eV
and 2.5 eV shift the RIXS spectrum toward lower and higher
energies, respectively. The GGA+SO approach produces the
metallic ground state, and the corresponding spectrum (the
black dotted line) is in poor agreement with the experimental
data.

It is interesting to note that the core-hole effect and Hub-
bard U affect the position only of the first two peaks α and β,
which reflect the d-d transitions. The position of the third peak
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FIG. 6. The experimental RIXS spectrum (open magenta circles)
at the Os L3 edge for NaOsO3 [30] compared with the theoretical
spectra for the G-NCM state with (the full blue line) and without (the
dashed red line) taking into account the core-hole effect calculated in
the GGA+SO+U (Ueff = 1.5 eV) approximation.

δ does not depend on U and the core-hole effect because this
peak reflects the charge-transfer transitions. Still the core-hole
effect slightly improves the shape of the δ peak (Fig. 6).

Figure 7 presents the experimental RIXS spectrum (open
magenta circles) at the Os L3 edges for NaOsO3 [30] com-
pared with the theoretical spectrum (the full blue line) as well
as the partial contributions from different interband transitions
calculated in the GGA+SO+U (Ueff = 1.5 eV) approxima-
tion. We found that the excitation β located at 3.6 eV is due to
t2g → eg transitions, and therefore it gives a direct measure of
the crystal field splitting in NaOsO3. The third wide structure
γ situated from 6 eV to 12 eV appears due to the ligand-to-
metal charge transfer excitations, d-d transitions to Os t2g and
eg manifolds from the Os 5dO states derived from the “tails”
of oxygen 2p states.

V. CONCLUSIONS

The electronic and magnetic structures of the perovskite
NaOsO3 were investigated theoretically using first-principles
calculations in the frame of the fully relativistic spin-polarized
Dirac LMTO band-structure method in order to understand
the importance of Coulomb interaction, spin-orbit coupling,
and magnetic order in its temperature-induced and magnetic-
related metal-insulator transition.

GGA+SO+U U=1.5 eV

α
β

γ

t2g t2g
t2g eg
5dO t2g
5dO eg
sum
exper.
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FIG. 7. The experimental RIXS spectrum at the Os L3 edges
for NaOsO3 measured by Calder et al. [30] (open magenta circles)
compared with the theoretical spectrum (the full blue line) calculated
in the GGA+SO+U (Ueff = 1.5 eV) approximation and the partial
contributions from different interband transitions.

NaOsO3 is a G-type AFM Mott insulator which is char-
acterized by AFM spins canted away from the c axis (the
G-NCM configuration). This magnetic configuration explains
the weak ferromagnetism in NaOsO3. Despite the large
strength of spin-orbit coupling, it has only a small effect on
the electronic and magnetic properties of NaOsO3.

The experimentally measured RIXS spectrum at the Os L3

edge of NaOsO3 in addition to the elastic scattering peak at
0 eV possesses three inelastic excitations α, β, and γ centered
at 1.27 eV, 3.6 eV, and between 6 eV and 12 eV, respectively.
The low-energy peak α corresponds to intra-t2g transitions.
The excitation β located at 3.6 eV is due to t2g → eg tran-
sitions, and therefore it gives a direct measure of the crystal
field splitting in NaOsO3. The third wide structure γ situated
from 6 eV to 12 eV appears due to the ligand-to-metal charge
transfer excitations, d-d transitions to Os t2g and eg manifolds
from the Os 5dO states derived from the “tails” of oxygen 2p
states. Our GGA+SO+U calculations with Ueff = 1.5 eV for
the G-NCM ordering reproduce relatively well the shape of
the experimental RIXS spectrum [30].
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