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We develop a theory of anomalies of fermionic topological phases of matter in (2 + 1)D with a general
fermionic symmetry group Gf . In general, Gf can be a nontrivial central extension of the bosonic symmetry
group Gb by fermion parity (−1)F . We encounter four layers of obstructions to gauging the Gf symmetry,
which we dub the anomaly cascade: (i) An H1(Gb,ZT) obstruction to extending the symmetry permutations
on the anyons to the fermion parity gauged theory, (ii) An H2(Gb, ker r) obstruction to extending the Gb group
structure of the symmetry permutations to the fermion parity gauged theory, where r is a map that restricts
symmetries of the fermion parity gauged theory to the anyon theory, (iii) An H3(Gb,Z2) obstruction to extending
the symmetry fractionalization class to the fermion parity gauged theory, and (iv) the well-known H4(Gb,U (1[))]
obstruction to developing a consistent theory of Gb symmetry defects for the fermion parity gauged theory. We
describe how the H2 obstruction can be canceled by anomaly inflow from a bulk (3 + 1)D symmetry-protected
topological state (SPT) and also its relation to the Arf invariant of spin structures on a torus. If any anomaly in the
above sequence is nontrivial, the subsequent ones become relative anomalies. A number of conjectures regarding
symmetry actions on super-modular categories, guided by general expectations of anomalies in physics, are also
presented.
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I. INTRODUCTION

Topological phases of matter in (2 + 1)D can exhibit the
remarkable phenomenon of symmetry fractionalization: In the
presence of a global symmetry group G, topologically non-
trivial quasiparticles can carry fractional quantum numbers
under G. Such phases are called symmetry-enriched topo-
logical phases (SETs) and are described in full generality
using the mathematics of G-crossed modular tensor categories
[1–4]. Remarkably, some patterns of symmetry fractionaliza-
tion yield SETs that, while they are mathematically consistent
in the absence of a background G gauge field, cannot be
consistently coupled to a G gauge field. The physical interpre-
tation of this inconsistency is that such SETs cannot occur in a
purely (2 + 1)D system with the symmetry generated on-site
[1,5–7]. In the language of quantum field theory, such SETs
are said to have a ’t Hooft anomaly.

Anomalies provide crucial information about a phase of
matter; they are renormalization group invariants, which
connect microscopic and low-energy physics, leading, for
example, to generalizations of the famed Lieb-Schulz-Mattis
theorem [8]. Anomalies are subject to the bulk-boundary cor-
respondence, in the sense that the classification of anomalies
in d space-time dimensions is believed to be equivalent to
the classification of invertible topological phases in (d + 1)
space-time dimensions [9]. In particular, anomalous (2 + 1)D
SETs can exist on the surface of (3 + 1)D symmetry-protected
topological phases (SPTs) [5,6,10–25]. This remarkable fact
begs the question of understanding anomaly inflow—can we
determine physical processes on the boundary that are sen-
sitive to the anomaly and then see how the nontrivial bulk
cancels that anomaly?

For bosonic SETs, the ’t Hooft anomaly is relatively well
understood [1,4–7,24,26]. A bosonic (3 + 1)D G-SPT is (par-
tially) specified by an element of the cohomology group
H4(G, U(1)), and this element dictates the inconsistency of
fusion and braiding of symmetry defects together with anyons
in the (2 + 1)D boundary SET.

In contrast, the data specifying a (3 + 1)D fermionic
SPT (FSPT) has much more structure [27–30], which in-
volve the cohomology groups H1(Gb,ZT), H2(Gb,Z2),
H3(Gb,Z2), and H4(Gb, U(1)), where Gb is the “bosonic”
symmetry group obtained by modding out fermion parity
symmetry. Specifically, (3 + 1)D FSPTs form an Abelian
group that corresponds to a group extension involving the
groups H1(Gb,ZT), H2(Gb,Z2)/�2, H3(Gb,Z2)/�3, and
H4(Gb, U(1))/�4, where �i are certain subgroups of the Hi.

In particular, recently [30] have shown that (3 + 1)D
FSPTs can in general be characterized by a set of data
(n1, n2, n3, ν4) ∈ Z1(Gb,ZT) × C2(Gb,Z2) × C3(Gb,Z2) ×
C4(Gb, U(1)), where Ck denotes k cochains, Zk denotes k
cocycles, and ZT refers to the integers with an action of Gb

according to whether group elements are antiunitary, which
can be thought of as involving time-reversal symmetry.
The data (n1, n2, n3, ν4) satisfy a complicated set of
consistency equations and equivalences. These data imply that
a (3 + 1)D FSPT generically determines an element in [n1] ∈
H1(Gb,ZT). Moreover, when we can set n1 = 0, a (3 + 1)D
FSPT determines an element [n2] ∈ H2(Gb,Z2)/�2. When
we can set n1, n2 = 0, a (3 + 1)D FSPT determines an
element [n3] ∈ H3(Gb,Z2)/�3. Finally when we can set
n1, n2, n3 = 0, a (3 + 1)D FSPT determines an element of
[ν4] ∈ H4(Gb, U(1))/�4. The subgroups �i can be explicitly
determined in general [30].
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The main aim of this paper is to obtain a detailed and gen-
eral understanding of the ’t Hooft anomaly of any (2 + 1)D
fermionic SET (FSET), and in particular the appearance of
the above cohomology groups. The most general description
of the anomaly is that it is an obstruction to gauging the full
global symmetry group G f . Rather than gauging G f all at
once, our approach is to gauge fermion parity first, which
is always possible [31]. If the Gb = G f /Z

f
2 symmetry is to

be preserved after gauging, the data specifying symmetry
fractionalization must be lifted to the parity-gauged theory.
We break the process of finding a consistent lift into a se-
quence of physically meaningful steps, each of which may be
obstructed; the obstruction to each step is given by a piece
of data The appearance of FSPT data as an inconsistency
of the (2 + 1)D boundary SET is only partially understood
[32,33]. Reference [32] gives a partial understanding of the
H3 anomaly of FSETs, which we will make fully general in
this paper. Reference [33] gives examples, mostly with Gb =
ZT

2 , explaining how “layers” of anomalies of fermionic phases
in general dimensions appear in the action of symmetries on
the Hilbert space on a spatial torus, but does not extract any
cohomological obstructions for the (2 + 1)D theory. Our for-
malism is fully general and starts from the general algebraic
data characterizing the FSET rather than the Hilbert space on
a torus, although we will make direct contact with Ref. [33] in
Sec. VI C. Reference [25] recently showed how in general,
given any (2 + 1)D FSET, one can identify the bulk SPT
using a state sum construction. However the results of [25] do
not directly explain the appearance of the above cohomology
groups in terms of an inconsistency of the boundary (2 + 1)D
FSET.

A. Summary of main results

We start with a super-modular category C, which is a
unitary braided fusion category (UBFC) that captures the
braiding and fusion properties of the anyons. A super-modular
category contains a single “invisible” particle ψ , which braids
trivially with all other particles and which physically corre-
sponds to the local fermion of the system. We then consider
the minimal modular extensions qCν of the super-modular
category. A minimal modular extension is a unitary mod-
ular tensor category (UMTC) that characterizes the phase
obtained by gauging fermion parity. In particular qCν char-
acterizes properties of the anyons, the local fermion ψ , and
the fermion parity vortices. It was recently proved that every
super-modular category admits a minimal modular extension
[31], and therefore, according to the “16-fold way” theorem
[34], admits exactly 16 distinct minimal modular extensions
labeled by ν = 0, · · · , 15.

In the absence of symmetry, it is expected that a (2 + 1)D
fermionic topological phase can be fully specified by either
a choice of (C, c−) or ( qCν, c−), where c− is the chiral cen-
tral charge of the theory, which, physically, determines the
system’s thermal Hall conductivity. C determines the theory
modulo a fermionic invertible phase (e.g., up to stacking
with p + ip superconductors), and therefore determines c−
mod 1/2. In contrast, qCν determines the phase modulo a
bosonic invertible phase, and therefore determines c− mod 8.

Two different minimal modular extensions qCν and qCν ′ have
central charges that differ by (ν − ν ′)/2 mod 8.

Fermionic systems always have a Z2 fermion parity sym-
metry (−1)F , which generates a symmetry group we call Z f

2 .
The full symmetry group G f of a fermionic system is in gen-
eral a central extension of Gb = G f /Z

f
2 by Z f

2 , characterized
by a cocycle

ω2 ∈ Z2(Gb,Z2). (1)

In this paper, we assume that we are given G f symmetry
fractionalization data on C, as detailed in [35,36], and which
we review in detail in Sec. IV C. Briefly, this amounts to a map

[ρ] : Gb → AutLR(C), (2)

where AutLR(C) is the group of “locality-respecting” braided
autoequivalences of C. AutLR(C) is similar to the group Aut(C)
of braided autoequivalences, except it takes the locality of the
fermion into account by restricting the classes of maps that
are considered trivial to those that act trivially on the fermion.
Here the representative maps ρg satisfy

ρgh = κg,hρgρh, (3)

where κg,h is a natural isomorphism [1]. Once a representative
set of maps ρg are chosen, symmetry fractionalization is char-
acterized by a set of phases ηa(g, h) ∈ U(1) for each anyon
a. These phases ηa(g, h) are subject to a series of consistency
equations, constraints, and gauge equivalences.

Given a minimal modular extension qCν , our aim is to lift
the given symmetry fractionalization data from C to qCν . That
is, we wish to gauge fermion parity while preserving the
Gb symmetry. We perform this procedure systematically and
characterize the cascade of obstructions that appear along the
way.

1. Anomaly cascade: First layer

The first layer of the anomaly cascade is an obstruction
to lifting the maps [ρg] to autoequivalences of the fermion
parity-gauged theory qC.

More precisely, the first step is to define a lifted “topologi-
cal symmetry” of qC, that is, a map

[qρ] : Gb → AutLR( qCν ). (4)

For a particular ν, generically not all elements of AutLR(C)
can be lifted to elements of AutLR( qCν ). Thus we encounter
the first possible obstruction, which concerns whether there
exists some ν such that for every g ∈ Gb, the autoequivalence
[ρg] ∈ AutLR(C) can be lifted to an element [qρg] ∈ AutLR( qCν ).

In the case that there does not exist a ν such that one can
lift every element [ρg] to [qρg] ∈ AutLR( qCν ), a weaker lift may
be possible. In particular, it may be possible that there exists
at least one pair ν1 and ν2, such that a representative of each
[ρg] lifts to a map

qρg : qCν1 → qCν2 . (5)

By comparing with the classification of (3 + 1)D fermion
SPTs, which defines the anomaly of (2 + 1)D fermionic topo-
logical phases, we conjecture that the existence of such a weak
lift is unobstructed:
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Conjecture I.1. Given a super-modular category C with an
action [ρg] : Gb → AutLR(C), there always exists at least one
pair ν1 and ν2 such that there exists a map qρg : qCν1 → qCν2 and
qρg restricts to a representative ρg on C.

Next, regarding lifts of the form Eq. (5), we prove the
following:

Theorem I.1. Let ρg : C → C be a unitary map. Then any
pair (ν1, ν2) satisfying Eq. (5) must have ν1 = ν2.

This follows from the fact that the number of anyons,
quantum dimensions, and topological twists must be invariant
under the map qρg, which fixes ν1 = ν2 by the Gauss sum.
Furthermore, we have

Theorem I.2. Let ρg : C → C be an antiunitary map. Then
the pair (ν1, ν2) satisfying Eq. (5) must necessarily sat-
isfy e2π icν2 /8 = e−2π icν1 /8 = e2π i(cν1 +o1(g)/2)/8, for some integer
o1(g). If there are multiple pairs (νi,1, νi,2) satisfying Eq. (5),
then e2π icνi,2 /8 = e−2π icνi,1 /8 = e2π i(cνi,1 +o1(g)/2)/8, where o1(g)
is independent of i, modulo 2.

A corollary of the above is that:
Corollary I.1. A collection of maps [ρg] ∈ AutLR(C) for

each g ∈ Gb defines an element [o1] ∈ H1(Gb,ZT).
We conjecture that [o1] is really the obstruction to lifting

the symmetry the action, in the following sense:
Conjecture I.2. Suppose that for each g ∈ Gb we are given

a lift qρ (1)
g : qCν1 → qCν2 of ρg : C → C. These maps define

[o1] ∈ H1(Gb,ZT). Then there exists a minimal modular ex-
tension qCν0 with lifts qρ (0)

g : qCν0 → qCν0 for every g ∈ Gb if and
only if [o1] = 0.

A well-known example of the above H1 anomaly occurs
for the SO(3)3 super-modular category, which was studied
in [15] as an example of a (2 + 1)D surface theory for an
odd index topological superconductor in the class DIII. (Here
SO(3)3 consists of the integer spin representations of the
SU(2)6 affine Kac-Moody algebra, which arises in SO(3)3

Chern-Simons theory.) All minimal modular extensions of
this theory have central charge c = 1/4 mod 1/2, and no
minimal modular extension can be compatible with time-
reversal symmetry. This is because a UMTC that is compatible
with time-reversal symmetry must have central charge c− = 0
mod 4.

2. Anomaly cascade: Second layer

The second layer of the anomaly cascade is an obstruction
to choosing the autoequivalences of the fermion parity-gauged
theory so that they compose in an appropriate way, determined
by the group G f and details of the fermion parity-gauged
theory.

Suppose that the H1 anomaly vanishes. Then, according to
the discussion above, for each g ∈ Gb, we assume we have an
invertible map

qρg : qCν → qCν, (6)

for at least some subset of the possible values of ν. Unless
otherwise stated, we now fix a particular choice of ν and omit
it from our notation.

Below we will briefly summarize the obstruction theory for
the case where the extension qCν contains an Abelian fermion

parity vortex. The more complicated cases will be discussed
in the main text.

When qCν contains an Abelian fermion parity vortex, [ρ] is a
group homomorphism, and we need to require that the lift [qρg]
is also a group homomorphism Gb → AutLR( qC). We show that
there is an obstruction [o2] ∈ H2(Gb, ker r) to [qρg] defining a
group homomorphism. Here r is the restriction map,

r : AutLR( qC) → AutLR( qC)|C = AutLR(C), (7)

which has a nontrivial kernel.
We characterize ker r in the following way. First, note that

a fermion parity vortex x is called v type if x × ψ �= x.
Theorem I.3. Suppose that the modular S matrix of qC,

when restricted to its block involving only v-type vortices, is
block diagonal with k decoupled blocks. Then if [ρ] ∈ ker r
and x is a fermion parity vortex, ρ(x) = x × ψq(x), where
q(x) ∈ {0, 1} is independent of x within a block if x is a v-type
vortex.

The proof of Theorem I.3 is given in Sec. VI B 3. Theorem
I.3 fully characterizes all possible ways that elements of ker r
can permute the vortices. In Theorem VI.1, we fully charac-
terize ker r ⊂ AutLR( qC) in cases where permutation actions of
the anyons and vortices uniquely determine the Aut groups.
In Sec. VI B, we conjecture that in general ker r = Z2 (see
Conjecture VI.1). In Sec. VI F, we provide an explicit example
of a theory where k = 2.

In Sec. VI B, we will define a special element [αψ ] ∈ ker r,
such that αψ (φ) = φ × ψ for all v-type fermion parity vor-
tices φ.

In cases where ker r = Z2 � {[1], [αψ ]}, the anomaly
[o2] ∈ H2(Gb,Z2) can be directly related to the physical ori-
gin of H2(Gb,Z2) in the classification of (3 + 1)D FSPT
phases. The data n2 ∈ C2(Gb,Z2) that is used in specifying
an FSPT can be understood as decorating each codimension-2
trijunction of Gb domain walls g, h, gh in the (3 + 1)D bulk
with a (1 + 1)D Kitaev chain if n2(g, h) is nontrivial. We
show how the anomaly [o2] arising in the problem of extend-
ing the group homomorphism ρ to qρ is related to the presence
of Kitaev chains on domain walls in the bulk (3 + 1)D FSPT.

Recently, [33] has shown that in the case Gb = ZT
2 , the

H2(ZT
2 ,Z2) anomaly corresponds to an anomaly in the action

of T2 on the torus Hilbert space of the fermionic topolog-
ical phase. We generalize their results and show how, for
ker r = Z2, the nontrivial [o2] that we find implies that the
action of the symmetry operators qρg for g ∈ Gb get extended
on the torus. Letting |�〉s be a state in the Hilbert space of the
topological quantum field theory on the torus with a fixed spin
structure s, we find

qρgqρh|�〉s = qρgh(ω2(g, h))F (−1)õ2(g,h)Arf(s)|�〉s (8)

where õ2 means we are interpreting õ2 ∈ Z2 � {0, 1} instead
of o2 ∈ Z2 � ker r. In fact, we show that the element [αψ ] ∈
ker r discussed above allows us to in general change the sym-
metry action qρg → qρgαψ , which has the effect of changing the
symmetry action on the torus Hilbert space by

qρg|�〉s → qρg(−1)Arf(s)|�〉s (9)

As an example, we show that the semion-fermion the-
ory, U (1)2 × U (1)−1, which exists at the surface of a ν = 2
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fermionic topological superconductor in Class DIII, possesses
the above H2(Gb,Z2) obstruction.

We note that the [o2] anomaly defined above can, a priori,
depend on which particular modular extension ν we con-
sider. To highlight this dependence we write [o(ν)

2 ]. However,
we expect that the ’t Hooft anomaly of the (2 + 1)D the-
ory depends only on C and the symmetry fractionalization
data and should be independent of ν. In reviewing (3 + 1)D
FSPTs in Sec. IV B, we will explicitly define a subgroup
�2 ⊂ H2(Gb,Z2), which leads to the natural homomorphism
q�2 : H2(Gb,Z2) → H2(Gb,Z2)/�2. In Sec. VI E we will
discuss how q([o(ν)

2 ]) is expected to determine the ’t Hooft
anomaly of the theory and results regarding its independence
of ν.

Finally, we note that there is still a remnant of the H2

anomaly if the H1 anomaly is nontrivial. Specifically, one can
always define a relative H2 anomaly for two theories C1 and
C2 that possess the same H1 anomaly. This can be done by
considering the theory C12 obtained by stacking C1 and C2, so
that the H1 anomaly of the stacked theory vanishes, and then
computing the resulting H2 anomaly of C12. The H2 anomaly
of C12 defines the relative H2 anomaly between C1 and C2. This
agrees with the (3 + 1)D fermion SPT classification, where
the (3 + 1)D fermion SPTs form a torsor over H2 if the H1

piece is nontrivial.

3. Anomaly cascade: Third layer

The third layer of the anomaly cascade asks whether the
symmetry fractionalization data can be extended from the
anyons to the fermion parity-gauged theory.

Assume that the first and second layer obstructions vanish,
so that the map [qρg] defined in Eq. (6) satisfies the appropriate
group structure.

The next task is to determine if the symmetry fraction-
alization class for C, defined by a set of U(1) phases ηa :
Gb × Gb → U(1) for each anyon a, can be extended to the
full modular extension qC. In [32], it was shown that there is an
anomaly [o3] ∈ H3(Gb,Z2), which quantifies the obstruction
to such an extension. The analysis of [32] was restricted to
the special case where G f = Gb × Z f

2 , with some additional
technical assumptions on the symmetry fractionalization on
C. Here we provide a completely general discussion, which
applies to arbitrary group extensions G f and symmetry frac-
tionalization.

As an example, we compute the H3(Gb,Z2) obstruction
for the case of the doubled semion-fermion theory [U (1)2 ×
U (1)−1]2, which exists at the surface of a ν = 4 topologi-
cal superconductor in class DIII, where T2 = (−1)F so that
Gb = ZT

2 , G f = ZT, f
4 . We show that this [o3] class is nontriv-

ial, which matches the expectation from the bulk-boundary
correspondence.

As in the H2 case, a priori there may be multiple differ-
ent modular extensions qCν for which we have a valid group
homomorphism [qρg], and multiple possible choices of [qρg].
Therefore in general [o3] depends on ν and qρ; to highlight
this dependence we can write [o(ν,qρ)

3 ].
As in the case of the H2 layer, we can define the natural

homomorphism q�3 : H3(Gb,Z2) → H3(Gb,Z2)/�3, and we

expect that the ’t Hooft anomaly is determined by q�3 ([o(ν,qρ)
3 ]).

In particular, since we expect that the ’t Hooft anomaly is
determined by C and its symmetry fractionalization data, we
expect that q�3 ([o(ν,qρ )

3 ]) is independent of the valid choices of
ν, qρ. We discuss this expectation in detail in Sec. VII D.

Just like the H2 anomaly, we can always define a relative
H3 anomaly between two theories C1 and C2 with identical
H1 and H2 anomalies. That is, we consider C1 and C2 to have
identical H1 anomaly, and vanishing relative H2 anomaly.
Then, we can consider the stacked theory C12, which has
vanishing H1 and H2 anomaly, and for which we can define
an H3 anomaly. The H3 anomaly of C12 defines the relative
H3 anomaly between C1 and C2.

4. Anomaly cascade: Fourth layer

The fourth layer of the anomaly cascade asks whether it
is possible to define a theory of symmetry defects for Gb

consistent with the symmetry fractionalization data on the
anyons and fermion parity vortices.

If all the preceding obstructions vanish, we can define a
fermion parity gauged theory described by the modular ex-
tension qC, and a notion of symmetry fractionalization on qC.
Thus we can define a fully bosonic topological phase with
a symmetry fractionalization class. We can then refer to the
theory of Gb-crossed modular categories, for which there is
an H4(Gb,U (1)) obstruction to gauging Gb [1,4,7,26], which
is now known how to explicitly compute in general [7,24].

One may think of the first three layers of obstructions as
determining the mixed anomaly between fermion parity and
Gb—they are the obstructions to gauging fermion parity while
preserving Gb symmetry. If the mixed anomaly vanishes, then
this fourth layer characterizes the remaining pure Gb anomaly.

In general, to define the [o4] obstruction, there was
a choice of ν, qρ, and symmetry fractionalization data
qη. To highlight this dependence we write [o(ν,qρ,qη)

4 ]. As
in the case of the second and third layers, we have a
map q�4 : H4(Gb,Z2) → H4(Gb,Z2)/�4. Physically �4 ⊂
H4(Gb, U(1)) can be thought of as the subgroup of (3 + 1)D
boson SPTs that become trivial upon introducing fermions
with G f symmetry. We expect then that the ’t Hooft anomaly
of the theory is q([o(ν,qρ,qη)

4 ]), and that this is independent of
the choices ν, qρ, qη, as summarized in Conjecture VIII.1. We
will in particular prove independence of q�4 ([o(ν,qρ,qη)

4 ]) under
changes of qη for fixed ν, qρ.

Just as in the previous cases, even if a theory possesses
a nontrivial Hi anomaly with i < 4, we can always define a
relative H4 anomaly between two theories C1 and C2 that have
vanishing relative H1, H2, and H3 anomalies.

5. Organization of paper

The rest of this paper is structured as follows. In Sec. II,
we review some basic facts about super-modular and spin
modular categories and the Hilbert space of a spin modular
theory on a torus. In Sec. III, we give a brief review of
symmetry fractionalization in bosonic systems. In Sec. IV A
we summarize symmetries and symmetry fractionalization in
fermionic systems and also review in detail the classification
of (3 + 1)D FSPTs due to [30]. We then consider each level
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of the anomaly cascade in order. We prove Theorem I.2 about
the H1(Gb,ZT) obstruction in Sec. V. Section VI is devoted
to a thorough discussion of the H2(Gb, ker r) obstruction and
its relation to the H2(Gb,Z2) part of the ’t Hooft anomaly. In
Sec. VII, we give a fully general discussion of the H3(Gb,Z2)
obstruction. In Sec. VIII we discuss the H4(Gb, U(1)) ob-
struction, in particular its dependence on the various choices
made in its definition. Section IX contains additional interest-
ing examples, and some summary and discussion appears in
Sec. X.

II. SUPER-MODULAR AND SPIN MODULAR
CATEGORIES AND FERMIONIC TOPOLOGICAL

PHASES OF MATTER

There are two equivalent descriptions of a fermionic topo-
logical phase of matter. One description uses a super-modular
tensor category, denoted C, along with a chiral central charge
c−. In this description, the super-modular tensor category
determines c− mod 1/2. A super-modular tensor category
[34,37,38] is a unitary braided fusion category with exactly
one nontrivial invisible particle ψ , which is a fermion and
satisfies Z2 fusion rules. “Invisible” means that the double
braid

Ma,ψ = +1 (10)

for all a ∈ C, “fermion” means that the topological twist θψ =
−1, and the Z2 fusion rules means ψ × ψ = 1. Physically,
this description tracks the topologically nontrivial quasiparti-
cle content of the phase. The presence of ψ is used to track
the presence of a fermion that is topologically trivial in the
sense that the fermion can be created or annihilated by a
local fermion operator. Different fermionic phases with the
same quasiparticle content are distinguished by stacking with
p + ip superconductors, each of which changes c− by 1/2.

The alternate description is via a spin modular category,
denoted qC, and a chiral central charge c−, which is determined
modulo 8 by qC. A spin modular category is a UMTC together
with a preferred choice of fermion ψ that has Z2 fusion rules.
Physically, the spin modular category describes the phase after
gauging fermion parity, that is, it describes the quasiparticle
content of the phase along with the fermion parity vortices.
More precisely, qC possesses a natural Z2 grading determined
by double braids with ψ :

qC = qC0 ⊕ qC1 (11)

qC0 � C (12)

where Ma,ψ = +1 if a ∈ qC0 and Ma,ψ = −1 if a ∈ qC1. Fusion
respects this grading. The objects in qC1 are physically inter-
preted as fermion parity vortices, or equivalently symmetry
defects of fermion parity symmetry.

The sector qC1 can be further decomposed as follows:

qC1 = qCv ⊕ qCσ (13)
where

qCv = {a ∈ qC1|a × ψ �= a} (14)

qCσ = {a ∈ qC1|a × ψ = a}. (15)

The two descriptions are related as follows. Every super-
modular category C admits [31] a minimal modular extension
qC, which means that qC contains C as a subcategory, the pre-
ferred fermion of qC is the invisible fermion of C, and qC has
minimal possible total quantum dimension

D2
qC = 2D2

C . (16)

Every super-modular category has precisely 16 distinct min-
imal modular extensions qCν , for ν = 0, . . . , 15, and whose
chiral central charges modulo 8 differ by ν/2. A fermionic
topological phase is described either by (C, c−) or by ( qCν, c−)
where the chiral central charge of qCν is equal to c− modulo 8.

We will make use of the following fact [37] about the
topological S matrix of a minimal modular extension qC:

Sx,y =
{

Sx×ψ,y y ∈ qC0

−Sx×ψ,y y ∈ qC1

. (17)

Note that the second line implies that Sσ,y = 0 for σ ∈ qCσ ,
y ∈ qC1.

As we will see now, the full spin modular category, not
just the super-modular tensor category, is required to describe
the fermionic system on nontrivial surfaces and with arbitrary
spin structures.

A. Torus degeneracy and spin structure

The spin modular category determines the Hilbert space
and the action of the mapping class group of the fermionic
topological phase of matter on a topologically nontrivial sur-
face.

Consider the (spatial) torus T 2 with nontrivial cycles α and
β. Let us label the states of the spin modular category as |a〉α ,
for a ∈ qC an anyon. This means that the topological charge as
measured through the loop α is a. Below for ease of notation
we drop the subscript α and keep it implicit in the definition
of the state |a〉.

Now suppose we have a choice of spin structure (μα, νβ )
where μ = 0 corresponds to Neveu-Schwarz (antiperiodic)
boundary conditions on the loop α and μ = 1 corresponds
to Ramond (periodic) boundary conditions on α, with νβ

similar for the β loop.1 We drop the α and β labels in what
follows. Let Hμ,ν denote the Hilbert space of the fermionic
topological phase on the torus with the chosen spin structure,
|�〉μ,ν ∈ Hμ,ν , and let Wx(γ ) denote the Wilson loop of a
particle x around the loop γ .

The defining distinction between the different sectors
(μ, ν) is in the fermion boundary conditions, which defines
the eigenvalue of the fermion Wilson loop Wψ :

Wψ (α)|�〉μ,ν = (−1)μ|�〉μ,ν

Wψ (β )|�〉μ,ν = (−1)ν |�〉μ,ν. (18)

Note that Wψ (α) has −1 eigenvalue for the sector with peri-
odic (μ = 1) boundary conditions along the α cycle. This is

1Our convention is slightly unusual because the modular T trans-
formation does not act linearly on the μ and ν indices. However, the
formulas relevant to us like Eq. (18) are more natural.
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because periodic boundary conditions occur when there is a
fermion parity vortex threading the conjugate cycle, as can be
derived by studying the modular matrices carefully. The −1
then arises due to the mutual statistics between ψ and v.

A basis of states for the fermionic topological phase on a
torus is as follows (see e.g., [33] for a recent discussion):

H0,0 :|a〉00 = 1√
2

(|a〉 + |a × ψ〉)

H1,0 :

{|v〉10 = 1√
2
(|v〉 + |v × ψ〉)

|σ 〉10 = |σ 〉

H0,1 :|a〉01 = 1√
2

(|a〉 − |a × ψ〉)

H1,1 :

{|v〉11 = 1√
2
(|v〉 − |v × ψ〉)

|σ 〉11 = |σ ; ψ〉 , (19)

where a ∈ qC0, v ∈ qCv , and σ ∈ qCσ . Furthermore, |σ ; ψ〉 de-
notes the state on a torus with a puncture labeled ψ .

These states on the torus can be built by gluing together
states on the 3-punctured sphere, i.e., splitting spaces V ab

c and
their duals V c

ab. Eq. (19) can be reexpressed in this language as

H00 =
⎛⎝⊕

a∈ qC0

V aa
1 ⊗ V 1

aa

⎞⎠∣∣∣∣
symm

H01 =
⎛⎝⊕

a∈ qC0

V aa
1 ⊗ V 1

aa

⎞⎠∣∣∣∣
anti-symm

H1,0 =
⎛⎝⊕

v∈ qCv

V vv
1 ⊗ V 1

vv

⎞⎠∣∣∣∣
symm

⊕
⊕
σ∈ qCσ

(
V σσ

1 ⊗ V 1
σσ

)

H1,1 =
⎛⎝⊕

v∈ qCv

V vv
1 ⊗ V 1

vv

⎞⎠∣∣∣∣
anti-symm

⊕
⊕
σ∈ qCσ

(
V σσ

1 ⊗ V ψ

σσ

)
(20)

The “(anti)-symm” notation means we restrict to the subspace
that consists of (anti)-symmetric sums of states in the a and
a × ψ sectors.

III. REVIEW OF SYMMETRY FRACTIONALIZATION
IN BOSONIC SYSTEMS

We briefly review the formalism for symmetry fractional-
ization in bosonic systems.

Consider a UMTC B with global symmetry group G. The
basic data required to define symmetry fractionalization is the
following. First, we define a group homomorphism

[ρg] : G → Aut(B) (21)

where Aut(B) is the group of braided autoequivalences of B,
modulo a set of gauge equivalences called natural isomor-
phisms.2 A braided autoequivalence, or autoequivalence for

2We define natural isomorphisms using Eq. (22). There exists a
more abstract mathematical definition, and it is unclear if this def-

short, is a map from B to itself that preserves the data of the
theory up to a gauge transformation. We will also use the term
“autoequivalence” to refer to braided anti-autoequivalences,
which, up to a gauge transformation, complex conjugate the
data of the theory. A natural isomorphism ϒ is an autoequiv-
alence, which acts on fusion vertices as

ϒ (|a, b; c; μ〉) = γaγb

γc
|a, b; c; μ〉 (22)

where γa ∈ U(1). Natural isomorphisms have a redundancy

γa → γaζa (23)

where ζa ∈ U(1) obeys the fusion rules in the sense that
ζaζb = ζc whenever Nc

ab > 0. A representative ρg of the equiv-
alence class [ρg] determines a permutation of the anyons
a → ga and a set of unitary matrices Ug(a, b; c) as follows:

ρg(|a, b; c; μ〉) =
∑

ν

Ug( ga, gb; gc)μν | ga, gb; gc; ν〉. (24)

The statement that ρg is an autoequivalence means that the
F and R symbols are preserved (up to complex conjugation)
according to the following consistency conditions:([

F abc
d

]
(e,α,β ),( f ,μ,ν )

)σ (g)

=
∑

α′,β ′,μ′,ν ′
Ug( ga, gb; ge)αα′Ug( ge, gc; gd )ββ ′

× [
F

ga gb gc
gd

]
( ge,α′,β ′ ),( g f ,μ′,ν ′ )

× (Ug( gb, gc; g f )−1
μ′μ(Ug( ga, g f ; gd )−1

ν ′ν, (25)([
Rab

c

]
μν

)σ (g) =Ug( gb, ga; gc)μμ′
(
R

ga gb
gc

)
μ′ν ′

× [Ug( ga, gb; gc)−1]ν ′ν . (26)

Here

σ (g) =
{

1 g unitary
∗ g antiunitary . (27)

We will also use

s1(g) =
{

0 g unitary
1 g antiunitary (28)

The map s1 is a group homomorphism, i.e., s1 ∈ Z1(Gb,Z2).
The maps ρg define the natural isomorphisms

κg,h = ρghρ
−1
h ρ−1

g , (29)

which have actions on fusion vertices given by

κg,h|a, b; c; μ〉 = κg,h(a, b; c)|a, b; c; μ〉. (30)

inition is equivalent to ours. In considering equivalence classes of
braided autoequivalences, we will restrict our attention to natural iso-
morphisms in our definition, since this appears to naturally describe
SETs [1].
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Here

κg,h(a, b; c) = βa(g, h)βb(g, h)

βcg, h

=U −1
g (a, b; c)Uh( ga, gb; gc)−σ (g)Ugh(a, b; c)

(31)

and βa(g, h) are phases defining κg,h as a natural isomor-
phism. The βa define the phases

�a(g, h, k) = β
σ (g)
ga

(h, k)βa(g, hk)

βa(g, h)βa(gh, k)
, (32)

which can be shown to obey the fusion rules, in the sense

�a�b = �c whenever Nc
ab > 0. (33)

These phases define, for modular B, an obstruction [O] ∈
H3(G,A) to localizing G on the anyons, where A ⊂ B is the
group of Abelian anyons of the theory; see standard refer-
ences, e.g., [1], for further details. If said obstruction vanishes,
then one can define symmetry fractionalization on B, which
amounts to a choice of phases ηa(g, h) ∈ U(1), which satisfy
the following consistency conditions:

η ga(h, k)σ (g)ηa(g, hk) = ηa(g, h)ηa(gh, k), (34)

ηc(k, l)
ηa(k, l)ηb(k, l)

Ukl(a, b; c)μν

=
∑

λ

Ul(
ka, kb; kc)μλUk(a, b; c)λν. (35)

Symmetry fractionalization can equivalently be specified by a
set of phases ωa(g, h), which obey the fusion rules and satisfy

�a(g, h, k) = ω
σ (g)
ga

(h, k)ωa(g, hk)

ωa(g, h)ωa(gh, k)
≡ (dω)a(g, h, k). (36)

The relationship between the ηa and ωa descriptions is

ηa(g, h) = βa(g, h)

ωa(g, h)
. (37)

In all of the above, we have taken a fixed representative ρg
of the class [ρg]. If ρg is modified by a natural isomorphism
given by the phases γa(g), then we obtain gauge-equivalent
data

U ′
g(a, b; c)μν = γa(g)γb(g)

γc(g)
Ug(a, b; c)μν (38)

η′
a(g, h) = γa(gh)

[γ ga(h)]σ (g)γa(g)
ηa(g, h). (39)

Separately, there is gauge freedom

βa(g, h) → βa(g, h)νa(g, h)

�a(g, h, k) → �a(g, h, k)(dν)a(g, h, k)

ωa(g, h) → ωa(g, h)νa(g, h) (40)

where νa(g, h) is a phase obeying the fusion rules.
For a fixed map [ρg], the set of symmetry fractionaliza-

tion patterns form a torsor over H2(G,A). Specifically, given
consistent symmetry fractionalization data ηa(g, h) and an

element t(g, h) ∈ Z2(G,A), then one obtains a new symmetry
fractionalization pattern

η̂a(g, h) = Ma,t(g,h)ηa(g, h). (41)

One can check that up to gauge transformations, η̂ de-
pends only on the cohomology class [t] ∈ H2(G,A) and
that different cohomology classes produce gauge-inequivalent
symmetry fractionalization patterns.

IV. SYMMETRIES IN FERMIONIC TOPOLOGICAL
PHASES

In this section, we briefly review fermionic symmetries,
the classification of (3 + 1)D fermionic SPTs, and the results
of [35] on fermionic symmetry fractionalization in fermionic
topological phases, and also define a map qϒψ in Eq. (73),
which will be useful later.3

We assume that we are describing a system whose Hilbert
space decomposes into a tensor product of local Hilbert
spaces, which include fermionic degrees of freedom. Further,
we assume the dynamics of the system are given by a local
Hamiltonian with an energy gap such that the system is in the
fermionic topological phase associated to C. In order for the
formalism to describe anomalous fermionic SETs, we use the
term “symmetry fractionalization of a fermionic topological
phase” to refer only to fractionalization data on the super-
modular category C.

A. Fermionic symmetries

Fermionic systems always have a special symmetry,
fermion parity symmetry (−1)F , which generates a central
Z2 subgroup Z f

2 of the full symmetry group G f . Define the
“bosonic” symmetry group Gb = G f /Z

f
2 ; then the symmetry

generators restricted to their action on bosonic operators form
a representation of Gb. An alternate characterization of G f is
as a Z f

2 central extension of Gb via the short exact sequence

1 → Z f
2 → G f → Gb → 1 (42)

and a cocycle ω2 ∈ Z2(Gb,Z2).
We will reserve the notation ω2 for a cocycle valued in

{±1} � Z2 and use the notation ω̃2 for the {0, 1}-valued addi-
tive parametrization of ω2, i.e., define

ω2(g, h) = (−1)ω̃2(g,h). (43)

Physically, we can write a set of operators Rg for g ∈ Gb,
which implement the action of Gb on the microscopic Hilbert
space. Since the symmetry group on the full fermionic Hilbert
space is actually G f , these operators multiply projectively,

RgRh = (ω2(g, h))F Rgh. (44)

The cocycle ω2 ∈ Z2(Gb,Z2) determines a decomposition
G f = Gb × Z f

2 as sets, but all choices of cocycle representa-
tive in the same cohomology class [ω2] lead to isomorphic

3The results on fermionic symmetry fractionalization reviewed here
also appeared in [36], the first version of which appeared on the arXiv
at the same time as both the first version of this paper and [35].
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groups G f . Physically, modifying ω2 → ω2 × dφ for φ ∈
C1(Gb,Z2) changes

Rg → (φ(g))F Rg, (45)

where we are taking φ ∈ {±1}. Such a transformation changes
the physical meaning of Rg; for example, if Gb = ZT

2 , the
time-reversal operator T is physically distinct from (−1)F T,
and these operators should not be interchanged. Therefore,
a microscopic realization of G f symmetry will in general
specify a cocycle representative ω2, not just its cohomology
class [ω2].

B. General classification of (3 + 1)D fermionic SPTs and ’t
Hooft anomalies in (2 + 1)D fermionic systems

The group of (3 + 1)D fermionic SPTs, which also de-
fines ’t Hooft anomalies for (2 + 1)D fermionic topological
phases, has been classified in recent years through a variety of
approaches. One general approach is through the cobordism
classification [27,28], where (3 + 1)D fermionic SPTs are
classified using bordism groups of 4-manifolds equipped with
Gb gauge fields and a generalized spin structure.

An alternative general classification method was recently
provided by Wang and Gu [30], based on decorating symme-
try defects of varying codimension with lower dimensional
fermionic invertible topological phases. Below we summarize
the Wang-Gu consistency equations and equivalence relations.
We note that our treatment of the equivalence relations below
differs slightly from Wang-Gu, as we will explain.

The calculation of the bordism groups mentioned above
can be performed by various spectral sequence methods.
These methods typically give the resulting FSPT classifi-
cation in terms of a group extension involving subgroups
of H1(Gb,ZT), H2(Gb,Z2), H3(Gb,Z2), and H4(Gb, U(1)).
The Wang-Gu classification provides a partial solution to the
above spectral sequence computation for general groups Gb.4

According to Wang and Gu, (3 + 1)D fermionic SPTs can
be specified by four layers of data,

(n1, n2, n3, ν4) ∈ Z1(Gb,ZT) × C2(Gb,Z2)

× C3(Gb,Z2) × C4(Gb,U (1)). (46)

We will refer to the subscript of ni and ν4 as the layer index.
This set of data is subject to consistency conditions:

dn2 = ω̃2 ∪ n1 + s1 ∪ n1 ∪ n1,

dn3 = ω̃2 ∪ n2 + n2 ∪ n2 + s1 ∪ (n2 ∪1 n2),

dν4 = O5[n3]. (47)

with s1 defined in Eq. (28). The precise formula for O5

is unimportant for our purposes and can be found in [30].
Physically, the different layers of data correspond to decorat-
ing defects of various codimension with lower-dimensional
invertible fermionic topological phases; for example, n1 cor-
responds to decorating time-reversal domain walls with a

4It is a partial solution because Wang-Gu do not derive the group
multiplication law for stacking FSPT phases, and thus do not fully
solve the group extension problem.

c− = 1/2 invertible fermionic phase (e.g., a px + ipy su-
perconductor); n2 corresponds to decorating codimension-2
junctions with Kitaev-Majorana chains; and n3 corresponds to
decorating codimension-3 junctions with fermions. The main
fact about these equations that is of relevance to us in this pa-
per is that data of the ith layer is an i-cocycle if the data of the
lower layers vanish. That is, if n1 = 0, then n2 ∈ Z2(Gb,Z2);
if n1, n2 = 0, then n3 ∈ Z3(Gb,Z2), and if n1, n2, n3 = 0, then
ν4 ∈ Z4(Gb,U (1)).

In addition to the above consistency equations, the data
above is also subject to a number of equivalence relations.
Each layer can change by a coboundary, and also an additional
equivalence, as we explain.5

1. 1st layer equivalence

We can change n1 by a coboundary:

(n1, n2, n3, ν4) � (n1 + db0, n′
2, n′

3, ν
′
4), (48)

where b0 ∈ C0(Gb,ZT). Note that when n1 changes by a
coboundary, the higher layer data may in principle also
change.

If we ignore the higher layer data, then, we see that each
(3 + 1)D FSPT determines an element

[n1] ∈ H1(Gb,ZT). (49)

2. 2nd layer equivalence and �2

There are the following 2nd layer equivalences:

(n1, n2, n3, ν4) � (n1, n2 + ω̃2, n′
3, ν

′
4) (50)

� (n1, n2 + db1, n′′
3, ν

′′
4 ) if Gb unitary,(51)

where b1 ∈ C1(Gb,Z2) and recalling ω2 = (−1)ω̃2 . Note that
under changing the n2, the higher level data n3 and ν4 can
change to some other consistent data n′

3, ν
′
4 or n′′

3, ν
′′
4 , whose

precise form has not been computed and is not relevant for our
purposes. It is useful to denote

�2 =
{{1, [ω2]} Gb unitary
{1} Gb contains antiunitary symmetries

(52)
where �2 ⊂ H2(Gb,Z2). We also define the group homomor-
phism

q�2 : H2(Gb,Z2) → H2(Gb,Z2)/�2, (53)

which we will use later.
The implication of the above equivalence is that if n1 = 0

and we forget about n3, ν4, we can define an equivalence class

[n2] ∈ H2(Gb,Z2)/�2. (54)

In other words, any (3 + 1)D FSPT with n1 = 0 defines a class
[n2] ∈ H2(Gb,Z2)/�2.

5We note that in the equivalences summarized here for a given
layer, we allow the possibility for the higher layer data to change
as well. The equivalence relations of Ref. [30] imply that the
higher layer data does not change under these equivalences, however
Ref. [39] found that in (2 + 1)D the higher layer data does change
under equivalences of a given layer. We expect a similar phenomenon
to generally occur in (3 + 1)D as well.

155126-8



ANOMALY CASCADE IN (2 + 1)-DIMENSIONAL … PHYSICAL REVIEW B 105, 155126 (2022)

3. 3rd layer equivalence and �3

There are the following 3rd layer equivalences:

(n1, n2, n3, ν4) � (n1, n2, n3 + χ3, ν
′
4)

� (n1, n2, n3 + db2, ν
′′
4 ), (55)

where b2 ∈ C2(Gb,Z2). Here χ3 ∈ Z3(Gb,Z2) consists of 3-
cocycles that satisfy

χ3 = ω̃2 ∪ λ1 + s1 ∪ λ1 ∪ λ1 + �λ0/2�(ω̃2 ∪1 ω̃2) (mod 2),
(56)

for any choice of λ1 ∈ Z1(Gb,Z2) and λ0 ∈ Z.
Formally, we can define the group �3 ⊂ H3(Gb,Z2),

where all representative 3-cocycles have the form χ3 given in
Eq. (56). It is useful to then define the group homomorphism

q�3 : H3(Gb,Z2) → H3(Gb,Z2)/�3. (57)

Similar to the case of the 2nd layer, the implication of the
above equivalence is that if n1, n2 = 0 and we ignore ν4, then
we can define an equivalence class

[n3] ∈ H3(Gb,Z2)/�3. (58)

In other words, any (3 + 1)D FSPT with n1, n2 = 0 defines a
class [n3] ∈ H3(Gb,Z2)/�3.

4. 4th layer equivalence and �4

There exist the following 4th layer equivalences:

(n1, n2, n3, ν4) � (n1, n2, n3, ν4χ4) � (n1, n2, n3, ν4dε3)
(59)

for ε3 ∈ C3(Gb,Z2). Here χ4 is any 4-cocycle in a group �4

with a rather involved definition that can be found in [30] but
is unimportant for our present purposes. It will suffice to know
that �4 contains a subgroup of the form

{[λ2] ∪ [λ2] + [ω2] ∪ [λ2] | [λ2] ∈ H2(Gb,Z2)} ⊂ �4. (60)

We define the group homomorphism

q�4 : H4(Gb, U(1)) → H4(Gb, U(1))/�4. (61)

Physically, �4 is the group of bosonic (3 + 1)D SPTs with
Gb symmetry that are trivial when viewed as a fermionic
SPT with G f symmetry. Equivalently, �4 is the group of
“anomalous” fermionic (2 + 1)D SPTs; these have the prop-
erty that the surface of a bosonic (3 + 1)D SPT characterized
by a 4-cocycle in �4 can have a topologically trivial gapped
symmetric gapped (2 + 1)D surface, if fermions transforming
under G f symmetry are introduced to the surface. We see
that any (3 + 1)D FSPT for which n1, n2, n3 = 0 defines an
element

[ν4] ∈ H4(Gb, U(1))/�4. (62)

C. Fermionic symmetry fractionalization

The first step of defining G f symmetry fractionalization
is to assign an autoequivalence [ρg] of C to each element
g ∈ Gb. Topological autoequivalences are well defined for any
BFC regardless of modularity, so autoequivalences of a super-
modular category C are also well defined. This assignment
defines the U symbols as given in Eq. (24). There is, however,

a physical constraint on the choice of autoequivalence. The
symmetry operator Rg is defined on the physical, microscopic
Hilbert space, and we will be seeking to localize Rg. Then if
γi,r is a basis of (Majorana) fermion operators at position r,
the Hilbert space defines matrices Ũi j (g, r) such that

Rgγi,rR−1
g =

∑
j

Ũi j (g, r)γ j,r, (63)

where i and j label elements of the basis of fermionic opera-
tors.

As shown in [35], compatibility of a representative autoe-
quivalence ρg of C with Eq. (63) constrains

ρg(|ψ,ψ ; 1〉) = |ψ,ψ ; 1〉, (64)

or equivalently, for all g ∈ Gb,

Ug(ψ,ψ ; 1) = +1. (65)

In the bosonic case, the topological autoequivalence may
be redefined by a natural isomorphism of the form Eq. (22).
Clearly we have less freedom in the fermionic case; main-
taining Eq. (65) requires natural isomorphisms to have γψ ∈
{±1}. In fact, as shown in [35], modifying Rg with a natu-
ral isomorphism with γψ = −1 amounts to redefining Rg →
(−1)F Rg, which, as discussed in Sec. IV A, is a physical
change to the system and not a gauge redundancy. Therefore,
the redundancy in topological autoequivalences for fermionic
symmetries is not given by arbitrary natural isomorphisms, but
instead by “locality-respecting” natural isomorphisms, which
have γψ = +1. We denote the group of topological autoequiv-
alences of C, which obey Eq. (65), modulo locality-respecting
natural isomorphisms, as AutLR(C).6

As such, fermionic symmetry actions are specified by a
map

[ρg] : Gb → AutLR(C), (66)

which obeys

[κg,h][ρg][ρh] = [ρgh] (67)

for some (not necessarily locality-respecting) natural isomor-
phism [κg,h]. If AutLR(C) is isomorphic to Aut(C), then [κ] =
[Id], where Id is the identity map, and [ρg] is a group homo-
morphism.

There is some subtlety in demanding that locality-
respecting natural isomorphisms have γψ = +1 because of
the redundancy Eq. (23) in natural isomorphisms. Define an
Abelian group K (C) consisting of maps ζa that obey the fusion
rules, that is,

K (C) = {ζ : anyon labels → U(1) | ζaζb

= ζc whenever Nc
ab > 0}. (68)

Clearly ζψ ∈ {±1}, which provides a natural Z2 grading on
K (C):

K (C) = K+(C) ⊕ K−(C) (69)

6It is not hard to show that every element of Aut(C) has a repre-
sentative, which obeys Eq. (65). Accordingly, one can check that,
depending on details, which will be discussed shortly, as a group
AutLR(C) is either isomorphic to Aut(C) or double-covers Aut(C).
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where K±(C) consists of maps with ζψ = ±1. It was proven in
[35] that, given any minimal modular extension qC of C, every
element ζa of K (C) can be written

ζa = Ma,x (70)

for some x ∈ qC, and in particular, x ∈ A if ζ ∈ K+(C). Hence

K+(C) � A/{1, ψ}, (71)

where A ⊂ C is the group of Abelian anyons of C and {1, ψ}
is the Z2 subgroup generated by the transparent fermion ψ .
If K−(C) is nonempty, then every natural isomorphism, which
preserves Eq. (65) is equivalent to a locality-respecting natural
isomorphism. There is a canonical natural isomorphism ϒψ of
the same form as Eq. (22) with

ϒψ (|a, b; c〉) = γaγb

γc
|a, b; c〉

with γa =
{−1 a = ψ

1 any other a ∈ C . (72)

We immediately see that ϒψ respects locality if and only
if K−(C) is nonempty. If ϒψ does not respect locality, then
[ϒψ ] �= [1] as elements of AutLR(C).

Many of the results and casework in this paper depend on
whether or not ϒψ respects locality, so it is useful to summa-
rize some characterizations from [35] of when ϒψ respects
locality. The following are equivalent:

(1) ϒψ respects locality
(2) K (C)/K+(C) � Z2 (which means K−(C) is nonempty)
(3) As groups, Aut(C) � AutLR(C)
(4) There exists a minimal modular extension of C that

contains an Abelian fermion parity vortex
(5) There exists a set of phases ζa that obey the fusion rules

and have ζψ = −1.
Conversely, the following are also equivalent:
(1) ϒψ violates locality
(2) K (C) = K+(C) � A/{1, ψ}
(3) As groups, AutLR(C)/Z2 � Aut(C)
(4) Any set of phases ζa that obey the fusion rules must

have ζψ = +1.
Another useful fact is that if ϒψ respects locality, then

exactly half of the minimal modular extensions qC contain
only v-type vortices and half contain only σ -type vortices.
Also, if elements of Aut(C) are uniquely determined by their
permutation action on the anyons (as is true in many theories
of physical interest), then the same holds for AutLR(C) if and
only if ϒψ respects locality. One can also define a natural iso-
morphism qϒψ on a minimal modular extension qC analogously:

qϒψ (|a, b; c〉) = γaγb

γc
|a, b; c〉

with γa =
{−1 a = ψ

1 any other a ∈ qC . (73)

Similar to the case of ϒψ , the following are equivalent: (i) the
map qϒψ respects locality; (ii) qC contains an Abelian fermion
parity vortex; (iii) there exists a set of phases qζa on qC that obey
the fusion rules and have qζψ = −1. After specifying the group
homomorphism, one must compute the obstruction to sym-
metry localization. There are two obstructions. The first is the

“bosonic” obstruction to defining any Gb symmetry fractional-
ization whatsoever on C and is valued in H3(Gb, K (C)); if ϒψ

violates locality, then we may characterize K (C) � A/{1, ψ},
but if ϒψ respects locality, there is nothing further to say in
general. The derivation is very similar to the bosonic case; see
[35] for details.

At this point one may define symmetry fractionalization
data ηa(g, h) subject to the usual consistency conditions
Eqs. (34) and (35). However, compatibility of the symmetry
localization ansatz with Eq. 63 and the full G f symmetry in
Eq. (44) requires [35] the constraint

ηψ (g, h) = ω2(g, h) ∈ Z2(Gb,Z2). (74)

Regarding autoequivalences as gauge equivalent only if they
differ by locality-respecting natural isomorphisms means that
gauge transformations preserve Eq. (74).

The existence of a symmetry fractionalization pattern
obeying Eq. (74) is subject to a “fermionic” symmetry
localization obstruction, which is valued in Z2(Gb,Z2) if
ϒψ violates locality and is valued in H3(Gb, K+(C)) =
H3(Gb,A/{1, ψ}) in ϒψ respects locality.

To summarize, symmetry fractionalization of a fermionic
symmetry group G f on a super-modular category C is given by
a homomorphism [ρg] : Gb → AutLR(C) [which defines the U
symbols Ug(a, b; c)] and a choice of data ηa(g, h), subject to
the same consistency conditions Eqs. (25), (26), (34), and (35)
as in the bosonic case. This data is subject to the constraints

Ug(ψ,ψ ; 1) = +1 (75)

ηψ (g, h) = ω2(g, h), (76)

and symmetry action gauge transformations are restricted to
be locality respecting, in that they must have

γψ (g) = +1. (77)

The existence of consistent symmetry fractionalization re-
quires two obstructions to vanish: A bosonic symmetry local-
ization obstruction [Ob] ∈ H3(Gb,A/{1, ψ}) and a fermionic
symmetry localization obstruction [O f ], which is valued in
Z2(Gb,Z2) if ϒψ violates locality and which is valued in
H3(Gb,A/{1, ψ}) if ϒψ respects locality.

V. H1(Gb,ZT) OBSTRUCTION

We prove Theorem I.2.
Proof. Using the Gauss sum,

cν2 = −cν1 mod 8. (78)

We have defined

cν2 = cν1 + o1(g)/2 mod 8 (79)

where o1(g) must, by the 16-fold way, be an integer. Hence

o1(g) = −4cν1 mod 16. (80)

Hence cν1 = 0 mod 1/4. Now, suppose that (ν3, ν4) also sat-
isfy Eq. (79) with a different integer n′(g). Then we could run
the same argument to obtain

o′
1(g) = −4cν3 mod 16. (81)
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But cν3 − cν1 ∈ Z/2 by the 16-fold way, which means

o′
1(g) − o1(g) ∈ 2Z. (82)

�
It immediately follows that if o1(g) = 1 mod 2, then it

is not possible to have a lift ρg : qCν0 → qCν0 . This is a rather
familiar statement because o1(g) = 1 implies cνi ∈ Z ± 1/4,
which can never be left invariant by an antiunitary symmetry.
Hence [o1] ∈ H1(Gb,ZT) obstructs the ability to lift ρg to a
map that is a true symmetry of a minimal modular extension
qC, rather than a map between two distinct minimal modular
extensions. Conjecture I.2 states that [o1] is the only such
obstruction.

VI. H2(Gb, ker r) OBSTRUCTION

Now let us suppose that the H1 obstruction defined in the
preceding section vanishes. Here we will find that there is
an obstruction to lifting the maps [ρg] to [qρg] in a way that
appropriately satisfies the group structure.

In what follows, we fix a choice of minimal modular exten-
sion qCν and suppress the ν index. In general the obstruction o2

that we will find depends on ν; we will discuss this depen-
dence in Sec. VI E. We will assume for now that qϒψ [defined
in Eq. (73)] respects locality.

We will discuss cases where it violates locality afterwards
in Sec. VI A 1. Since qϒψ and therefore ϒψ both respect lo-
cality in the first part of our discussion, [κg,h] is always the
identity and so the map [ρg] : Gb → AutLR(C) is a group
homomorphism. Since the H1 obstruction vanishes, for each
g ∈ Gb, one can define a consistent lift [qρg] on a fixed minimal
modular extension qC, that is, r([qρg]) = [ρg], where r is the
restriction map

r : AutLR( qC) → AutLR( qC)|C ⊆ AutLR(C). (83)

However, the lifted map [qρg] may not be a group homo-
morphism. Our aim is to show that there is an obstruction
to finding a lift [qρg] that is a group homomorphism Gb →
AutLR( qC), and this obstruction is valued in H2(Gb, ker r). We
then relate this obstruction to the H2(Gb,Z2) part of the ’t
Hooft anomaly for fermionic SETs.

A. Defining the obstruction

Suppose we have a lift [qρg] of a general autoequivalence
[ρg] of C. In general r may have a nontrivial kernel, so qρg
can be composed with any element of ker r to obtain another,
equally valid lift. Although ρg and qρg may in general be
antiunitary, elements of ker r are automatically unitary.

We will show in Sec. VI B that the permutation action
of all elements of ker r on anyon labels commute with each
other, although they in general need not commute with the
permutation action of [ρg]. In the case where elements of
Aut( qC) are completely determined by their permutation action
on the anyons, then this implies that ker r is Abelian. We will
assume that ker r is Abelian in general.

Let us consider

o2(g, h) := qρghqρ−1
h qρ−1

g . (84)

By inspection, modifying a representative lift qρg by a
locality-respecting natural isomorphism modifies o2 by a
locality-respecting natural isomorphism, so this equation is
also well defined in AutLR( qC).

We warn the reader that we will overload notation so that
o2(g, h) can refer both to a topological autoequivalence and its
equivalence class in AutLR( qC) (after modding out by natural
isomorphisms). We reserve [o2] for later use as a cohomology
class.

Since [ρg] is a group homomorphism Gb → AutLR(C), o2

restricts to a trivial map in AutLR(C), i.e., o2(g, h) ∈ ker r.
However, it may be a nontrivial element of ker r. In general,
o2(g, h) ∈ C2(Gb, ker r) defines a (ker r)-valued 2-cochain on
Gb.

Demanding that the qρg be associative, we find by decom-
posing qρghk in two distinct ways that

qρghk = o2(gh, k)qρghqρk (85)

= o2(gh, k)o2(g, h)qρgqρhqρk (86)

= o2(g, hk)qρgqρhk (87)

= o2(g, hk) go2(h, k)qρgqρhqρk, (88)

where we have defined

go2(h, k) = qρgo2(h, k)qρ−1
g . (89)

For these two decompositions of qρghk to be equal, we need
o2(g, h) ∈ Z2(Gb, ker r).

Clearly [qρg] is only a group homomorphism if o2 = 1.
This condition is not generically satisfied, but we may obtain
another lift by modifying each [qρg] by an element of ker r.
Such a modification changes o2(g, h) by a (ker r)-valued 2-
coboundary. Therefore, the lift can be modified to obtain a
group homomorphism Gb → AutLR( qC) if and only if [o2] ∈
H2(Gb, ker r) is cohomologically trivial. That is, [o2] is the
obstruction to lifting the permutation action of Gb on C to qC.

In the case where ker r = Z2, we will see that ker r com-
mutes with all of AutLR( qC). Accordingly, [o2] defines a group
extension qGb of Gb by Z2. In fact, if we enlarge the symmetry
to qGb, then there is a consistent lift to [qρg] ∈ AutLR( qC). Let
ker r = {1, [αψ ]}, and with qGb = Gb × Z2 as sets, define

qρ(g,p) = qρgα
p
ψ (90)

with g ∈ Gb and p ∈ {0, 1} � Z2. Then

[qρ(g,p)][qρ(h,q)] = o2(g, h)[αψ ]p+q[qρgh] (91)

= [qρ(gh,p+q+õ2(g,h))] (92)

= [qρ(g,p)×(h,q)], (93)

where õ2 ∈ {0, 1} � Z2 means we are interpreting o2 ∈
ker r � Z2 as an element of additive Z2 instead of ker r.
Hence these symmetry actions are a group homomorphism
[qρ(g,p)] : qGb → AutLR( qC) as claimed.

As an example, let us consider the semion-fermion theory
with Gb = ZT

2 . The appropriate modular extension of this
theory is qC = U (1)2 × U (1)−4. The simple objects of qC can be
labeled (a, b) for a = 0, 1 and b = 0, 1, 2, 3. Here, v = (0, 1)
is the fermion parity vortex, ψ = (0, 2) is the fermion, and
s = (1, 0) is the semion. It is clear that ker r = Z2 in this
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case; its nontrivial element [αψ ] takes v ↔ v × ψ . Under T,
C transforms as follows:

Ts = s × ψ,

Tψ = ψ. (94)

There are two possible lifts [qρT] to the modular extension,
which differ by the action of [αψ ]; we may take either

Tv = s × v or Tv = s × ψ × v. (95)

For the first choice

T( Tv) = T(s × v) = (s × ψ ) × (s × v) = ψ × v. (96)

That is,

[qρT]2 = [αψ ] = o2(T, T). (97)

One can check straightforwardly that the second choice
of [qρT] leads to the same o2. Therefore [o2] �= +1 ∈
H2(ZT

2 ,Z2). Thus there is no way to have the permutations
faithfully act on the modular extension as Gb = ZT

2 . However
we can have them act as qGb = ZT

4 .

1. qϒψ violates locality

If qϒψ violates locality, the discussion above must be
slightly modified.7

In particular, there are now two possibilities. The first
possibility is that ϒψ does not respect locality. In this case,
if the symmetry fractionalization on C is unobstructed, [ρg]
generally fails to be a group homomorphism up to factors of
[ϒψ ] [35,36]:

[ϒψ ]ω̃2(g,h)[ρg][ρh] = [ρgh]. (98)

where ω̃2 is defined by Eq. (43). In this case, we must instead
enforce the equation

[ qϒψ ]ω̃2(g,h)[qρg][qρh] = [qρgh] (99)

because r([ qϒψ ]) = [ϒψ ] and we need Eq. (99) to reduce to
Eq. (98) upon applying the restriction map r. We can thus
define a modified obstruction, which must vanish if we want
Eq. (99) to hold:

o2(g, h) := qρghqρ−1
h qρ−1

g
qϒ

ω̃2(g,h)
ψ . (100)

The rest of the analysis showing that [o2] ∈ H2(Gb, ker r)
proceeds analogously to the case where qϒψ respects locality,
with the additional factors of qϒψ canceling out at all stages.
Proving this statement requires using the fact, discussed in
Sec. VI B, that qϒψ commutes with all topological autoequiv-
alences.

7The first version of this paper assumed that [ρg] and [qρg] is always
a group homomorphism, and did not incorporate the distinction be-
tween situations where qϒψ violates locality and preserves it. This
was addressed in the first version of Ref. [36], which appeared on the
arXiv simultaneously with the first version of this paper. We provide
an alternate treatment here.

In the case where ϒψ respects locality but qϒψ does not, we
again need to enforce Eq. (99), but for a slightly more involved
reason. We take a lift qρg and attempt to enforce the condition

qκg,hqρgqρh = qρgh (101)

with qκg,h a (possibly locality-violating) natural isomorphism.
Since qϒψ violates locality, this condition requires that the
decomposition qκg,h(a, b; c) into anyon-dependent factors qβa

obey

qβψ =
{

1 [qκg,h] = [1]

−1 [qκg,h] = [ qϒψ ]
. (102)

The above equation is gauge invariant. Now, in order to be
compatible with G f , any putative G f symmetry fractionaliza-
tion pattern will need to obey qηψ (g, h) = ω2(g, h). If such a
G f symmetry fractionalization pattern can possibly exist, then

qωψ (g, h) =
qβψ (g, h)

qηψ (g, h)
= +1 ⇒ qβψ (g, h) = ω2(g, h) (103)

[see Eq. (37)] since qϒψ violates locality and qωa must respect
the fusion rules. Combining Eqs. (101)–(103), we find that
our desired lift should again obey Eq. (99). Accordingly, we
should define o2 via Eq. (100). The rest of the analysis is
unchanged from the case where ϒψ violates locality.

Note that in Eq. (99), the brackets [] correspond to taking
equivalence under locality-respecting natural isomorphisms,
so that [qρg] ∈ AutLR( qC). When we instead consider equiva-
lence under all natural isomorphisms, qρ will reduce to a group
homomorphism, as expected based on the theory of bosonic
SETs [1].

B. Characterizing ker r

In order to understand [o2] better, we need to characterize
ker r. We make the following conjecture:

Conjecture VI.1. In all cases, ker r = Z2.
As a consequence, [o2] ∈ H2(Gb,Z2). Although we can-

not prove this conjecture in full generality, in the following
subsections we will provide a number of concrete results
that motivate the conjecture and give partial progress towards
proving it. One motivation for the above conjecture is that it
is H2(Gb,Z2) that appears in the characterization of (3 + 1)D
FSPTs, which should classify the ’t Hooft anomalies in (2 +
1)D.

We begin by discussing a few properties of the map [ qϒψ ]
and define an important map [αψ ]. We will see that [αψ ]
always generates a Z2 ⊆ ker r.

1. [ qϒψ]

We defined the map qϒψ by Eq. (73). It immediately fol-
lows that r([ qϒψ ]) = [ϒψ ], so [ qϒψ ] ∈ ker r if and only if ϒψ

respects locality. If [ qϒψ ] ∈ ker r and qϒψ violates locality, then
it forms a Z2 subgroup of ker r. On the other hand, if qϒψ

respects locality, then it is a trivial element of ker r.
Since ψ is invariant under all (fermionic) topological

autoequivalences, it follows that qϒψ commutes with all topo-
logical autoequivalences.
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There are three possibilities for how qϒψ and ϒψ behave.
First, qϒψ may respect locality, in which case, ϒψ does as
well. It was proven in [35] that all parity vortices are v type
in this case (and at least one is Abelian). Second, qϒψ may
violate locality but ϒψ may respect locality. From the list of
properties in Sec. IV A, we see that this occurs when C has
some minimal modular extension with an Abelian fermion
parity vortex, but qC is not such a minimal modular extension.
It was proven in [35] that all parity vortices in qC are σ -type in
this case. Finally, both qϒψ and ϒψ may violate locality.

One can check that all of the cases we considered above
can actually occur. For an example where qϒψ respects lo-
cality, we can take C = B � {1, ψ} for any modular B and
qC = B � D(Z2), where D(Z2) is the quantum double of Z2,
also known as the toric code topological order. Here � is
the Deligne product and physically corresponds to stacking
decoupled topological orders. Instead taking qC = B � Ising
gives an example where qϒψ does not respect locality but ϒψ

does. For an example where neither qϒψ nor ϒψ respects lo-
cality, we can take C = SO(3)3; an example minimal modular
extension is qC = SU(2)6.

2. [αψ]

Next, we consider a map αψ , with the following permuta-
tion action:

αψ (a) = a if a ∈ qC0 � C

αψ (a) = a × ψ if a ∈ qC1. (104)

This permutation preserves the fusion rules, twists, and mod-
ular S matrix of the theory. One can check in a range of
examples that there indeed exists a braided autoequivalence
αψ of qC with this permutation action. In fact, Ref. [36] (which
appeared simultaneously on the arXiv with the first version
of this work) gave an explicit formula for the U -symbols of
exactly such a braided autoequivalence as follows:

Uαψ
(a′, b′; c′; μ, ν) =

∑
λ

[(
F a,ψ fb ,b′

c

)−1]
(b,μ),(a×ψ fb ,λ)

× Rψ fb ,a
[(

Fψ fc ,ψ fb×a,b′
c′

)−1]
(c,λ),(a′,ν)

(105)

where we use the shorthand a′ = αψ (a) and define

fx =
{

0 x ∈ qC0

1 x ∈ qC1
. (106)

Consider the case where (i) every permutation of simple
objects of qC that preserves the modular data corresponds to a
unique element of Aut( qC), and similarly (ii) every permutation
of simple objects in C preserving the modular data corre-
sponds to a unique element of Aut(C). Then [αψ ] generates
a Z2 subgroup of ker r as long as qCv is nonempty. In more
general situations, Ref. [36] demonstrated that as a braided
autoequivalence, it is always true that [αψ ] ∈ ker r, commutes
with all of AutLR( qC), and squares to the identity.

If qCv is nonempty, then [αψ ] is clearly nontrivial. If qCσ

is nonempty, then we can calculate the gauge-invariant (in

AutLR( qC)) quantity

Uαψ
(σ,ψ ; σ ) = (F σ1ψ )−1R1σ (Fψσψ )−1 (107)

= (Fψσψ )−1 = −1, (108)

where the last equality follows from a straightforward use of
the hexagon equation. Hence [αψ ] is nontrivial in this case as
well, and so [αψ ] always generates a central Z2 subgroup of
ker r. Note that Eq. (105) provides a definition of a nontrivial
[αψ ] even when qCv is empty, in which case αψ always has
trivial permutation action on the objects in qC.

For a familiar example, consider C = {1, ψ}; then there
is a modular extension qC = {1, ψ, e, m} that is equivalent to
Z2 gauge theory, where we are viewing qCv = {e, m}. Then
the map αψ permutes e ↔ m, implementing electric-magnetic
duality.

If qCv is empty, then [αψ ] may or may not equal [ qϒψ ]. If
ϒψ violates locality, then these maps cannot be equal since
[αψ ] is in ker r but [ qϒψ ] is not. In a version of Ref. [36]
posted after the second version of this paper, it was proven
that [αψ ] = [ qϒψ ] if and only if qϒψ violates locality but ϒψ

respects locality. In other words, any time [ qϒψ ] is a nontrivial
element in ker r, it is equal to [αψ ].

3. Permutation actions of elements of ker r

Fully characterizing ker r is a nontrivial task in general. We
can, however, determine the allowed permutation action of all
elements of ker r by proving Theorem I.3:

Proof. We may apply the Verlinde formula to qC, which is
modular:

N qρ(v)
v,ψ + N qρ(v)

v,1 =
∑
x∈ qC

(Sψ,x + S1x )SvxS∗
qρ(v)x

S1x
(109)

=
∑
x∈ qC0

(Sψ,x + S1x )SvxS∗
qρ(v)x

S1x

+
∑
x∈ qC1

(Sψ,x + S1x )SvxS∗
qρ(v)x

S1x
. (110)

By Eq. (17), Sψ,x = ±S1,x with the upper sign for x ∈ qC0 and
the lower sign for x ∈ qC1. Therefore,

N qρ(v)
v,ψ + N qρ(v)

v,1 =
∑
x∈ qC0

2SvxS∗
qρ(v)x + 0 (111)

=
∑
x∈ qC0

2|Svx|2 > 0, (112)

where we have used the fact that S is invariant under qρ and
that qρ(x) = x if x ∈ qC0. Therefore either qρ(v) = v or qρ(v) =
ψ × v, and in particular, if v ∈ qCσ , qρ(v) = v. Next, suppose
v1, v2 ∈ qCv . Then

Sv1,v2 = qρ(Sv1,v2 ) = S
qρ(v1 ),qρ(v2 ) = Sv1,v2 (−1)m1+m2 (113)

where

mi =
{

0 qρ(vi ) = vi

1 qρ(vi ) = vi × ψ
. (114)
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Hence if Sv1,v2 �= 0, then m1 = m2, that is, qρ changes the
fermion parity of both v1 and v2 or of neither. If Sv1,v2 = 0
but v1, v2 are in the same one of the k blocks of the Sav ,bv

part
of the S matrix, then there exists a sequence of v-type vortices
a1, a2, . . . ap such that Sv1,a1 �= 0, Sa1,a2 �= 0, · · · , Sap,v2 �= 0.
Applying the above argument to each pair in the sequence,
we conclude that if v1, v2 belong to the same block of the S
matrix, qρ acts the same way on both vortices, i.e., it either
changes the fermion parity of both or of neither.

4. ker r when permutations determine Aut( qC) and Aut(C)

In many well-studied examples, every permutation of the
simple objects of a BFC B uniquely determines an element
of Aut(B). We can fully characterize ker r as long as qC and C
obey slightly weaker properties:

Theorem VI.1. Let k be as in Theorem I.3. Suppose that
every permutation of vortices in qC given in Theorem I.3
uniquely determines an element of Aut( qC) (but not necessarily
a unique element of AutLR( qC)), and further suppose that there
is a unique element of Aut(C) that does not permute anyons.
Then ker r = Zmax(k,1)

2 .
Proof. Let [qρ] ∈ ker r. According to Theorem I.3, there

are 2max(k,1) possible permutation actions for [qρ], given by
k independent choices of whether or not [qρ] changes the
fermion parity of the v-type vortices in each block, and each
permutation action squares to the identity. If k = 0, then [qρ]
acts as the identity permutation.

We first claim that all of these possible permutation actions
commute with each other. This statement is only nontrivial for
k > 1. To prove this claim, it suffices to show that v and v × ψ

belong to the same block.
Suppose first that for some w �= v, v and w belong to the

same one of the k blocks of the S matrix. Then there is a
sequence of v-type vortices a1, a2, . . . ap such that Sv,a1 �=
0, Sa1,a2 �= 0, · · · , Sap,w �= 0. But Sv×ψ,a1 = −Sv,a1 �= 0 as
well. Hence v × ψ is also in the same block as w, so v and
v × ψ are in the same block, namely the block containing w.

We claim that such a w must exist. Suppose by way of
contradiction that no such w exists, i.e., Sv,w = 0 for all
w ∈ qC1, in which case v is in a block by itself. It follows that
Sv×ψ,w = −Sv,w = 0 for all w ∈ qC1, and since Sv×ψ,a = Sv,a

for all a ∈ qC0, we must have Sv,a = Sv×ψ,a for all a ∈ qC. Hence
S has two identical rows and is not invertible, which is a
contradiction since qC is modular. This proves that all of the
aforementioned permutations commute.

By assumption, the permutation action of qρ defines a
unique element of Aut( qC), but may or may not uniquely deter-
mine an element of AutLR( qC). Whether or not it does depends
on the properties of [ qϒψ ], which is the one possibly-nontrivial
element of AutLR( qC), which does not permute anyons.

We need to consider three possible cases, depending on
whether ϒψ and qϒψ respect locality.

Case 1: qϒψ respects locality in qC. Then ϒψ respects lo-
cality in C, and also qC contains an Abelian fermion parity
vortex. Hence qCv is nonempty, k > 0, AutLR( qC) = Aut( qC),
and AutLR(C) = Aut(C). Therefore, each of the 2k anyon
permutations defined above determines a unique element of

AutLR( qC) that restricts to the identity in AutLR(C) (since the
restricted permutation action is trivial). Furthermore, if [qρ] ∈
ker r, [qρ]2 = [1] because [qρ]2 does not permute anyons. Thus
ker r = Zk

2.
Case 2: qϒψ does not respect locality in qC, but ϒψ respects

locality in C. Then some minimal modular extension of C
contains an Abelian fermion parity vortex, but qC does not;
according to the list of properties in Sec. IV C, this implies that
qC has no v-type vortices, i.e., k = 0. According to Theorem
I.3, [qρ] must therefore act as the identity permutation. Exactly
two elements of AutLR( qC) implement the trivial permuta-
tion, namely [ qϒψ ] �= [1] in qC. In particular, [ qϒψ ] restricts to
[ϒψ ] = [1] in C. Hence [ qϒψ ] ∈ ker r, and ker r = Zmax(k,1)

2 =
Z2.

Case 3: Neither qϒψ nor ϒψ respect locality in their re-
spective categories. In this case, r([ qϒψ ]) = [ϒψ ] �= [1], so
[ qϒψ ] �∈ ker r. But [αψ ] is a nontrivial element of ker r, and
thus must not equal [ qϒψ ]. Therefore, [αψ ] has a nontrivial
permutation action, that is, qCv is nonempty and k > 0. Now
consider any braided autoequivalence [qρ] ∈ AutLR( qC) that im-
plements one of the anyon permutation actions given above.
[qρ] must restrict to either [1] or [ϒψ ] on C, and [ qϒψ qρ] will
restrict to [ϒψ ] or [1] respectively. Hence exactly one of [qρ]
and [ qϒψ qρ] is in ker r, that is, each of the 2k permutation
actions above defines a unique element of ker r. If [qρ] ∈ ker r,
then r([qρ]2) = [1], so [qρ]2 = 1 as well. Hence ker r = Zk

2,
concluding our proof. �

It is true but not immediately obvious that one can have
k > 1 decoupled blocks of the v − v part of the S matrix; we
consider an explicit example with k = 2 in Sec. VI F.

5. ker r when permutations do not uniquely determine
Aut( qC) and Aut(C)

If there is not a one-to-one correspondence between el-
ements of Aut( qC) (resp. Aut(C)) and anyon permutations,
which preserve the fusion rules and modular data of qC (resp.
C), then we are not generally able to give any further charac-
terization of ker r as a group beyond the results of the previous
subsections.

We do know that Theorem I.3 still applies; the anyon per-
mutations of all elements of ker r are still restricted. However,
three possibilities could further complicate the analysis of
ker r:

(1) There could be an anyon permutation that preserves
the modular data of qC but does not correspond to any braided
autoequivalence of qC. In this case, there must be a map qρ from
qC to an inequivalent theory with the same modular data as qC,
that is, qC must have a “modular isotope.” This can occur in
general [40,41]. In this situation, ker r may contain fewer than
2k distinct permutation actions.

(2) There could be a nontrivial but nonpermuting element
of Aut( qC). If such an autoequivalence exists and has a repre-
sentative in ker r, then each allowed permutation action may
determine many elements of ker r, and each allowed permuta-
tion action may give rise to a subgroup of ker r that is larger
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than Z2. UMTCs can in general have nontrivial nonpermuting
autoequivalences [42].

(3) There could be a nontrivial but nonpermuting ele-
ment of Aut(C). If such an autoequivalence exists, then there
may be some permutation actions allowed by Theorem I.3,
which, nevertheless, do not determine an element of ker r
because any braided autoequivalence, which implements such
a permutation action necessarily restricts to a nontrivial but
nonpermuting element of AutLR(C). In this situation, ker r
may again contain fewer than 2k distinct permutation actions.

A version of Ref. [36] posted after the second version of
the present paper showed that whenever ϒψ respects locality,
ker r = {1, [αψ ]} � Z2. Conjecture VI.1 remains open in the
case where qϒψ violates locality.

We have not found any example where we know that a
particular one of the above possibilities is relevant for char-
acterizing ker r. In Sec. VI F, we study an example involving
two copies of SO(3)3, for which we suspect one of the above
possibilities is occurring.

C. Relation to Arf invariant on torus

In this section, we demonstrate that when ker r =
{[1], [αψ ]} � Z2, our obstruction o2 leads to a modification
of the action of the symmetry on the torus Hilbert space of
the SET in a way which is sensitive to the Arf invariant of the
spin structure on the torus. Reference [33] showed that for the
special case G f = ZT, f

4 , such a sensitivity appears in certain
systems with a ’t Hooft anomaly; where there is overlap, our
results agree.

Consider the ground states of the TQFT on a spatial torus,
T 2. As described in Sec. II A, the Hilbert space breaks up
into four sectors Hμ,ν , where {μ, ν} ∈ {0, 1} specify a spin
structure. Here μ = 0 refers to antiperiodic (Neveu-Schwarz)
boundary conditions and 1 refers to periodic (Ramond)
boundary conditions. These are sometimes also referred to as
bounding and nonbounding spin structures, respectively.

Here Hμ,ν is a Z2 graded Hilbert space that includes both
even and odd fermion number sectors. That is, we can think
of this as the TQFT Hilbert space allowing for the possibility
of a ψ puncture. We will use the basis Eq. (19) and the
description Eq. (20) for the torus Hilbert space. Since the torus
Hilbert space of the fermionic theory is defined via states of
the minimal modular extension qC on the 3-punctured sphere
(i.e., its states are defined using simple objects in qC), only a
(representative) lift qρg has a well-defined action on the torus
Hilbert space.

Our aim is to show that if there is an H2 anomaly, then the
action of qρg on the torus Hilbert space is necessarily deformed
by the Arf invariant

Arf(μ, ν) = μν (115)

of the spin structure. More precisely, given a state |�〉μν ∈
Hμ,ν , the Gb group law of the lift is deformed in the sense

qρghqρ−1
h qρ−1

g |�〉μν = (ω2(g, h))F (−1)̃o2(g,h)Arf(μ,ν)|�〉μν,

(116)

where (−1)F is the fermion parity operator. The notation
õ2(g, h) ∈ Z2 � {0, 1} distinguishes when we are viewing o2

as an element of Z2 as an additive group from when we
view o2 ∈ Z2 � ker r. Equation (116) extends and sharpens
the results of [33], which considered only the special case
G f = ZT, f

4 .
From the definition,

qρghqρ−1
g qρ−1

h |�〉μν

=
{

o2(g, h)|�〉μν
qϒψ respects locality

o2(g, h) qϒ
ω̃2(g,h)
ψ |�〉μν

qϒψ violates locality
.

(117)

Recall that ω̃2 is the additive parametrization of ω2 defined by
Eq. (43). One can compute directly that qϒψ acts on the torus
Hilbert space as fermion parity, that is, it inserts a minus sign
on states of the form |σ 〉11 and acts as the identity otherwise,
so in all other sectors there is no difference whether qϒψ

respects or violates locality.
Since o2(g, h) acts trivially on fusion spaces V c

ab with
a, b, c ∈ qC0, it is immediate that Eq. (116) holds for μ = 0.

Now fix a v-type vortex v and consider |v, v; 1〉 ∈ V vv
1 ;

then

o2(g, h)(|v, v; 1〉) =Uo2(g,h)(v × ψ õ2 , v × ψ õ2 ; 1)

× |v × ψ õ2 , v × ψ õ2 ; 1〉. (118)

The U factors obtained from the action of o2 on V vv
1 and its

dual V 1
vv are complex conjugates and thus will always cancel

out, so the action of o2(g, h) is either trivial or simply inter-
changes (V vv

1 ⊗ V 1
vv ) and (V vψ,vψ

1 ⊗ V 1
vψ,vψ ). Said differently,

o2(g, h)|v〉 = |v × ψ õ2〉 (119)

where |v〉 is a torus state of definite topological charge v

piercing the α cycle. Therefore, using Eq. (19), we find

o2(g, h)|v〉1,0 = |v〉1,0 (120)

o2(g, h)|v〉1,1 = (−1)̃o2(g,h)|v〉1,1, (121)

which verifies Eq. (116) for the present case.
Finally, we must consider states built from a σ -type vor-

tex, which only exist when qϒψ violates locality. The above
argument immediately generalizes to the unpunctured states
to show that

o2(g, h)|σ 〉1,0 = |σ 〉1,0. (122)

Running a similar argument on the states with a puncture, we
find that

o2(g, h) qϒ
ω̃2(g,h)
ψ |σ ; ψ〉

= ω2(g, h)Uo2(g,h)(σ, σ ; 1)U ∗
o2(g,h)(σ, σ ; ψ )|σ ; ψ〉 (123)

Since o2 does not permute σ , and σ × ψ = σ , one can show
from the consistency conditions that

Uo2(g,h)(σ, σ ; 1)U ∗
o2(g,h)(σ, σ ; ψ ) = Uo2(g,h)(σ,ψ ; σ ). (124)

This last quantity was computed in Eq. (108); combining
it with Eqs. (123) and (124), we obtain Eq. (116) for this last
class of states.
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(a) (b)

FIG. 1. Anomaly inflow for the H2(Gb,Z2) anomaly. The
fermion SET lives on the surface of a (3 + 1)D fermion SPT. A
trijunction of domain walls (orange) with o2(g, h) �= 0 is decorated
with a Kitaev chain (green) in the bulk with a Majorana fermion γ at
its endpoint (grey). Braiding a fermion parity vortex v (pink) around
the trijunction transforms v → v × ψ according to the surface the-
ory, so reannihilating the parity vortices leaves behind a fermion. The
parity vortices on the surface are endpoints of a fermion parity vortex
string that goes through the bulk (thick-black line). The parity vortex
creation and motion is given by a membrane operator in the bulk
(blue surface), which links with the Kitaev chain. The linking of the
blue membrane operator with the Kitaev chain induces a Z f

2 defect
in the Kitaev chain, which locally changes the fermion parity, com-
pensating for the additional fermion arising from the transformation
v → v × ψ .

D. Anomaly inflow from bulk (3 + 1)D FSPT

According to the classification of fermion SPTs reviewed
in Sec. IV A, if an FSPT has [n1] = 0, then there is a piece of
data [n2] ∈ H2(Gb,Z2)/�2 in the specification of a (3 + 1)D
FSPT. Let us assume that ker r = Z2 = {[1], [αψ ]}; then our
obstruction [o2] is valued in H2(Gb,Z2). Letting

q�2 : H2(Gb,Z2) → H2(Gb,Z2)/�2, (125)

we argue that the ’t Hooft anomaly data [n2] of the FSET is
given by

[n2] = q�2 ([o2]). (126)

In support of this conjecture, we give an argument explic-
itly describing anomaly inflow using the decorated domain
wall construction for FSPTs. This argument will work at the
level of cocycles, without any quotient by coboundaries or by
�2; we discuss the �2 redundancy in the ’t Hooft anomaly in
Sec. VI E. We will also discuss the possibility that ker r �= Z2

in Sec. VI F.
First, we note that the physical meaning of the 2-

cocycle n2(g, h) that characterizes a (3 + 1)D bulk SPT is
as follows. The (3 + 1)D fermionic SPT state can be con-
sidered to be a superposition of all possible networks of
codimension-1 domain walls. A nontrivial n2(g, h) means
that the codimension-2 junction of three codimension-1 Gb

domain walls labeled g, h, and gh ∈ Gb are decorated with a
(1 + 1)D Kitaev chain if n2(g, h) is nontrivial. Therefore, we
can consider our system on a 3-dimensional space with bound-
ary, and with a particular choice of domain wall junction, as
shown in Fig. 1.

Second, we note that an important property of a (1 + 1)D
Kitaev chain is that it can be coupled to a Z f

2 gauge field,
and we can insert a Z f

2 symmetry defect (flux). For the Kitaev

chain defined on a ring, the Z f
2 symmetry defect changes

the spin structure; that is, it changes the boundary conditions
from periodic to antiperiodic (or vice versa). It is well-known
that changing the spin structure changes the fermion parity of
the ground state. To see this concretely, we can consider the
Hamiltonian for the Kitaev chain:

HK = −i
∑

j

(uγ ′
jγ j+1σ j, j+1 + vγ jγ

′
j ). (127)

Here γ j , γ ′
j are independent Majorana fermion operators on

site j (i.e., {γ j, γk} = {γ ′
j, γ

′
k} = 2δ jk and {γ j, γ

′
k} = 0). Note

that this system can also be written in terms of complex
fermions ci = γi + iγ ′

i . Furthermore, we have coupled the
system to a Z2 gauge field σ j, j+1 = ±1 on the links ( j, j + 1).

Setting σ j, j+1 = 1 for all j, the limits u/v � 1 and u/v �
1 realize topologically distinct phases. When the system orig-
inates from a model of hopping and pairing of complex
fermions ci, it is natural to identify the u/v � 1 to be the
trivial phase and u/v � 1 to be the topological phase. A
hallmark of the topological phase is that the the fermion
parity of the ground state changes in the presence of a Z2

symmetry defect on the link ( j, j + 1) (which corresponds
to setting σ j, j+1 = −1). This can be seen easily in the limit
v = 0, where the ground state is simply iγ ′

jγ j+1 = σ j, j+1.
Therefore taking σ j, j+1 → −σ j, j+1 changes the local fermion
parity iγ ′

jγ j+1 by one.
Next, let us consider fermion parity vortices at the (2 + 1)D

surface, which are endpoints of fermion parity vortex lines
that go into the (3 + 1)D bulk. Let us consider a process,
shown in Fig. 1, where a fermion parity vortex v at the surface
encircles the trijunction where the defects g, h, gh all meet.
Importantly, to come back to the original configuration, the
vortex line in the bulk sweeps across a membrane that must
necessarily intersect the Kitaev chain on the codimension-
2 junction in the bulk. This changes the fermion parity
of the Kitaev chain, which must be compensated for by a
change in fermion parity on the vortex line. This can then
be interpreted as a transformation v → v × ψ in the surface
theory. Therefore we see that we indeed obtain the symme-
try action gh( g( hv)) × v̄ = o2(g, h) × v × v̄, where here we
take o2(g, h) ∈ {1, ψ}, which is consistent with the action
gh( g( hv)) = o2(g, h) × v. If v ∈ qCσ , this process does not
permute the vortices but instead changes the fusion channel
of two σ -type vortices, which is expected because they are
braiding with a Majorana zero mode.

E. Dependence of [o2] on modular extension

To define the obstruction [o2] ∈ H2(Gb,Z2), we have
started with symmetry fractionalization defined on C, picked
a particular modular extension Cν , and attempted to lift the
symmetry action ρg to qρg. In principle there may be multiple
different choices of ν for which there exists a lift of ρg to qρg.
As such, [o2] also has an implicit dependence on ν, which we
may write as [o(ν)

2 ]. This raises the question of how [o(ν)
2 ] may

change under a valid change of ν, if at all.
In the case where ker r = Z2, then as we discussed in the

Sec. VI D, we expect that q�2 ([o2]) ∈ H2(Gb,Z2)/�2 should
be interpreted as the ’t Hooft anomaly of the theory. In other
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words, such a theory exists at the (2 + 1)D surface of a
(3 + 1)D FSPT characterized by [n2] = q�2 ([o2]). Since the
modular extension ν can be changed by layering a (2 + 1)D
invertible topological phase with chiral central charge c− =
ν/2, the bulk (3 + 1)D system should be independent of ν.
This leads to the general expectation that q�2 ([o(ν)

2 ]) is inde-
pendent of ν (for any valid ν).

Recently an updated version of Ref. [36], motivated by a
conjecture of an earlier version of this paper,8 showed that for
unitary symmetry groups Gb, the following result holds:[

o(ν ′ )
2

] = [αψ ](ν ′−ν)[ω2]
[
o(ν)

2

]
, (128)

where in the above formula we are interpreting [ω2] as 0 or
1 depending on whether it is nontrivial in H2(Gb,Z2). This
proves the statement that q�2 ([o(ν)

2 ]) is independent of ν in the
case where Gb is unitary (as long as qC admits a lift of ρg for
all g). In what follows, we will prove that, under some as-
sumptions9, [o(ν)

2 ] is independent of modular extension in the
case where Gb contains antiunitary symmetries. We will then
provide additional results (already included in the first version
of this paper) about how [o(ν)

2 ] depends on modular extension
when we only restrict attention to how the symmetry actions
permute anyons.

Theorem VI.2. Suppose Gb contains at least one antiuni-
tary symmetry. Assume that ker r = Z2 and the nontrivial
element of ker r has a nontrivial permutation action. Then the
obstruction [o2] ∈ H2(Gb, ker r) is identical for every ν for
which there exists, for every g ∈ Gb, a lift qρ (ν)

g : qCν → qCν of
ρg.

Proof. Suppose that lifts of [ρg] exist for two modular
extensions qCν1 and qCν2 . Let ri be the restriction map ri :
AutLR( qCνi ) → AutLR( qCνi )|C . Suppose we have a particular lift
qρ (1)

g of a representative ρg to qCν1 . Since Gb contains antiunitary

symmetries, the only possible qCν2 are obtained from qCν1 by
stacking the minimal modular extension I (8) of {1, ψ} with
central charge c− = 4 mod 8 and condensing the bound state
of the local fermions in the two theories.

The theory I (8) is equivalent to the 3-fermion topological
order. Stacking and condensing such a phase has the effect of
changing the topological twist of the fermion parity vortices
by a minus sign,

θx → −θx if x ∈ ( qCν1 )1, (129)

while keeping the fusion rules and S matrix invariant.
Therefore, we can use the same anyon labels for qCν1 and

qCν2 . In defining the condensation procedure, we need to spec-
ify an action of Gb on the 3-fermion topological order I (8).
The only autoequivalences of I (8) that preserve a choice of
physical fermion are the trivial one and the one that permutes

8An earlier version of this paper conjectured that [o2] itself, and not
just its image under q�2 , would be independent of ν.

9The case we do not prove is when [αψ ] is nonpermuting, i.e., qϒψ

violates locality and ϒψ respects locality. This last case is proven
in v4 of Ref. [36], which was posted around the same time as the
revision of this paper containing the current version of Thm. VI.3.

its parity vortices. Let

λ1(g) =
{

0 g nonpermuting on I (8)

1 g permutes vortices of I (8)
. (130)

Since I (8) contains an Abelian parity vortex, λ1 must be
a group homomorphism λ1 : Gb → Z2. The permutation ac-
tion of qρ (2)

g on anyon labels is therefore the same as that of

α
λ1(g)
ψ qρ (1)

g . Accordingly, the permutation action of o(2)
2 (g, h)

is the same as that of o(1)
2 (g, h)αdλ1(g,h)

ψ . Since we assumed
that the only nontrivial element of ker r is permuting, the
permutation action of o(2)

2 determines it as an element of ker r.
Hence, as cohomology classes, [o(2)

2 ] = [o(1)
2 ]. �

In the remaining part of this section, we will provide a
number of results about the dependence of [o(ν)

2 ] on ν when we
only restrict our attention to how ρ and o2 permute the anyons.
Hence we will define P( qC) to be the group of anyon permu-
tations of qC that preserve the modular S and T matrices of
qC. Furthermore, for ρ, o2 ∈ AutLR( qC), we will denote ρ, o2 ∈
P( qC) their respective permutation actions (and similarly for
P(C)). Note that if we have a lift qρ ∈ P( qC) of ρ ∈ P(C) then
qρ defines a permutation o2 by Eq. (84).

Proposition VI.1. Let qρ (1)
g be a lift of ρg to AutLR( qCν1 ),

which defines the obstruction o(1)
2 ∈ Z2(Gb, ker r). If Gb is

unitary, then there is a permutation qρ (2)
g ∈ P( qCν2 ), which lifts

ρg for any ν2. If δν = ν2 − ν1 is even, then o(2)
2 = o(1)

2 . If δν is

odd, then o(2)
2 is the trivial permutation.

The proof is quite technical, so we briefly sketch it here and
defer the details to Appendix B. The main idea is to use the
16-fold way theorem [34], which states that a generic minimal
modular extension may be derived from a given qCν1 by layer-
ing qCν1 with a minimal modular extension I (δν) of {1, ψ} and
condensing the bound state of the fermions in the two layers.
Using results on anyon condensation [33], we can derive the
modular data of a generic minimal modular extension from
the given one qCν1 . This step is straightforward when δν is even
because I (δν) is Abelian, but it is quite involved when δν is
odd so that I (δν) is non-Abelian. From the new modular data,
we can explicitly construct an element of P( qCν2 ) for each qρ (1)

g
and then calculate the permutation action of compositions of
these permutations.

Proposition VI.1 has the rather surprising corollary:
Corollary VI.1. Suppose that in every minimal modular

extension of C, every lift of ρg from P(C) to P( qC) defines a lift

of the autoequivalence class [ρg] from AutLR(C) to AutLR( qC).
Further assume that the only possible nonpermuting element
of ker r is [ qϒψ ]. Then if ϒψ violates locality, [o(ν)

2 ] = +1 is
trivial for all ν. If ϒψ respects locality, then [o(ν)

2 ] = +1 is
trivial for the eight minimal modular extensions with only
v-type vortices.

Proof. (Corollary VI.1) First consider the case where ϒψ

violates locality. Then [ qϒψ ] is not in ker r for any minimal
modular extension qCν2 . But according to Proposition VI.1, for
ν2 − ν1 odd, o(2)

2 has trivial permutation action, so it must be
the identity as an autoequivalence. Now repeat the argument
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starting from the permutation action qρ (2)
g to see that for ν3 − ν2

odd, that is, ν3 − ν1 even, we can again construct a qρ (3)
g such

that o(3)
2 is also trivial.

If ϒψ respects locality, then by a property discussed in
Sec. IV C, half of the modular extensions of C contain only
σ -type fermion parity vortices and half contain only v-type
fermion parity vortices. We may assume without loss of gen-
erality that qCν1 has only σ -type fermion parity vortices; if qCν1

contains only v-type fermion parity vortices, use Proposition
VI.1 to construct a symmetry action on qCν1+1 and reindex
ν1 → ν1 − 1 mod 16. Now apply the δν odd case of Propo-
sition VI.1. Then o(ν1+1)

2 is a nonpermuting element of ker r.
Hence o(ν1+1)

2 is the identity; the reason is that qCν1+1 has only
v-type vortices, so all nontrivial elements of ker r are permut-
ing (see Sec. VI B). Using the δν even case of Proposition
VI.1, we obtain a nonanomalous lift for all eight modular
extensions qCν that have ν = ν1 + 1 mod 2. The above argu-
ment does not extend to ν = ν1 mod 2, since ker r contains
a nontrivial nonpermuting element qϒψ .

The interplay of Eq. (128) and Corollary VI.1 is quite
interesting. Consider a theory C, which obeys the assumptions
of Corollary VI.1. If ϒψ respects locality, then Eq. (128) and
Corollary VI.1 combine to prove that the minimal modular
extensions of C with only v-type vortices have no o2 obstruc-
tion and the minimal modular extensions with only σ -type
vortices have [o2] = [ω2].

On the other hand, if ϒψ violates locality, then these two
statements combine to prove that [ω2] = 0. Therefore, if ϒψ

violates locality and the theory has unobstructed fractionaliza-
tion with [ω2] �= 0, then the assumptions of either Eq. (128)
(that ker r = Z2) or Corollary VI.1 must be violated. We
expect in general, given Conjecture VI.1 that ker r = Z2, that
the latter occurs.

F. SO(3)3 × SO(3)3: an example with k > 1

As discussed in Sec. VI B 5, we cannot presently exclude
the possibility that ker r is different from Z2. This might hap-
pen because the number of blocks in the v − v portion of the S
matrix of qC is k > 1, or because certain permutations of qC that
preserve the modular data do not uniquely determine an ele-
ment of Aut( qC). If ker r �= Z2, it is not immediately obvious
how to connect the ’t Hooft anomaly [n2] ∈ H2(Gb,Z2)/�2 to
the obstruction [o2] ∈ H2(Gb, ker r). We do know, however,
that ker r contains a Z2 subgroup generated by [αψ ].

Our anomaly arguments in Secs. VI C and VI D are quite
general and physical, so we expect that there should be a fully
general connection between the ’t Hooft anomaly [n2] and
the H2(Gb, ker r) obstruction. However, our arguments only
strictly hold when ker r = Z2. Assuming Conjecture VI.1
neatly allows [o2] and [n2] to always be related. However, if
there exists a theory qC has k > 1, then there is tension; at the
level of permutations, Theorem VI.1 suggests that ker r may
be larger than Z2.

To explore this issue, we now present an explicit ex-
ample with k = 2 and which has a nontrivial ’t Hooft
anomaly [n2]. We argue for this example that if Theorem VI.1
applies, that is, if every permutation allowed by Theorem I.3

TABLE I. UMTC data and action of time-reversal symmetry for
qC = SU(2)6 × SU(2)6 × Ising−9/2/{ψψ ∼ 1}. The parity vortices
(1, 3, σ )± are v type and interchanged by fusion with ψ ; likewise
for (3, 1, σ )±. The parity vortices (1, 1, σ ) and (3, 3, σ ) are σ type.
The notation ±1 and ±2 indicate two independent choices of signs
in the action of time reversal. All four such permutations complex
conjugate the modular data.

Label θa da
Ta

(0,0,0) 1 1 (0,0,0)
(2,0,0) i 1 + √

2 (4,0,0)
(0,2,0) i 1 + √

2 (0,4,0)
(4,0,0) −i 1 + √

2 (2,0,0)
(0,4,0) −i 1 + √

2 (0,2,0)
(2,2,0) –1 (1 + √

2)2 (2,2,0)
(2,4,0) 1 (1 + √

2)2 (2,4,0)
(6,0,0) –1 1 (6,0,0)
(1, 3, σ )+ 1 2 + √

2 (3, 1, σ )±1

(1, 3, σ )− 1 2 + √
2 (3, 1, σ )∓1

(3, 1, σ )+ 1 2 + √
2 (1, 3, σ )±2

(3, 1, σ )− 1 2 + √
2 (1, 3, σ )∓2

(1, 1, σ ) e5π i/4 2 + 2
√

2 (3, 3, σ )
(3, 3, σ ) e3π i/4 2 + 2

√
2 (1, 1, σ )

uniquely defines an element of Aut( qC) and Aut(C) contains
no nontrivial nonpermuting elements, then the obstruction
[o2] ∈ H2(Gb, ker r) is trivial. Since [n2] is nontrivial in this
example, there would be no connection between [n2] and [o2].
This is in tension with the physical arguments for Conjecture
VI.1. We give a well-defined but difficult in practice way to
test Conjecture VI.1 in this case.

Consider the theory C = SO(3)3 � SO(3)3/{ψψ ∼ 1},
where the quotient means we condense the bound state of
the transparent fermions from each copy of the theory. We
take Gb = ZT

2 and G f = ZT, f
4 . It is easy to check that this

theory is super-modular. For this G f , the (3 + 1)D FSPT
classification is given by an element μ ∈ Z16, and it is known
that SO(3)3 has a μ = 3 anomaly [25]. Hence C has a μ =
6 anomaly, which is associated with the nontrivial element
[n2] ∈ H2(ZT

2 ,Z2) = Z2.
The minimal modular extension we consider is qC =

SU(2)6 � SU(2)6 � I (−9)/{ψψ ∼ 1}, where I (−9) is the
c− = −9/2 minimal modular extension of {1, ψ} and the quo-
tient means we condense all pairs of Abelian fermions from
the different theories. The particle content, topological twists,
quantum dimensions, and possible actions of T are listed in
Table I, while the S matrix is given in Appendix C. The data
were derived from a slight generalization of the results of [33];
the ungeneralized results are reviewed in Appendix A.

Examining the set of permutations, which preserve the
modular data, one would naively conclude that ker r = Z2

2

because there are k = 2 distinct blocks of the qCv part of the S
matrix, namely one block formed by (1, 3, σ )± and one block
formed by (3, 1, σ )±. There are thus four possible lifts of the
permutation action of ρT to qC that preserve the modular data of
qC. Two form a group homomorphism ZT

2 → AutLR(C); their

155126-18



ANOMALY CASCADE IN (2 + 1)-DIMENSIONAL … PHYSICAL REVIEW B 105, 155126 (2022)

actions are given by a choice of signs:

(1, 3, σ )+ ↔ (3, 1, σ )±
(1, 3, σ )− ↔ (3, 1, σ )∓

(1, 1, σ ) ↔ (3, 3, σ ), (131)

where the particle content is labeled as in Appendix C. The
other two possible lifts of ρT form a group homomorphism
ZT

4 → AutLR( qC):

(1, 3, σ )+ → (3, 1, σ )± → (1, 3, σ )− → (3, 1, σ )∓
→ (1, 3, σ )+(1, 1, σ ) ↔ (3, 3, σ ). (132)

Within each pair, the two possible lifts differ by the permuta-
tion action of αψ .

Choosing a lift in Eq. (131), the permutation action of
o2(g, h) ∈ ker r is trivial. One can check that ϒψ does not re-
spect locality in this theory, so qϒ� is not in ker r; accordingly,
if we assume that permutations that preserve the modular data
uniquely determine an element of Aut( qC), [o2] is trivial. How-
ever, as argued above, [n2] is nontrivial. We therefore expect
that permutations do not uniquely determine an element of
Aut( qC) in this theory.

In the cases in Eq. (132) where the lift is not a group
homomorphism ZT

2 → AutLR( qC), we see explicitly that, as
permutations,

qρ2
T = αψ. (133)

Therefore, if only the permutations in Eq. (132) define valid
autoequivalences of qC and ker r = Z2, we would indeed
obtain [o2] = [n2] for C = SO(3)2

3 (recall that since Gb con-
tains antiunitary symmetries, �2 is trivial so q�2 is the identity
map). We speculate that this is the case; in order to check this
speculation, one would need to solve for the F - and R-symbols
of qC, which is a nontrivial task, and then directly attempt
to solve for the U symbols for each permutation action. We
expect that a solution for the U symbols exists only for the
permutations in Eq. (132).

VII. H3(Gb,Z2 ) OBSTRUCTION

Suppose that the H2(Gb, ker r) obstruction vanishes, so
that we may lift a group homomorphism [ρg] : Gb →
AutLR(C) to a group homomorphism [qρg] : Gb → AutLR( qC).
Given a symmetry fractionalization pattern on C, we ask
whether or not that fractionalization pattern can be lifted to
qC. We will show that there is an obstruction to this process
valued in H3(Gb,Z2). Our discussion will very similar to that
of Ref. [32], but [32] assumed G f = Gb × Z2 and made some
technical assumptions that are known to fail in certain cases.
We will use our general understanding of fermionic symmetry
fractionalization to remove those technical assumptions.

Note also that [qρg] defines a Gb symmetry action on a
UMTC qC, so there may be an obstruction to localizing [qρg],
that is, to finding any symmetry fractionalization on qC irre-
spective of whether it matches the symmetry fractionalization
on C. This obstruction is valued in H3(Gb, qA) and can be
computed in the standard way for bosonic SETs, see [1]. We

will show that this obstruction is in fact determined by the
H3(Gb,Z2) obstruction.

A. H3(Gb,Z2 ) anomaly

We start with symmetry fractionalization data, which we
choose to characterize by ωa(g, h) ∈ C2(Gb, K (C)) satisfying
Eq. (36). In the present language, �a ∈ Z3(Gb, K (C)). The
gauge freedom νa appearing in Eq. (40) is an element of K (C),
so only [�a] ∈ H3(Gb, K (C)) is gauge invariant.

We are also given a lift [qρ] of the symmetry action ρ to qC.
A representative qρg determines qκg,h via

qκg,hqρgqρh = qρgh. (134)

Restricting this equation to C, we find that

r(qκg,h) = κg,h. (135)

Hence, given a decomposition qβa(g, h) of qκg,h as a natural
isomorphism, we can simply restrict these qβa to C to obtain a
valid gauge choice for the decomposition βa(g, h) of κg,h. We
will always work in this gauge where qβa lifts βa. In this gauge
the function q�a(g, h, k) ∈ Z3(Gb, K ( qC)) lifts �a(g, h, k) ∈
Z3(Gb, K (C)).

Note the logic here—we are using the a gauge-fixing (of
the ν type) of qβa to determine a gauge-fixing (again of the ν

type) of βa. In general, not every gauge choice on C allows βa

and �a to be lifted to qC, specifically when qϒψ violates locality
but ϒψ respects locality.

We now ask whether or not there exists a lift qωa ∈
C2(Gb, K ( qC)) such that

q�a = d qωa (136)

for all a ∈ qC and such that r(qωa) = ωa.
For the moment, we assume that at least one lift qωa ∈

C2(Gb, K ( qC)) of ωa exists. We will prove that such a lift exists
later; the reason depends on whether ϒψ and qϒψ respect or
violate locality.

We next claim that there always exists exactly two lifts
qωa of ωa [which need not, a priori, satisfy Eq. (136)]. There
always exists an element pa ∈ K ( qC) defined by

pa = Ma,ψ =
{

1 if a ∈ qC0

−1 if a ∈ C1
. (137)

Hence, given a lift qωa(g, h), there is always another one
qωa pα(g,h)

a with α ∈ C2(Gb,Z2) (here Z2 = {0, 1}). Also, we
may always write

q�a = Ma,qO
(138)

qωa = Ma,qw (139)

for some qw, qO ∈ qA because qC is modular; the pa free-
dom mentioned above amounts to changing qw → qw × ψ . By
super-modularity of C, the only element of qC that braids triv-
ially with all of C0 is ψ , so the two lifts defined by qw and
qw × ψ are the only ones that restrict to ωa on C. Hence, if a
lift exists, there are exactly two such lifts. Choose one of these
lifts, which we call qωa. We must ask if Eq. (136) is satisfied.
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Define

�̃a(g, h, k) = q�a(g, h, k)(d qωa(g, h, k))−1
. (140)

Certainly �̃a ∈ Z3(Gb, K ( qC)) since both q�a and d qωa are in
Z3(Gb, K ( qC)). Also, Eq. (136) is satisfied for all a ∈ qC if and
only if �̃a = 1 ∈ Z3(Gb, K ( qC)). This will not generally be the
case; however, by definition Eq. (136) is satisfied for all a ∈ C.
Hence �̃a = 1 for all a ∈ C and therefore

�̃a(g, h, k) = Ma,o3(g,h,k) (141)

where one can check that

o3(g, h, k) = qO(g, h, k) × d qw(g, h, k) ∈ {1, ψ} � Z2.

(142)

By straightforward computation, d�̃a = 1, which implies
do3 = 1. We have the freedom to choose a different
lift qωa(g, h)pα(g,h)

a , which modifies �̃a → �̃a pdα
a , that is,

it changes o3 by a Z2-coboundary. Therefore, [o3] ∈
H3(Gb,Z2) is a well-defined cohomology class independent
of the choice of lift qωa. Also, if [o3] = 1, then there exists
a representative �̃a = 1, i.e., some lift satisfies Eq. (136).
We therefore see that [o3] ∈ H3(Gb,Z2) is the obstruction to
lifting symmetry fractionalization from C to all of qC.

Note that we do not need to make any explicit reference to
G f , which is encoded via the constraint ηψ = ω2. The lifted
symmetry fractionalization data automatically agrees with the
symmetry fractionalization data on C and therefore also obeys
the constraint.

The above argument is essentially a reformulation of that
of Ref. [32]. Both our argument and that of Ref. [32] rely
on an assumption that a lift qωa always exists. At the cochain
level (i.e. in an arbitrary gauge), such a lift need not exist; for
example, with C = {1, ψ} and qC = Ising = {1, ψ}, there is no
lift of the function ωa ∈ K (C) with ω1 = 1, ωψ = −1 to K ( qC);
Ref. [32] observes this failure but does not go further. We now
carefully prove our assumptions, specifically that there always
exists some gauge in which both �a and ωa lift, proving that
the above definition of [o3] is always valid.

We consider different cases depending on whether qϒψ and
ϒψ respect locality. We will heavily rely on results from
[35] summarized in Sec. IV C that relate whether or not ϒψ

respects locality to various properties of C and qC. One might
ask separately if there could be an H3(Gb, qA) obstruction
to defining any Gb symmetry fractionalization pattern on qC,
whether it agrees with the symmetry fractionalization on C or
not. Obviously if the H3(Gb,Z2) obstruction [�̃] vanishes,
there cannot be any such obstruction. We claim more gener-
ally that [�̃] actually determines the H3(Gb, qA) obstruction,
and in the following we explain the relationship in each case.

1. Case: ϒψ violates locality

If ϒψ violates locality, then K (C) = K+(C), that is, every
set of phases, which obey the fusion rules on C are +1 on the
fermion, and also qA = A. Hence �a and ωa are in K+(C), so

�a = Ma,O

ωa = Ma,w (143)

for O ∈ Z3(Gb,A/{1, ψ}) and w ∈ C2(Gb,A/{1, ψ}). We
can then lift �a and ωa to qC straightforwardly by choosing
one of two lifts qO of O to Z3(Gb,A) and one of two lifts qw

of w to C2(Gb,A), which allows us to extend Eq. (143) to all
a ∈ qC. The lifted symmetry action [qρ] on qC, which we have
already taken as a given, determines which of the two lifts q�a

we must use, while there is freedom in which lift of ωa we
choose using pa, as discussed previously.

Having proven that a lift exists, we now discuss the
H3(Gb, K ( qC)) � H3(Gb, qA) obstruction. The short exact se-
quence

1 → Z2 = {1, ψ} → A → A/{1, ψ} → 1 (144)

induces a map

i : H3(Gb,Z2) → H3(Gb,A) (145)

that is part of the long exact sequence

· · ·H2(Gb,A/{1, ψ})
δ→ H3(Gb,Z2)

i→ H3(Gb,A)
q→ H3(Gb,A/{1, ψ}) → · · · (146)

The fact that ϒψ violates locality means that no minimal
modular extension of C contains an Abelian parity vortex;
therefore, qA = A. By construction, then, i([o3]) = [qO], which
is the actual H3(Gb, qA) obstruction to symmetry localization.

Therefore, the H3(Gb,Z2) obstruction actually determines
the H3(Gb, qA) obstruction of the lifted theory in the follow-
ing sense. One possibility is that [o3] ∈ ker i, in which case
symmetry localization is not obstructed on qC even if the lift of
the particular symmetry fractionalization pattern in question
is obstructed. The other possibility is that i([o3) is nontrivial,
in which case there is an obstruction to lifting the given sym-
metry fractionalization pattern on C to qC simply because there
is no consistent symmetry fractionalization pattern on qC at all.

We note that the fact that symmetry fractionalization is
unobstructed on C, i.e., that [O] = q([qO]) is trivial, means
that [qO] ∈ ker q = im i, which is why we could always find
[o3] ∈ H3(Gb,Z2) with i(o3]) = [qO].

2. Case: ϒψ and qϒψ respect locality

We show that every element of K (C) has a lift to K ( qC),
which implies that �a and ωa lift to K ( qC). First suppose that
ζa ∈ K+(C); then

ζa = Ma,x (147)

for some x ∈ A/{1, ψ}. By simply choosing a representative
of x ∈ A, we obtain a lift of ζa by extending Eq. (147) to all
a ∈ qC. As usual, there is another lift related by sending x →
x × ψ , or equivalently by modifying the lift of ζa by pa.

Suppose instead that ζa ∈ K−(C). Since qϒψ respects local-
ity, qC contains an Abelian fermion parity vortex; call such
a parity vortex v, and define λa = Ma,v ∈ K−(C) and qλa =
Ma,v ∈ K−( qC). Then λ−1

a ζa ∈ K+(C) and, as we have already
shown, has exactly two possible lifts }(λζ )a = Ma,qx, where
the two possible choices of qx ∈ A differ by a fermion, to
K+( qC). Hence there are exactly two (distinct) possible lifts
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qλa
(λ−1ζ )a = Ma,qx×v of ζa to K−( qC). These two lifts differ by

changing qx × v by a fermion, or equivalently by modifying
the lift by pa.

This proves that every element of K (C) lifts to K ( qC), as
desired.

Our argument that the H3(Gb,Z2) obstruction determines
the H3(Gb, qA) obstruction for general symmetry fractional-
ization on qC carries through from the case where ϒψ violates
locality. The only difference is that we start from a short exact
sequence

1 → Z2 → K ( qC) = qA → K (C) → 1. (148)

Using the fact that the (bosonic) obstruction to symmetry
fractionalization on C is valued in H3(Gb, K (C)), the rest of
the argument carries through mutatis mutandis.

3. Case: ϒψ respects locality but qϒψ does not

This case is a bit more subtle than the others because
qC does not contain an Abelian fermion parity vortex; hence
qA = A, and every element of K ( qC) restricts to an element of

K+(C). As such, K+( qC)/Z2 = K+(C), where the Z2 subgroup
is generated by pa = Ma,ψ .

In general, �a and ωa take values in K (C), not necessarily
in K+(C), so they need not have lifts to K ( qC). However, our
gauge fixing on C guaranteed that q�a lifts �a. We just need
to check that in this gauge, ωa also has a lift. By Eq. (99),
[qκg,h] = [ qϒψ ]w̃2(g,h). Hence

qβψ (g, h) = βψ (g, h) = ω2(g, h) (149)

in this gauge. Since ηψ (g, h) = ω2 as well, we conclude using
Eq. (37) that

ωψ (g, h) = +1, (150)

that is, ωa ∈ K+(C). Hence Eq. (143) applies with w ∈
C3(Gb,A/{1, ψ}). As in the previous cases, then, we may

lift ωa to K ( qC) by extending Eq. (143) to all of qC, with a
C2(Gb,Z2) choice for qωa.

The argument that the H3(Gb,Z2) obstruction determines
the H3(Gb, qA) obstruction is identical to the case in which ϒψ

violates locality; the argument in the latter case really only
used the fact that qA = A for the minimal modular extension
in question, which is true whenever qϒψ violates locality.

B. Dependence on symmetry fractionalization class

We can see explicitly how the H3(Gb,Z2) anomaly de-
pends on the symmetry fractionalization class on C as follows.
As discussed in [35], symmetry fractionalization on C is an
H2(Gb,A/{1, ψ}) torsor, that is, changing symmetry frac-
tionalization classes on C amounts to shifting w(g, h) →
w′(g, h) = w(g, h) × t(g, h) with t ∈ Z2(Gb,A/{1, ψ}). The
new symmetry fractionalization pattern depends only on the
cohomology class [t]. Given a particular lift qw of w, then, we
can pick a particular lift qt of t to obtain a lift qw′ of w′. A
representative of the obstruction class [o′

3] corresponding to
qw′ is thus given by

o′
3 = qO × d qw′ = o3 × dqt. (151)

Changing t by a coboundary in A/{1, ψ} leaves dt invariant
and thus can affect o3 only through the choice of lift to dqt.
Changing the lift qt changes o3 by a Z2 coboundary, so [o3] is
independent of the lift. Certainly dqt ∈ B3(Gb,A), but generi-
cally dqt �∈ B3(Gb,Z2). As such, [dqt] is not generally trivial in
H3(Gb,Z2) and thus can change the obstruction class.

C. Example: two layers of semion-fermion

We consider two layers of semion-fermion topological or-
der with G f = ZT, f

4 = ZT
2 � Z f

2 symmetry. The particles in
C are generated by two Abelian semions s1, s2 with θsi = +i
and trivial mutual braiding and a transparent fermion ψ . Time
reversal acts as Tsi = ψsi.

Up to gauge transformations, one can check that, with the
anyons ordered 1, s1, s2, s1s2, ψ,ψs1, ψs2, ψs1s2, then

UT(a, b; a × b) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1
1 −1 1 −1 1 −1 1 −1
1 −1 1 −1 1 −1 1 −1
1 −1 −1 1 1 −1 −1 1
1 −1 −1 1 1 −1 −1 1
1 1 −1 −1 1 1 −1 −1
1 1 −1 −1 1 1 −1 −1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(152)

and ηa(T, T) = {1, i, i, 1,−1,−i,−i,−1} in the same order. There is also a solution with ηa → η∗
a , but it behaves similarly. We

can calculate κ from U by

κT,T(a, b; a × b) = U ∗
T (a, b; a × b)U ∗

T ( Ta, Tb; T(a × b))

(153)

from which we obtain βa(T, T) = {1, i, i, 1,−1,−i,−i,−1} in our preferred gauge. From this we find

ωa(T, T) = βa(T, T)

ηa(T, T)
= +1 for all a. (154)
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We now need to obtain O of the modular extension. The modular extension we consider is the tensor product U(1)2 × U(1)2 ×
U(1)−2 × U(1)−2, whose quasiparticles are generated by s1, s2, v, and ψv, where v is a semionic fermion-parity vortex with
θv = −i. Note that θψv = −i as well due to the nontrivial braiding. Coincidentally this theory is two copies of the double-semion
theory, but that fact plays no role here. Note that qϒψ respects locality since there is an Abelian fermion parity vortex.

Our earlier expression for ω can now be written

ωa = Ma,1, (155)

for a ∈ C, up to a fermion. That is, w(T, T) = 1.
There are two options for the extension of the action of time-reversal. Note that s1s2 is a fermion, so vs1s2 and vψs1s2 are

both semions with θ = +i. Either we can set v → vs1s2 or v → vψs1s2. We choose the latter permutation action first.
Solving the U − F and U − R consistency equations by computer, with the anyons ordered

1, s1, s2, s1s2, v, vs1, vs2, vs1s2, vψ, vψs1, vψs2, vψs1s2, ψ,ψs1, ψs2, ψs1s2,

we obtain

UT(a, b; a × b) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 −1 1 −1 −1 1 −1 1 −1 1 −1 1 1 −1 1 −1
1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1 −1
1 1 −1 −1 −1 −1 1 1 −1 −1 1 1 1 1 −1 −1
1 1 1 1 −1 −1 −1 −1 1 1 1 1 −1 −1 −1 −1
1 1 −1 −1 1 1 −1 −1 −1 −1 1 1 −1 −1 1 1
1 1 1 1 −1 −1 −1 −1 −1 −1 −1 −1 1 1 1 1
1 1 −1 −1 1 1 −1 −1 −1 −1 1 1 −1 −1 1 1
1 1 1 1 −1 −1 −1 −1 1 1 1 1 −1 −1 −1 −1
1 1 −1 −1 1 1 −1 −1 −1 −1 1 1 −1 −1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 −1 −1 1 −1 1 1 −1 −1 1 1 −1 1 −1 −1 1
1 −1 −1 1 1 −1 −1 1 1 −1 −1 1 1 −1 −1 1
1 1 −1 −1 −1 −1 1 1 −1 −1 1 1 1 1 −1 −1
1 1 −1 −1 −1 −1 1 1 −1 −1 1 1 1 1 −1 −1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(156)

from which we obtain κ and

βa = {1, i, i, 1, i,−1, 1,−i,−i, 1,−1, i, 1, i, i, 1} (157)

up to a gauge transformation. Then

�a = {1, 1, 1, 1,−1,−1,−1,−1,−1,−1,−1,−1, 1, 1, 1, 1} = Ma,ψ (158)

so qO = ψ . Note that qO is not ambiguous by a fermion since
it is defined for all of qC. We can now compute, whether we
choose w(T, T) = 1 or ψ ,

o3(T, T, T) = qO(T, T)dw(T, T) = ψ × 1 = ψ. (159)

Hence [o3] ∈ H3(ZT
2 ,Z2) is nontrivial and the symmetry frac-

tionalization is obstructed.
One can check that choosing the other action v → vs1s2

under time reversal leads to the same result. There is a shortcut
to see that there is an inconsistency here. We stated above that

ηs1s2 = +1 = −θs1s2 and ηψs1s2 = −1 = −θψs1s2 . (160)

One can show on general grounds that [1],

ηa = θa if a = b × T(b) (161)

for some b in the category in question. For a = s1s2 or ψs1s2,
we have ηa �= θa for this fractionalization pattern. Equa-
tion (161) is satisfied in C because, for the a in question, there
is no b ∈ C for which a = b × T(b). However, in the modular
extension qC, such a b does exist; s1s2 = vs1s2 × T(vs1s2)

if we use the permutation action v → vs1s2, and ψs1s2 =
vs1s2 × T(vs1s2) under the permutation action v → vψs1s2.
Therefore, there is an inconsistency between the consistency
of fractionalization in the modular extension and the fraction-
alization pattern in C.

D. ’t Hooft anomaly and dependence of [o3] on choices

In defining [o3], we have made two choices. We made a
choice of modular extension qCν that is free of H2 obstruction
and a choice of lift qρ. Given these choices, it then makes sense
to ask whether the symmetry fractionalization data {ηa} on C
can be lifted to qCν , and [o3] ∈ H3(Gb,Z2) is the obstruction
to such a lift. In principle, [o3] could depend on the choices
ν and qρ; to highlight this dependence, we can write [o(ν,qρ )

3 ].
In Sec. IV B, we saw that (3 + 1)D FSPTs define an element
[n3] ∈ H3(Gb,Z2)/�3, if the lower layer data, n1, n2, vanish.
Since q�3 ([o3]) ∈ H3(Gb,Z2)/�3, it is therefore natural to
assume that (2 + 1)D FSETs with vanishing [o1] and [o2]
obstructions must exist at the surface of (3 + 1)D FSPTs
characterized by [n3] = q�3 ([o3]) (and vanishing n1, n2).
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It is natural to expect that the super-modular category C
and its symmetry fractionalization data fully determine the
’t Hooft anomaly, equivalently the (3 + 1)D FSPT that hosts
the given theory at its surface. It would thus follow that
q�3 ([o(ν,qρ)

3 ]) should be independent of valid changes of ν and
qρ. Below we will examine this expectation in detail.

Given a lift qρ for qCν and a group homomorphism π ∈
Z1(Gb,Z2) from Gb to Z2, one can obtain a specific topologi-
cal autoequivalence qρ ′

g on qCν ′ [36]. In the case ν ′ − ν = 0, this
amounts to modifying the lift qρg for a fixed modular extension
as follows:

qρg → qρ ′
g = α

π (g)
ψ qρg. (162)

Then, as we will explain, we expect the following result to
hold in all cases:[

o(ν ′,qρ ′ )
3

] = [
o(ν,qρ )

3

] + [s1] ∪ [π ] ∪ [π ] + [π ] ∪ [ω̃2]

+ ν ′ − ν

2
[ω̃2] ∪1 [ω̃2]. (163)

Note that when ν ′ − ν is odd, we can only consider the
change of [o3] when [ω̃2] and [s] are trivial, in which case
Eq. (163) gives [o(ν ′,qρ ′ )

3 ] = [o(ν,qρ)
3 ]. This is because when [ω̃2]

is nontrivial and ν ′ − ν is odd, Eq. (128) implies that either
[o(ν)

2 ] or [o(ν ′ )
2 ] is nontrivial, in which case [o3] would be ill

defined. Also, this equation is only meaningful with s1 �= 0
when ν ′ − ν = 0 mod 8.

Motivated by a conjecture of an earlier version of this
paper,10 version 4 of Ref. [36] proved the above formula in
general except for the case when ϒψ violates locality with
ν ′ − ν odd (which forces ω̃2 = 0). We reproduce11 the proof
for ν ′ − ν = 0 (with Gb allowed to be antiunitary) in Ap-
pendix D, and also discuss invariance of [o3] under various
gauge transformations. The remaining case where ϒψ violates
locality with ν ′ − ν odd is technically challenging, and there-
fore still open, but we see no conceptual reason to expect the
formula to fail.

The last unproven case notwithstanding, this result shows
that q�3 ([o(ν,qρ)

3 ]) is the same for all ν with vanishing [o(ν)
2 ] and

all valid lifts qρ. It also shows that if q�3 ([o(ν,qρ )
3 ) is trivial in

H3(Gb,Z2)/�3, then there exists a choice of ν and qρ such that
[o3] ∈ H3(Gb,Z2) is trivial. As such, q�3 ([o3]) should indeed
be viewed as a piece of the ’t Hooft anomaly of the FSET.

VIII. H4(Gb, U(1)) OBSTRUCTION
AND ’T HOOFT ANOMALY

Suppose that the obstructions o1, o2, o3 all vanish. Then we
can lift the full set of symmetry fractionalization data on C

10An earlier version of this paper conjectured that [o3] itself, and
not just its image under q�3 would be independent of ν.

11Version 3 of Ref. [36] contained Eq. (163) restricted to the case
s1 = 0, ν ′ − ν even, and qϒψ respects locality. After discussions be-
tween the present authors and the authors of Ref. [36], v4 corrected
their formula for the change of q�a under change of lift when qϒψ

violates locality and used this result to generalize Eq. (163) to all
cases except when ϒψ violates locality with ν ′ − ν odd.

to qC. That is, we now have a bosonic SET, i.e., a UMTC qC
equipped with Gb symmetry fractionalization data. One can
then attempt to gauge Gb. As a first step, one must apply
the standard formalism for bosonic topological phases [1] to
construct a Gb-crossed extension of qC, that is, a theory that
describes both the excitations in qC and Gb symmetry defects.
There is a known obstruction [1,4], which we shall call [o4],
to doing so, valued in H4(Gb, U(1)). [o4] quantifies the failure
of the consistency of fusion of the symmetry defects, that is,
it quantifies an inability to define F -symbols for the defects
that obey the pentagon equation. This obstruction is the last
obstruction in the anomaly cascade.

The 4-cocycle o4 depends explicitly on all of the choices
required to gauge fermion parity and define symmetry frac-
tionalization on qC. We can denote this dependence explicitly
by writing o(ν,qρ,qη)

4 . Therefore we have a 4th cohomology class[
o(ν,qρ,qη)

4

] ∈ H4(Gb, U(1)). (164)

o(ν,qρ,qη)
4 is in general a nontrivial function of its arguments.

It is straightforward to see how [o4] changes under
changing the symmetry fractionalization class qη. Changes
of symmetry fractionalization, which are consistent with the
symmetry fractionalization on C are given by:

qηa(g, h) → qηa(g, h)Ma,t(g,h), (165)

with t(g, h) ∈ {1, ψ} � Z2. One can then use the relative
anomaly formula [7] to compute

o4(g, h, k, l) → o4(g, h, k, l)Rt(k,l),t(g,h)ηt(k,l)(g, h)

= o4(g, h, k, l)(−1)t∪t+ω̃2∪t (166)

where ω̃2 is the additive Z2 representation of ω2 appearing in
Eq. (43). Comparing to Eq. (60), we see that o4 changes by an
element of �4.

We can also consider how [o4] depends on the choice of ν

and qρ. In general, changing ν and qρ may change the lower-
level obstructions [o2], and [o3], in which case the change
of [o4] is not well-defined. Nevertheless, we may consider
changes in ν and qρ such that o2 and o3 remain trivial. It would
be interesting to derive a general formula for how [o4] changes
under changing ν and qρ. It is not clear if a simple general
formula exists.

While [o(ν,qρ,qη)
4 ] is in general a nontrivial function of its

arguments, we can consider the image of [o4] under the map
q�4 defined in Eq. (61). Below we conjecture that q�4 ([o4]) is
independent of the choices ν, qρ, qη.

Recall that in Sec. IV B, we explained that (3 + 1)D
FSPTs, and therefore ’t Hooft anomalies for (2 + 1)D FSETs,
are classified by a set of data (n1, n2, n3, ν4). Furthermore, if
n1, n2, n3 = 0, then (3 + 1)D FSPTs, and therefore ’t Hooft
anomalies of (2 + 1)D FSETs, are characterized by an ele-
ment

[ν4] ∈ H4(Gb, U(1))/�4. (167)

We expect that the ’t Hooft anomaly of the (2 + 1)D system
is entirely a property of the quasiparticles of the fermionic
theory, described by the super-modular category C, together
with the symmetry action ρ and symmetry fractionalization
data η. If this expectation is correct, then the anomaly should

155126-23



DANIEL BULMASH AND MAISSAM BARKESHLI PHYSICAL REVIEW B 105, 155126 (2022)

be independent of all the choices involved in lifting the sym-
metry fractionalization data to a given modular extension.
Anomaly matching therefore leads to the expectation that a
(2 + 1)D FSET with o1, o2, o3 all vanishing and some [o4] can
only exist at the surface of a (3 + 1)D FSPT with n1, n2, n3

vanishing and some [ν4] such that

[ν4] = q�4 ([o4]). (168)

The above discussion then leads us to the following formal
conjecture:

Conjecture VIII.1. (a) q�4 ([o(ν,qρ,qη)
4 ] is independent of

changing ν, qρ, qη, as long as [o1], [o2], [o3] all vanish.
(b) If q�4 ([o(ν,qρ,qη)

4 ]) is trivial in H4(Gb, U(1))/�4, then
there exists a choice of ν, qρ, qη such that [o(ν,qρ,qη)

4 ] is trivial in
H4(Gb, U(1)).

IX. ADDITIONAL EXAMPLES

A. T-Pfaffian

T-Pfaffian is the surface theory for the Gb = U (1) � ZT
2

topological insulator, where G f = [U (1) � ZT, f
4 ]/Z2. It con-

sists of a subcategory C of the Ising ×U(1)−8 state as follows.
Labeling elements of Ising ×U(1)−8 by a j with a ∈ {I, ψ, σ }
and j = 0, 1, . . . , 7, the quasiparticle content of C consists of
the twelve quasiparticles {I2k, ψ2k, σ2k+1} for k = 0, 1, 2, 3.
The transparent fermion of the category is ψ = ψ4 (caution
with the notation; ψ alone means the physical fermion of
C, and ψk is a label in Ising ×U(1)−8). Time reversal [ρT]
interchanges I2 ↔ ψ2 and I6 ↔ ψ6.

It is not hard to check that ϒψ respects locality in this
theory; therefore, Aut(C) = AutLR(C), and one can check that
[ρg] is determined entirely by its permutation action. In par-
ticular, writing g = (eiθg , Tag ) for a ∈ {0, 1}, then [ρg] is the
identity if ag = 0 and is nontrivial and equal to [ρT] if ag = 1,
independent of θg. The minimal modular extensions of this
theory have c− ∈ 1

2Z. The minimal modular extension qC that
is compatible with time reversal, i.e., with c− = 0 can be
written

qC = (C � Ising)/{ψψ ′ ∼ 1}, (169)

where the denominator means condensing the bound state
of the physical fermion ψ in C with the fermion ψ ′ in the
additional copy of Ising. One can check that qC has only σ -
type fermion parity vortices and admits a permutation action
of T that lifts the permutation action of ρT as shown in
Refs. [14,16,43]. Since C has no modular isotopes [44], the
aforementioned permutation must define a full autoequiva-
lence [qρT] of C, so the H1(Gb,ZT) anomaly vanishes:

[o1] = 0 ∈ H1(Gb,ZT). (170)

Since all the vortices are σ type, qϒψ does not respect
locality and is therefore the nontrivial element of ker r = Z2.
This permutation action squares to the identity permutation,
although this does not guarantee that the H2(Gb,Z2) anomaly
vanishes because qϒψ is nonpermuting.

Physically, we expect that the anomaly arises because the
physical fermion ψ carries nontrivial U(1) f quantum num-
bers, but the fermion parity vortices are all σ -type, that is,

they absorb ψ . The fact that ψ carries nontrivial U(1) f quan-
tum numbers enters through ηψ , which appears at the level
of the H3(Gb,Z2) obstruction. We therefore conjecture the
following:

Conjecture IX.1. The T-Pfaffian state has vanishing [o2],
but nonvanishing [o3].

Checking this conjecture explicitly would require knowl-
edge of the full F and R symbols of the gauged T-Pfaffian
state, which we do not know in general how to compute from
the decomposition Eq. (169).

We contrast the present picture with a more typical argu-
ment [45]. One can use a decorated domain wall construction
wherein the bulk (3 + 1)D topological insulator can be un-
derstood in terms of decorating T domain walls with a
(2 + 1)D integer quantum Hall state with Chern number 1.
This construction assumes U(1) f symmetry from the outset
and requires a c− = 1/2 mod 1 minimal modular extension
on the boundary so that T domain walls on the boundary
carry a chiral mode arising from the integer quantum Hall
state in the bulk. However, c− = 1/2 mod 1 is manifestly
incompatible with time reversal symmetry in isolation. In this
context, then, the anomaly is characterized as a nontrivial
element of H1(ZT

2 ,ZT). Another way to state this latter con-
struction is that we gauge U(1) f symmetry first, and then
attempt to lift the G f /U(1) f = ZT

2 symmetry to the gauged
theory. In this context, the T-Pfaffian anomaly appears as an
H1(G f /U(1) f ,ZT) obstruction. By comparison, in our frame-
work, we gauge fermion parity first and then attempt to lift
the G f /Z

f
2 = Gb symmetry to the gauged theory. In the latter

case, the H1(Gb,ZT) anomaly vanishes, and T-Pfaffian fits
into a higher level of the anomaly cascade. Both perspectives
correspond to valid ways of calculating the same anomaly;
they simply decompose the classification differently. Our per-
spective is more general, since fermionic systems always have
Z f

2 symmetry but need not have U(1) f symmetry.

B. Sp(3)3 × {1, ψ}
C = Sp(3)3 � {1, ψ} gives an example of a ν = 6 phase

of the Z16 classification for G f = ZT, f
4 . Sp(3)3 has cen-

tral charge c = 1 mod 8, so we should consider Sp(3)3 ×
U (1)−1 to get a time-reversal invariant theory. Sp(3)3 itself
has 20 particles, so C = Sp(3)3 � {1, ψ} has 40 particles. The
modular data of Sp(3)3 were obtained by computer using
SageMath. We tabulate the quantum dimensions and topolog-
ical twists of Sp(3)3 in Table II; the S matrix is large and
unenlightening, so we do not write it explicitly here. The
particles will be labeled from 1 to 20, where particle 1 is
the identity and the others are ordered by increasing quantum
dimension but otherwise arbitrarily. We can label a particle in
C by a pair (n, x) with n from 1 to 20 and x ∈ {1, ψ}. There
is a unique action of time reversal that preserves the modular
data up to complex conjugation, with the corresponding per-
mutation given in Table II.

The time-reversal invariant modular extension is qC =
Sp(3)3 � I (−2). We label the parity vortices of I (−2) by
a and a, with a × ψ = a and a × a = 1. It is clear that qC
has v-type vortices, and furthermore that qϒψ respects locality,
so Aut( qC) = AutLR(C) and ker r = {1, αψ } = Z2 where αψ

155126-24



ANOMALY CASCADE IN (2 + 1)-DIMENSIONAL … PHYSICAL REVIEW B 105, 155126 (2022)

TABLE II. Quantum dimensions, topological twists, and time-reversal actions for qC = Sp(3)3 � I(2). All other data can be determined
from the tabulated data; e.g., θ(n,ψ ) = −θ(n,1), and T((n, a)) = T((n, a)) × (1, ψ ). The action of T on C = Sp(3)3 � {1, ψ} is uniquely
determined and squares to the identity. Its lift to qC is ambiguous by αψ and squares to αψ . Quantum dimensions can be written exactly in
terms of 56th roots of unity, but we do not do so here.

n 1 2 3 4 5 6 7 8 9 10

d(n,x) 1 1 3.49 3.49 4.49 4.49 4.49 4.49 5.60 5.60
θ(n,1) 1 i i 1 e−13π i/14 e4π i/7 e−π i/14 e−4π i/7 e6π i/7 e−6π i/7

T((n, 1)) (1, 1) (2, ψ ) (3, ψ ) (4,1) (7, ψ ) (8,1) (5, ψ ) (6,1) (10, 1) (9,1)
θ(n,a) e−π i/4 eπ i/4 eπ i/4 e−π i/4 e23π i/28 e9π i/28 e−9π i/28 e−23π i/28 e17π i/28 e25π i/28

T((n, a)) (2, a) (1, a) (4, a) (3, a) (8, a) (7, a) (6, a) (5, a) (12, a) (11, a)
n 11 12 13 14 15 16 17 18 19 20

d(n,x) 5.60 5.60 9.10 9.10 10.10 10.10 10.10 10.10 11.59 11.59
θ(n,1) e−9π i/14 e−5π i/14 1 i e−2π i/7 e3π i/14 e2π i/7 e11π i/14 −i −1
T((n, 1)) (12, ψ ) (11, ψ ) (13, 1) (14, ψ ) (17,1) (18, ψ ) (15,1) (16, ψ ) (19, ψ ) (20,1)
θ(n,a) e−25π i/28 e−17π i/28 e−π i/4 eπ i/4 e−15π i/28 e−π i/28 eπ i/28 e15π i/28 e−3π i/4 e3π i/4

T((n, a)) (10, a) (9, a) (14, a) (13, a) (18, a) (17, a) (16, a) (15, a) (20, a) (19, a)

fuses a fermion into each parity vortex. The modular data of
this product theory can be computed straightforwardly from
the modular data of the constituents. Labeling the particles
in qC as (n, x) with, again, n = 1, 2, . . . , 20, and this time
x ∈ {1, a, a, ψ}, one can check directly that there are exactly
two lifts of the action of time reversal on C to qC. One is
tabulated in Table II, and the other is given by composing with
αψ (which switches a ↔ a). It is clear by inspection that these
actions do not square to the identity; for example, under time
reversal,

(1, a) → (2, a) → (1, a) → (2, a) → (1, a), (171)

which yields a representation of ZT
4 , not of ZT

2 . Composition
with αψ does not change this fact, so we conclude that, as
expected, this theory has an H2(ZT

2 ,Z2) obstruction.

X. DISCUSSION

We have systematically characterized the set of obstruc-
tions that appear in lifting symmetry fractionalization data
from a super-modular category C to a minimal modular ex-
tension qC. We found that this data is in good correspondence
with the known classification of fermionic SPTs and provided
an understanding for each obstruction:

(1) The H1(Gb,ZT) piece is the obstruction to defining a
lift of the autoequivalence [ρg] to [qρg] ∈ AutLR( qCν ) for some
minimal modular extension qCν .

(2) When the H1 obstruction vanishes and one can define
lifts of the maps [ρg] for some choice of minimal modu-
lar extension ν, the H2(Gb, ker r) piece is the obstruction
to choosing lifts [qρg] : Gb → AutLR( qCν ) with the appropriate
group structure.

(3) When the H1 and H2 obstructions vanish and we pick
a set of lifts [qρ] with the appropriate group structure for a
given modular extension ν, the H3(Gb,Z2) piece is the ob-
struction to lifting the symmetry fractionalization data {ηa} on
C to {qηa} on qCν .

(4) When the H1, H2, H3 obstructions all vanish and we
pick the lifts qρ and symmetry fractionalization data qη on qCν

for some ν, the H4(Gb, U(1)) piece is the obstruction to lifting

qCν , together with its symmetry fractionalization data, to a Gb-
crossed modular tensor category qC×

Gb
.

Our paper raises a number of open questions. First, we
have defined a series of obstructions [o1], [o(ν)

2 ], [o(ν,qρ)
3 ], and

[o(ν,qρ,qη)
4 ]. We expect, but have not shown explicitly, that the

bulk (3 + 1)D FSPT that hosts our given (2 + 1)D theory on
its surface is characterized by the image of the maps q�i :
Hi → Hi/�i, for the finite groups �i reviewed in Sec. IV B.
This has led us to conjecture that the q�i [oi] are independent
of the various valid choices involving ν, qρ, and qη. For the case
i = 2, this conjecture is proven so long as ker r = Z2. For the
case i = 3, there is a loose end in proving Eq. (163) for the
case where ϒψ violates locality with ν ′ − ν is odd. For i = 4,
we have derived how [o(ν,qρ,qη)

4 ] changes under changes of qη, but
not under valid changes of ν, qρ.

We have also conjectured, based on the (3 + 1)D FSPT
classification, that in general ker r = Z2. However we have
also found an interesting example involving doubled SU(2)6

where there are multiple independent permutations of fermion
parity vortices that keep the modular data invariant and act
trivially on the super-modular category; these point to a possi-
bility that ker r is larger than Z2, or that there are permutations
of anyons that preserve the modular data which do not corre-
spond to autoequivalences of the category.

While we have examples of a nontrivial H2/�2 anomaly
for antiunitary symmetries (namely the semion-fermion the-
ory with T2 = (−1)F ), we do not have an example for unitary
Gb.

We have given an anomaly inflow argument for the H2

contribution to the anomaly using the decorated domain wall
construction; it would be useful to gain a similar understand-
ing for the other contributions.

The Wang-Gu results for (3 + 1)D FSPTs reviewed in
Sec. IV B have significantly more structure than we have
derived so far in our obstruction theory. There is a set of data
(n1, n2, n3, ν4) obeying complicated consistency equations,
group multiplication laws under stacking invertible phases,
and equivalences. However we have only seen how one can
extract part of this data from the (2 + 1)D fermion SET.
It would be interesting to understand to what extent more
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aspects of the general (3 + 1)D FSPT characterization can be
extracted. For example, it may be possible to extract, from the
(2 + 1)D data, the full group structure of the anomalies, which
corresponds to a group extension of the groups H1, H2/�2,
H3/�3, and H4/�4. Alternatively, can we extract the specific
consistency equations for (n1, n2, n3, ν4) derived in [30]?

Our formalism suggests a very general way of under-
standing mixed anomalies. We have shown that the data
characterizing the anomaly, namely, a spectral sequence de-
composition into the Wang-Gu data of the bordism group
�4(BGb, ξ ), where ξ is a kind of twisted spin structure, can
be interpreted by first gauging fermion parity and then consid-
ering a sequence of obstructions to lifting the Gb symmetry to
the fermion parity gauged theory. Consider instead a bosonic
SET with symmetry group G = G1 × G2. Then there is a
spectral sequence decomposition of the H4(G, U(1)) bosonic
SET anomaly via the Künneth decomposition. Our procedure
might be applied to understand the mixed anomaly between
G1 and G2 in terms of a “two-step” gauging process, where
one first gauges G1 and then determines a cascade of ob-
structions to lifting the G2 symmetry to the G1-gauged theory.
More generally, if G is given by a short exact sequence

1 → G1 → G → G2 → 1, (172)

there is again a spectral sequence decomposition of
H4(G, U(1)) and a similar construction may apply.

Note added. The closely related works Refs. [35,39] were
developed in parallel with the present paper. Reference [35]
develops a theory of fermionic symmetry fractionalization
and is used as a starting point for this paper. Reference [39]
develops a theory of (2+1)D invertible fermionic topological
phases. Reference [36] is also closely related and was devel-
oped independently except as documented elsewhere in this
paper; it develops a general characterization and classifica-
tion of fermionic symmetry-enriched topological phases in
(2+1)D, and contains many results which overlap with [35,39]
and the present paper.
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APPENDIX A: S-MATRIX OF A CONDENSED THEORY

We presently reproduce, with additional detail, the deriva-
tion from [33] of the S matrix Ŝ of the theory obtained by
condensing an Abelian boson φ in a theory with S-matrix S.
Our main addition to [33] is a careful discussion of gauge
invariance. Specifically, Ŝ should be gauge-invariant under
vertex basis transformations, a fact that is in tension with the
expression of Ŝ in terms of the gauge-dependent punctured S
matrix of the uncondensed theory.

Assume that φn = 1 for some n > 1; we will specialize
to n = 2 later. Then we can view the Wilson lines for φ as
generating a Zn 1-form symmetry of the theory; condensing
φ corresponds to gauging that symmetry. We perform this
gauging to understand the Hilbert space of the condensed
theory on the torus.

In the path integral picture, gauging the symmetry means
that we sum over all insertions of the symmetry generator
on nontrivial cycles of the 3-torus. We begin by considering
insertions of a φ Wilson line through the time circle. Then at
every spatial slice, we are summing over states with no inser-
tion and with all possible insertions of φk , that is, we consider
an expanded Hilbert space of the original theory consisting
of the Hilbert space on the torus and the Hilbert spaces on
the punctured torus with punctures labeled φk for all k < n.
(Notationally, the use of k in this Appendix is completely
unrelated to the k we defined in Sec. VI.)

States on the punctured Hilbert space with puncture φk

are labeled |a; φk〉 where Nφk

a,ā > 0. Physically, these states
correspond to ones where an a, ā pair is created from vacuum,
wrapped around a given spatial cycle of the torus (which we
will call cycle β for concreteness), and then fused into φk at
the puncture. Under a basis transformation �ab

c of the fusion
spaces V ab

c , these states transform as

|a; φk〉 → �aā
φk

(
�aā

1

)∗|a; φk〉 (A1)

and are thus gauge-invariant (in this sense) only when k = 0.
Also, observe that each anyon a must have a Zn orbit

of some length �a that divides n. By definition, if |a; φk〉 is
a nonzero state, then Nφk

a,ā = Na
a,φk > 0, that is, a × φk = a.

Hence k is a multiple of �a. Hence the total number of distinct
states in the expanded Hilbert space that are associated to the
anyon a is n/�a.

Next consider inserting a Wilson loop for φk around cycle
α of the torus. Let Wα (φk ) be the operator that does this; then
since φ is Abelian,

Wα (φk )|a; φm〉 = Ma,φk |a; φm〉 (A2)

with M the mutual statistics. Since φ is Abelian,

Ma,φk = e2π ikq/n (A3)

for some integer q. Summing over all of these insertions,

n−1∑
k=0

Wα (φk )|a; φm〉 =
(

n−1∑
k=0

e2π ikq/n

)
|a; φm〉 (A4)

= δq,0|a; φm〉. (A5)

That is, we require a to braid trivially with φ to keep its
corresponding states in the condensed theory.

Finally, we consider inserting a Wilson loop of φk Wilson
loops around cycle β of the torus. Clearly this takes the state
|a; φm〉 → |a × φk; φm〉, so the only states we should consider
are

|[a]; φm〉 = 1√
�a

�a∑
k=0

|a × φk; φm〉 (A6)

where here [a] labels the orbit of a under fusion with φ.
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The Hilbert space therefore consists of states |[a]; φm〉 such
that a braids trivially with φ and m = 0, 1, . . . , n/�a − 1 (that
is, there are n/�a states per anyon). In particular, there is a
unique state associated to [a] if a has orbit length �a = n
but the orbit [a] splits to n/�a states after condensation if
a × φ�a = a for some �a < n.

Now consider the transformation of these states under
modular transformations. By definition, in this basis, if S
and T are the operators that implement S and T modular
transformations,

〈a; φm|S|b; φs〉 = δm,sS
(φm )
ab (A7)

〈a; φm|T|b; φs〉 = δm,sT
(φm )

ab (A8)

where S(φm )
ab and T (φm )

ab are the punctured S− and T matrices.
Note that all elements of T (φm ) and diagonal elements S(φm )

aa of
the punctured S matrix are gauge-invariant under vertex basis
transformations, while off-diagonal elements of the punctured
S matrix (for m > 0) are not generally gauge invariant.

It is diagrammatically straightforward to check that

S(φm )
a×φ j ,b = S(φm )

a,b×φk = S(φm )
a,b (A10)

provided [a] and [b] are both deconfined particles, i.e., a and
b both braid trivially with φ), and that

T (φm )
ab = θaδa,b. (A11)

Hence

Ŝ([a],m),([b],s) = 〈[a]; φm|S|[b]; φs〉

= 1√
�a�b

∑
a∈[a],b∈[b]

δm,sS
(φm )
ab (A12)

=
√

�a�bδm,sS
(φm )
ab (A13)

T̂([a],m),([b],s)] = 〈[a]; φm|T|[b]; φs〉 = δm,sT
(φm )

ab (A14)

are well-defined expressions independent of the representa-
tives of [a] and [b] we choose and are the S and T matrices
of the condensed theory in this basis for the torus Hilbert
space.

We now discuss gauge freedom very carefully. In the un-
condensed theory, there is a preferred basis |a; φm〉 of the
Hilbert space, where a is any anyon. For m = 0, these states
are invariant under gauge transformations of the fusion spaces.
However, there is still some gauge freedom, in the sense that
we could send |a; 1〉 → eiαa |a; 1〉 for some phases; this gauge

freedom modifies the S matrix. We can canonically fix this
gauge freedom up to a global phase rotation (physically, a
gauge choice for the vacuum state) by demanding that S1a

be real and positive for all a and also that Sab be symmetric.
Another way to say this is that we could be handed some
phase-rotated states |a; 1〉 from the outset; we would observe
that we have the “wrong” basis because the resulting S ma-
trix would not have these nice properties, and this could be
corrected with a (diagonal) basis transformation.

For m > 0, there is no such canonical basis for these states.
The situation is in some sense worse, because changing the
basis of the fusion spaces induces a particular change of basis
on the punctured torus Hilbert space, of the form Eq. (A1),
and therefore changes the punctured S matrix of the uncon-
densed theory. This naively seems disturbing because the S
matrix of the condensed theory appears to depend on a fusion
space basis in the original theory. However, from the above
perspective, there is no such problem; such a change of basis
of fusion spaces in the uncondensed theory is just a partic-
ular special case of changing the basis for the torus Hilbert
space of the condensed theory. We simply imagine that we
are handed the states |a; φn〉 in some fixed but noncanonical
basis, and then inspect the S matrix of the condensed theory;
if it does not have the intended properties, we were handed the
“wrong” basis and should perform a torus Hilbert space basis
transformation to fix it.

There is one subtlety here if 1 < �a < n, which is that we
must gauge-fix

Wβ (φ)|a; φm〉 = |a × φ; φm〉 (A15)

in the uncondensed theory. This is needed in order to ensure
that the state |[a]; φm〉 in Eq. (A6) is indeed symmetric under
insertion of φ Wilson loops.

Having discussed gauge freedom, we now need to check
if our states in the condensed theory are in the canonical
gauge. For �a = �b = n, then Ŝ[a],[b] ∝ Sa,b, so Ŝ inherits its
nice properties from S; these states are in the correct gauge.
For �a < n, however, we are certainly not in the correct gauge
since in this basis

Ŝ1,([a],k) =
{√

2S1,a k = 0
0 else

. (A16)

On general grounds, quasiparticles must correspond to some
superposition of states |[a]; φm〉 with fixed [a], so we may
restrict our attention to a fixed-[a] sector.

At this point we restrict ourselves to n = 2. Then if �a = 1,
we have a × φ = a and a general basis transformation is of the
form

(|[a]; +〉
|[a]; −〉

)
= U (a)

(|[a]; 1〉
|[a]; φ〉

)
= eiαa

(
e−i(βa+δa )/2 cos(γa/2) −e−i(βa−δa )/2 sin(γa/2)

ei(βa−δa )/2 sin(γa/2) ei(βa+δa )/2 cos(γa/2)

)(|[a]; 1〉
|[a]; φ〉

)
. (A17)

Strictly speaking U (a) is a diagonal block in the transformation of the entire Hilbert space; the state |1; 1〉 does not transform
in this basis transformation. Accordingly,

(Ŝ1,(a,+), Ŝ1,(a,−) ) = (Ŝ1,(a,1), Ŝ1,(a,φ) )(U
(a) )† (A18)

=
√

2S1,ae−i(α−δ/2)(eiβ/2 cos(γ /2), e−iβ/2 sin γ /2). (A19)
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a ab b

1

isotopy inverse 
for b

FIG. 2. Diagrammatic manipulation in the standard BFC graphical calculus (see, e.g., [44] or [1] for reviews and [40,41] for graphical
representations of the punctured S matrix) leading to Eq. (A25). Blue lines are a or a orange are b or b, and green is φ. We are assuming
φ × φ = 1 and that a × φ = a, b × φ = b. “Inverse for b means to repeat the same process as the first three steps, but in reverse and
moving the φ line attached to the |b, b; φ〉 vertex. In the step labeled “isotopy”, we use the fact that the double braid of φ is trivial with both
a and b.

We require that

d(a,+) + d(a,−) = Ŝ1,(a,+)

Ŝ1,1
+ Ŝ1,(a,−)

Ŝ1,1
= S1,a

S1,1
= da (A20)

following the usual rules for preserving the quantum di-
mension of split particles. Using Ŝ1,1 = 2S1,1, equating the
magnitudes leads to

cos βa sin γa = 1. (A21)

That is, γ = π/2 and β = 0 or γ = 3π/2 and β = π . We
now ensure that S1,(a,±) are real and positive. In the first solu-
tion, we find this requires α − δ/2 = 0 mod 2π , while in the
second we find α − δ/2 = 3π/2 mod 2π . Substituting back,
we find that these two solutions are related by switching the
rows of U (a), so that up to a basis reordering the only solutions
for U (a) are

U (a) = 1√
2

(
1 eiδa

1 −eiδa

)
. (A22)

Note that δa is exactly the gauge freedom in |a; φ〉.
Next, we demand that Ŝ is symmetric. In this basis,

Ŝ(a,±),(b,±) = U (a)

(
Sab 0
0 S(φ)

ab

)(
U (b)

)†

= 1

2

(
Sab + ei(δa−δb)S(φ)

ab Sab − ei(δa−δb)S(φ)
ab

Sab − ei(δa−δb)S(φ)
ab Sab + ei(δa−δb)S(φ)

ab

)
.

(A23)

For a = b this is clearly symmetric and independent of our
remaining gauge freedom. If a �= b, then symmetry of Ŝ
amounts to a choice

e2i(δa−δb) = S(φ)
ba

S(φ)
ab

. (A24)

Equivalently, we may think of this as fixing a gauge so that
the uncondensed punctured S matrix S(φ)

ab is symmetric in a
and b. If we are already in such a gauge, then we may choose
δa = δb = 0, which reduces to the results of Ref. [33].

To prove that such a gauge exists, we perform the diagram-
matic manipulation in Fig. 2 to show

S(φ)
ab = daF a,a,a

a,φ,1 Fφ,φ,a
a,1,a Fφ,a,a

φ,a,1

dbF b,b,b
b,φ,1 Fφ,φ,b

b,1,b Fφ,b,b
φ,b,1

S(φ)
ba . (A25)

Letting

e2iδa = daF a,a,a
a,φ,1 Fφ,φ,a

a,1,a Fφ,a,a
φ,a,1 (A26)

we obtain the gauge transformation, which symmetrizes the
punctured S matrix.

Notice that there is some residual gauge freedom preserv-
ing the symmetry of the uncondensed punctured S matrix;
we may send eiδa → −eiδa. This gauge transformation simply
flips the role of the rows in U (a) and thus corresponds to
relabeling (a,±) → (a,∓).

APPENDIX B: PROOF OF PROPOSITION VI.1

The proof is quite involved, so we begin with an outline
of the strategy. First, for δν ∈ Z16, let I (δν) be the
minimal modular extension of {1, ψ} with chiral central
charge
c− = δν/2 mod 8. Then the 16-fold way tells us that,
given qCν1 , the minimal modular extension qCν2 is constructed
as

qCν2 = qCν1 � I (δν)/{ψψ ∼ 1} (B1)

where the quotient means that we condense the bound state
of the preferred fermions in qCν1 and I (δν). The proof goes in
four steps:
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Step 1: Use the results of [33], which we review in ex-
panded detail in Appendix A, to derive the anyon content and
the S- and T -matrices of the condensed theory qCν2 .

Step 2: Directly construct an anyon permutation qρ (2)
g on

qCν2 that lifts the permutation action of ρg.
Step 3: Show that qρ (2)

g preserves the S and T matrices of
qCν2 .

Step 4: Compute the permutation action of o(2)
2 (g, h).

Step 1: According to [33], the anyon content of qCν1+1 can
be labeled by equivalence classes of anyons (a, x) ∈ qCν1 �
I (δν) and, in some cases, a sign. In all cases, the anyon
sector ( qCν2 )0 ∼ C consists of the equivalence classes (a0, 1) ∼
(a0 × ψ,ψ ) for a0 ∈ ( qCν1 )0 = C. The behavior of the fermion
parity vortex sector depends on the parity of δν.

If δν is even, then I (δν) is Abelian, and its particles can be
labeled {1, ψ, v, v × ψ}. Then the fermion parity vortices of
qCν2 are as follows:

(1) (av, v) ∼ (av × ψ, v × ψ ) for av ∈ ( qCν1 )v . These
form the sector ( qCν2 )v .

(2) (aσ , v) ∼ (aσ , v × ψ ) for aσ ∈ ( qCν1 )σ . These form the
sector (Cν2 )σ .
Notice that anyon labels in qCν1 are in one-to-one correspon-
dence with anyon labels in qCν2 .

If δν is odd, the particles of I (δν) obey Ising fusion rules.
Labeling the particles by {1, ψ, σ }, the fermion parity vortices
of qCν2 are as follows:

(1) (av, σ ) ∼ (av × ψ, σ ) for av ∈ ( qCν1 )v . These form the
sector ( qCν1+1)σ .

(2) (aσ , σ )± for a0 ∈ ( qCν1 )σ . These form the sector
(Cν1+1)v with (aσ , σ )+ × ψ = (aσ , σ )−. We say in this case
that (aσ , σ ) splits after condensation.

The T matrix of the condensed theory is simple: the topo-
logical spin of (a, x) [including the split case (aσ , σ )±] is θaθx.

Next consider the S matrix S qCν2 of qCν2 , and let S(z) be
the punctured S matrix for the product theory qCν1 � I (δν).
As discussed in Appendix A, we can choose a gauge for the
uncondensed theory such that S((ψ,ψ ))

ab is symmetric. With that
gauge fixing, we can write down the following expression for
the S matrix of the condensed theory [33]. If (a, x) and (b, y)
do not split under condensation, then

S
qCν2
(a,x),(b,y) = 2S(1)

(a,x),(b,y). (B2)

If only (a, x) splits or only (b, y) splits, then

S
qCν2
(a,x)±,(b,y) = S(1)

(a,x),(b,y), (B3)

independent of the sign. Finally, if both (a, x) and (b, y) both
split, then

S
qCν2
(a,x)±,(b,y)±

= 1

2

(
S(1)

(a,x),(b,y) + S((ψ,ψ ))
(a,x),(b,y) S(1)

(a,x),(b,y) − S((ψ,ψ ))
(a,x),(b,y)

S(1)
(a,x),(b,y) − S((ψ,ψ ))

(a,x),(b,y) S(1)
(a,x),(b,y) + S((ψ,ψ ))

(a,x),(b,y)

)
(B4)

where the matrix rows correspond to the sign for (a, x)± and
the columns correspond to the sign for (b, y)±. In this last
case, x = y = σ and we can calculate further using the fact
that x = y = σ and the punctured S matrix for the product
theory is the product of punctured S matrices. We know that
S(1)

σσ = 0 in the Ising theory (and S(1)
aσ ,bσ

= 0 in qCν1 as well), so
those terms all drop. By direct computation in the gauge of,
e.g., [44], we find the only nonzero element of the punctured
S matrix in the Ising theory

SI(δν),(ψ )
σσ =

√
2e−2π iδν/8. (B5)

Hence when both (a, x) and (b, y) split,

S
qCν2
(a,x)±,(b,y)± = e−2π iδν/8

S
qCν1 ,(ψ )

a,b√
2

(
1 −1

−1 1

)
(B6)

where S
qCν1 ,(ψ )

a,b is the punctured S matrix of qCν1 . Thanks to our gauge fixing for the punctured S matrix in the uncondensed theory,

S qCν2 is symmetric.
Step 2: Define the permutation action qρ (2)

g as follows:

qρ (2)
g ((a, x)) = (qρ (1)

g (a), x) if (a, x) does not split

qρ (2)
g ((a, x)±) = (qρ (1)

g (a), x)± × ψ za (g) if (a, x) splits
, (B7)

where za(g) ∈ {0, 1} � Z2 must be defined for each a ∈ qC (1)
σ . It is immediate that qρ (2)

g lifts the permutation action of ρg as long
as qρ (1)

g does as well.
In order to define za(g), first calculate directly

qρg
(
S

qCν1 ,(ψ )
ab

) = Ug( ga, ga; ψ )U ∗
g ( ga, ga; 1)U ∗

g ( gb, gb; ψ )Ug( gb, gb; 1)S
qCν1 ,(ψ ))
ga, gb = S

qCν1 ,(ψ ))
a,b . (B8)

In our particular gauge, the punctured S matrix is symmetric in a and b. Hence we can write

qρg
(
S

qCν1 ,(ψ )
ab

) = qρg
(
S

qCν1 ,(ψ )
ba

) = Ug( gb, gb; ψ )U ∗
g ( gb, gb; 1)U ∗

g ( ga, ga; ψ )Ug( ga, ga; 1)S
qCν1 ,(ψ )
gb, ga . (B9)

But S
qCν1 ,(ψ )
gb, ga = S

qCν1 ,(ψ )
ga, gb , so Eqs. (B8) and (B9) combine to

[Ug( gb, gb; ψ )U ∗
g ( gb, gb; 1)]2 = [Ug( ga, ga; ψ )U ∗

g ( ga, ga; 1)]2. (B10)
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Equivalently, if we fix a reference σ -type vortex rσ , then we must have

za(g) = Ug( ga, ga; 1)U ∗
g ( ga, ga; ψ )

Ug( grσ , grσ ; 1)U ∗
g ( grσ , grσ ; ψ )

∈ Z2 (B11)

where we are slightly abusing notation; the above defines za(g) ∈ {1,−1} � Z2 instead of {0, 1} � Z2. We emphasize that the
entire analysis above requires a be a σ -type vortex.

The above proof actually does not apply if S
qCν1 ,(ψ )

ab = 0. As in Sec. VI B, we can break the S matrix of ( qCν2 )v into k blocks
and apply the above argument to each block separately; we have a separate choice of rσ for each block.

We choose rσ to be g-independent. As we will see, such a choice will lead to a permutation o(2)(g, h) that is exactly the
identity; instead choosing a g-dependent rσ in each block will amount to modifying the permutation action of o(2)(g, h) by a
ker r-valued coboundary.

Step 3: It is immediately obvious that qρ (2)
g preserves the T matrix provided qρ (1)

g does. Also, given the fact that qρ (1)
g preserves

the S matrix of qCν1 , Eqs. (B2) and (B3) immediately imply that qρ (2)
g preserves S

qCν2
(a,x),(b,y) when at most one of (a, x) and (b, y)

split. The case where both split requires some calculation.

From Eq. (B8), we see that qρ (1)
g (S

qCν1 ,(ψ )
a,b ) = za(g)zb(g)S

qCν1 ,(ψ )
ga, gb = S

qCν1 ,(ψ )
a,b . Hence

qρ (2)
g

(
S

qCν2
(a,x)±,(b,y)±

) = e−2π iδν/8

√
2

× za(g)zb(g)S
qCν1 ,(ψ )
ga gb ×

(
1 −1

−1 1

)
. (B12)

On the other hand, qρ (2)
g ((a, σ )±) = (a, σ )±za (g). Hence,

S
qCν2

qρ
(2)
g ((a,x)± )qρ (2)

g ((b,y)± )
= S

qCν2
( ga,x)±za (g) ( gb,y)±zb (g)

= e−2π iδν/8

√
2

S
qCν1 ,(ψ )
ga gb × za(g)zb(g)

(
1 −1

−1 1

)
= qρ (2)

g (S
qCν2
(a,x)±,(b,y)± ) (B13)

where the factor of za(g) is interpreted as permuting the rows of the matrix if it is −1 and the factor of sb(g) should be interpreted
as permuting the columns if it is −1. Hence qρ (2)

g indeed preserves the S matrix.
Step 4: By direct computation,(

qρ
(2)
gh

)−1
qρ (2)

g qρ
(2)
h ((a, x)) = (

o(1)
2 (g, h)(a), x

)
if (a, x) does not split(

qρ
(2)
gh

)−1
qρ (2)

g qρ
(2)
h ((a, x)±) = (a, x)± × ψ za (g)+za (h)−za (gh) if (a, x) splits.

(B14)

If δν is even, then no particles split, and (o(1)
2 (g, h)(a), x) = ψ × (a, x) if and only if o(1)

2 (g, h)(a) = ψ × a. Hence o(1)
2 and o(2)

2 ,
as permutations, are identical on the cochain level.

If δν is odd, then (o(1)
2 (g, h)(a), x) ∼ (a, x) for all a ∈ qCν1 . In particular, if o(1)

2 acts nontrivially on a, then a ∈ ( qCν1 )v , and we
saw that in such a case (a, σ ) ∼ (a × ψ, σ ). Hence the only permutation action comes from split particles, and by inspection,
modifying the reference vortex rσ in a g-dependent way changes o(2)(g, h) by a ker r-valued coboundary. We can directly
calculate from Eq. (84) that

o(2)(g, h)((aσ , σ )±) = U ∗
g ( ghaσ , ghaσ ; 1)Ug( ghaσ , ghaσ ; ψ )

U ∗
g ( ghrσ , ghrσ ; 1)Ug( ghrσ , ghrσ ; ψ )

× U ∗
h ( haσ , haσ ; 1)Uh( haσ , gaσ ; ψ )

U ∗
h ( hrσ , hrσ ; 1)Uh( hrσ , hrσ ; ψ )

× Ugh( ghaσ , ghaσ ; 1)U ∗
gh( ghaσ , ghaσ ; ψ )

Ugh( ghrσ , ghrσ ; 1)U ∗
gh( ghrσ , ghrσ ; ψ )

(B15)

= κg,h( ghaσ , ghaσ ; 1)κ∗
g,h( ghaσ , ghaσ ; ψ )

κg,h( ghrσ , ghrσ ; 1)κ∗
g,h( ghrσ , ghrσ ; ψ )

(B16)

= +1. (B17)

where the last line comes from decomposing κ as a product of anyon-dependent factors β. Hence qρ (2)
g is a group homomorphism

Gb → P( qCν2 ).

APPENDIX C: DOUBLED SU(2)6

We write down the UMTC data for qC = SU(2)6 × SU(2)6 × Ising−9/2/{ψψ ∼ 1}. Here Ising−9/2 is the minimal modular
extension of {1, ψ} with central charge c− = −9/2. The quotient means that we condense pairs of preferred fermions in these
three spin modular theories, i.e., we condense (6,6,0), (0, 6, ψ ), and (6, 0, ψ ), where the first two labels label particles in the
two copies of SU(2)6 and the third labels particles in the Ising theory.
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qC contains 14 particles. Labeling the particles of SU(2)6 by integers from 0 to 6 in the usual way, and labeling elements of
Ising as {0, σ, ψ}, the deconfined particles of the theory, their topological twists, and quantum dimensions are given in Table I.

The particle (6,0,0) is the preferred fermion of this spin modular theory. All labels are redundant under fusion with (6,6,0),
(0, 6, ψ ), and (6, 0, ψ ) in the product theory before condensation. We have

qCv = {(1, 3, σ )±, (3, 1, σ )±} (C1)

qCσ = {(1, 1, σ ), (3, 3, σ )} (C2)

and all other particles are in qC0. The total quantum dimension is D = 4(2 + √
2).

With d = 1 + √
2 and the quasiparticles ordered as in Table I, the modular data of qC is:

S = 1

D

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 d d d d d2 d2 1
√

2d
√

2d
√

2d
√

2d 2d 2d
d −1 d2 −1 d2 −d −d d

√
2d

√
2d −√

2d −√
2d 2d −2d

d d2 −1 d2 −1 −d −d d −√
2d −√

2d
√

2d
√

2d 2d −2d
d −1 d2 −1 d2 −d −d d −√

2d −√
2d

√
2d

√
2d −2d 2d

d d2 −1 d2 −1 −d −d d
√

2d
√

2d −√
2d −√

2d −2d 2d
d2 −d −d −d −d 1 1 d2 −√

2d −√
2d −√

2d −√
2d 2d 2d

d2 −d −d −d −d 1 1 d2
√

2d
√

2d
√

2d
√

2d −2d −2d
1 d d d d d2 d2 1 −√

2d −√
2d −√

2d −√
2d −2d −2d√

2d
√

2d −√
2d −√

2d
√

2d −√
2d

√
2d −√

2d 2
√

2d −2
√

2d 0 0 0 0√
2d

√
2d −√

2d −√
2d

√
2d −√

2d
√

2d −√
2d −2

√
2d 2

√
2d 0 0 0 0√

2d −√
2d

√
2d

√
2d −√

2d −√
2d

√
2d −√

2d 0 0 2
√

2d −2
√

2d 0 0√
2d −√

2d
√

2d
√

2d −√
2d −√

2d
√

2d −√
2d 0 0 −2

√
2d 2

√
2d 0 0

2d 2d 2d −2d −2d 2d −2d −2d 0 0 0 0 0 0
2d −2d −2d 2d 2d 2d −2d −2d 0 0 0 0 0 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(C3)

T = diag(1, i, i,−i,−i,−1, 1,−1, 1, 1, 1, 1, e5π i/4, e3π i/4) (C4)

There are two permutation actions on the anyons, which lift the action of T on C, complex conjugate the modular data, and
square to the identity. Listed as a 14×14 matrix acting on anyon labels, these permutations are

P1 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 1 0 0 0 0 0 0 0

0 0 0 0 0 0 0 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 0 0 0 0 1 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (C5)
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P2 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 1 0 0 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 1 0 0 0 0 0 0 0

0 0 0 0 0 0 0 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 0 0 0 0 1 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (C6)

Two other anyon permutations lift the action on C, complex conjugate the modular data, but yield a Z4 action; they are

P3 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 1 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (C7)

P4 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 1 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (C8)

APPENDIX D: CHANGE OF [o3] UNDER CHANGE IN LIFT

Fix a minimal modular extension qC, and assume ker r =
Z2. Given symmetry fractionalization data on C, suppose we
have a lift qρg for which o2 = 0. Then if π : G → Z2 � {0, 1}
is a group homomorphism, all other valid lifts are obtained
(up to locality-respecting natural isomorphism) by writing

qρV
g = α

π (g)
ψ ◦ qρg. (D1)

In this Appendix, we reproduce [36] the calculation12 for
how [o(ν,qρV )

3 ] is related to [o(ν,qρ )
3 ], which is a special case of

Eq. (163). We will also show that o3 is invariant under various
gauge choices.

12We thank Parsa Bonderson for sharing additional unpublished
notes.
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1. Change of o3

Recall our setup from Sec. VII; we choose a gauge where
r(qρg) = ρg on the nose, and we can choose a gauge where
the phases βa on C are just the restriction of qβa. We are given
symmetry fractionalization data ωa(g, h) ∈ C2(Gb, K (C)) on
C, which is guaranteed in this gauge to lift to some qωa ∈
C2(Gb, K ( qC)).

Now let us compute how this data changes for qρV
g .

First, we need the following facts about αψ . Let ϕ be
an arbitrary topological (anti-)autoequivalence. Then from
Eq. (105), one can compute that

αψ ◦ ϕ = ϒϕ ◦ ϕ ◦ αψ (D2)

α2
ψ = ξ (D3)

where ϒϕ and ξ are natural isomorphisms defined by their
actions on anyons

γϒϕ,ax = Uϕ (ψx, ax, axψ
x ) (D4)

γξ,ax = ix. (D5)

Here we are denoting ax ∈ qCx for x ∈ {0, 1}. We also note that
when treating π as an integer-valued function, it must obey

π (g) + π (h) = π (gh) + 2π (g)π (h). (D6)

Next, we need to compute how qκg,h changes.

qκV
g,h = α

π (gh)
ψ qρghqρ−1

h α
−π (h)
ψ qρ−1

g α
−π (g)
ψ (D7)

= α
π (gh)
ψ qρghqρ−1

h qρ−1
g α

−π (h)
ψ ϒπ (h)

g α
−π (g)
ψ (D8)

= α
π (gh)
ψ qκg,hα

−π (h)
ψ α

−π (g)
ψ ϒπ (h)

g ϒ
−π (g)

ϒ
−π (h)
g

(D9)

= ϒ
π (gh)
qκg,h

qκg,hα
π (gh)
ψ ξ−π (g)π (h)α

−π (gh)
ψ ϒπ (h)

g ϒ
−π (g)

ϒ
−π (h)
g

(D10)

= ϒ
π (gh)
qκg,h

ξ−π (g)π (h)ϒπ (h)
g ϒ

−π (g)

ϒ
−π (h)
g

qκg,h (D11)

where we have repeatedly commuted αψ through other maps,
used the fact that

α
π (g)
ψ α

π (h)
ψ = α

π (gh)+2π (g)π (h)
ψ , (D12)

and used the fact that α2
ψ = ξ . Using the expressions for ϒϕ ,

this change in qκg,h can be used to calculate the change in qβa:

qβ ′
ax

= (−i)xπ (g)π (h)
qκg,h(ψx, ax, ψ

xax )π (gh)

× qUg(ψx, ax, ψ
xax )π (h)

×
[

qUg(ψx, ax, ψ
xax )

qUg(ψx, ψxax, ax )

]π (g)π (h)

qβax . (D13)

Note in particular that if a ∈ qC0, then qβa is completely
unchanged. Furthermore, αψ is strictly the identity when re-
stricted to C0. Hence there is no gauge transformation on any
of the data of C0, and we can choose the lift

qωV
a = qωa. (D14)

We can now calculate the change in o3 directly. The calcula-
tion proceeds differently for σ -type and v-type vortices:

a. σ-type vortices

First note that d qωV
a = d qωa since the permutation action of

the symmetry on σ -type vortices is unaffected. All change in
o3 must therefore come from a change in q�a.

If there are any σ -type vortices, then qϒψ must violate lo-
cality. Hence, since o2 = 0, qβψ = ω2. Simplifying Eq. (D13)
with the fact that a × ψ = a for σ -type vortices, we can
calculate directly that

q�V
a

q�a

= (−1)s1∪π∪π ×
qβψ (h, k)σ (g)π (hk)

qβψ (g, hk)π (ghk)

qβψ (g, h)π (gh)
qβψ (gh, k)π (ghk)

×
qUh(ψ, ga, ga)σ (g)π (k)

qUg(ψ, a, a)π (hk)

qUg(ψ, a, a)π (h)
qUgh(ψ, a, a)π (k)

. (D15)

The factors of qβ come from decomposing qκ . Manipulating the
various factors of π , we obtain

q�V
a

q�a

= (−1)s1∪π∪π × ω2(h, k)[π (hk)−π (ghk)]

ω2(g, h)π (gh)−π (ghk)

×
qUh(ψ, ga, ga)σ (g)π (k)

qUg(ψ, a, a)π (hk)−π (h)

qUgh(ψ, a, a)π (k)
(D16)

= (−1)s1∪π∪π × ω2(h, k)−π (g)

ω2(g, h)−π (k)
× qκg,h(ψ, a, a)−π (k)

× qUg(ψ, a, a)−2π (h)π (k). (D17)

The canonical gauge-fixing F aψψ = +1 enforces But
qUg(ψ, a, a) ∈ {±1} for σ -type vortices, so so the above ex-
pression simplifies to

q�′
a

q�a

= (−1)s1∪π∪π+π∪ω̃2 . (D18)

b. v-type vortices

Notice first that because of the change in permutation ac-
tion, if a ∈ qCv , then

d qωV
a (g, h, k)

d qωa(g, h, k)
=

(
qω(qρV

g )−1a(h, k)

qω(qρg )−1a(h, k)

)σ (g)

(D19)

=
(

qω(qρg )−1a×ψπ (g) (h, k)

qω(qρg )−1a(h, k)

)σ (g)

= ωψ (h, k)π (g)

(D20)

where we have used the fact that qωa obeys the fusion rules.
The calculation for the change in q�a simplifies dramati-

cally with a convenient gauge fixing. One can check that there
always exists a gauge transformation γa(g) that fixes

qUg(ψ, a, a × ψ ) = +1 (D21)

for v-type vortices and is nontrivial only on qC1. This
gauge-fixing leads to all of the factors of qU and qκ

dropping out from Eq. (D13). Now we can calculate
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carefully:

q�V
a =

qβV
(qρV

g )−1a(h, k)σ (g)
qβV

a (g, hk)

qβV
a (g, h)qβV

a (gh, k)
(D22)

= (−1)s1∪π∪π
qβ(qρg )−1a×ψπ (g) (h, k)σ (g)

qβa(g, hk)

qβa(g, h)qβa(gh, k)
(D23)

= (−1)s1∪π∪π
qβ(qρg )−1a×ψπ (g) (h, k)σ (g)

qβ(qρg )−1a(h, k)σ (g)
q�a(g, h, k)

= (−1)s1∪π∪π
qβψ (h, k)π (g)

q�a(g, h, k). (D24)

Combining the above results, we see that

q�V
a d qωV

a

|�ad |�a

= (−1)s1∪π∪π

(
qβψ (h, k)

qωψ (h, k)

)π (g)

= (−1)s1∪π∪πω2(h, k)π (g) (D25)

since qβψ = βψ , qωψ = ωψ , and βψ/ωψ = ηψ = ω2.
Accordingly,

o3 → o3 + s1 ∪ π ∪ π + π ∪ ω̃2 (D26)

as expected.

2. Gauge invariances of [o3]

We discuss the invariance of [o3] under various gauge
transformations.

a. Invariance under locality-respecting natural
isomorphisms on C

If we modify ρg → ϒg ◦ ρg with ϒg a locality-respecting
natural isomorphism, then ωa is unchanged. Suppose that ϒg
is given by the anyon-dependent factors γa(g) with γψ =
+1. Then we can lift ϒg to a locality-respecting natural

isomorphism on qC by defining anyon-dependent factors

qγa(g) =
{
γa(g) a ∈ qC0

+1 a ∈ qC1
. (D27)

Under this transformation, q�a is invariant, and the condition
that qβa restricts to βa is respected. Hence the lift qωa is also
unchanged, and o3 is strictly invariant.

b. Invariance under locality-respecting natural isomorphisms on qC
Since we are demanding that qρg restricts to ρg on the

nose, such a locality-respecting natural isomorphism must be
nontrivial only on qC1 (modulo a ν-type gauge transformation,
which we will deal with next). It is thus clear that the condition
that qβa restricts to βa is respected, so none of the data on
C is modified. Hence the allowed lifts qωa are unchanged.
Also, q�a is simply invariant under locality-respecting natural
isomorphisms. Hence o3 is gauge invariant.

c. Invariance under ν-type gauge transformations on qC
Recall that ν-type gauge transformations modify

qβa(g, h) → qνa(g, h)qβa(g, h) (D28)

qωa(g, h) → qνa(g, h)qωa(g, h) (D29)

where qνa(g, h) obeys the fusion rules of qC. Under such a
transformation, in order to maintain the condition that qβa

restricts to βa and qωa restricts to ωa, we should also perform
the restricted gauge transformation νa on C, which is allowed
since νa obeys the fusion rules of C. We can then work directly
with the gauge-transformed q�a and qωa. It is straightforward to
check that q�a and d qωa transform by the same factor under this
gauge transformation, so o3 is strictly invariant.
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