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Atomistic simulations of magnetoelastic effects on sound velocity
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In this work, we leverage atomistic spin-lattice simulations to examine how magnetic interactions impact the
propagation of sound waves through a ferromagnetic material. To achieve this, we characterize the sound wave
velocity in BCC iron, a prototypical ferromagnetic material, using three different approaches that are based on
the oscillations of kinetic energy, finite-displacement derived forces, and corrections to the elastic constants,
respectively. Successfully applying these methods within the spin-lattice framework, we find good agreement
with the Simon effect including high-order terms. In analogy to experiments, morphic coefficients associated
with the transverse and longitudinal waves propagating along the [001] direction are extracted from fits to
the fractional change in sound velocity data. The present efforts represent an advancement in magnetoelastic
modeling capabilities which can expedite the design of future magnetoacoustic devices.
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I. INTRODUCTION

Magnetoelastic (MEL) interactions are responsible for
many interesting phenomena in magnetic materials [1] such
as Joule magnetostriction [2], the Wiedemann effect [3], the
Villari effect [1], the Matteucci effect [4], anomalous thermal
expansion [5], and many others [1,6,7]. MEL coupling also
leads to complex effects on sound velocity that took about
four decades, from the first works by Fuchs [8] in 1936
and Mueller [9] in 1940 until the comprehensive study by
Rouchy et al. [10] in 1979, to fully understand [1,11]. Four
main magnetic effects on sound velocity have been iden-
tified: (i) isotropic exchange effects [8,12], (ii) anisotropic
morphic effects [10,13,14], (iii) field dependent effects (the
Simon effect) [15-17] and (iv) rotational-magnetostrictive ef-
fects [10,11]. J. Rouchy and E. du Tremolet de Lacheisserie
provided a detailed theoretical derivation of these four effects
for cubic crystals by expanding the internal energy as a series
of the Lagrangian tensor components, as well as symmet-
rical and antisymmetrical components of the homogeneous
strains [10]. S. Rinaldi and G. Turilli showed that MEL ef-
fects on sound velocity can be equivalently taken into account
as corrections to the elastic constants [18]. These MEL ef-
fects can be large, and have been experimentally observed in
many materials through the dependency of ultrasonic sound
wave velocity on the intensity and direction of an applied
magnetic field [1,11,17,19-24]. Novel magnetoacoustic phe-
nomena have been discovered in recent years, like acoustic
spin pumping [25] and magnetization switching induced by
sound waves [26-31], with potential technological applica-
tions in spintronics and magnetic recording [32].
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Classical atomistic simulations lie between quantum me-
chanical calculations at microscopic scale and continuum
mechanics at macroscopic scale, and bridge the gap between
these two scales within a multi-scale modeling approach
[33-36]. Atomistic methods are useful in the study of quasi-
particle phenomenology like phonon-magnon interactions
[37], temperature effects [38], dynamics and nonequilibrium
phenomena [34], crystal phase transformation [39], grain
boundaries [40], crystal defects [41], and nanostructures
[42]. While continuum mechanics methods have been used
to model magnetoacoustic phenomena successfully [30,43],
atomistic simulations of magnetic effects on sound waves
were quite challenging until recently. This phenomenon in-
volves a coupled dynamics of magnetic moments and atoms,
so that it is not possible to use only standard atomistic spin
dynamics (SD) or molecular dynamics (MD) since the mo-
tion of atoms or spins are neglected, respectively [44—46].
An alternative approach could be to combine spin-polarized
ab-inito molecular dynamics and SD [47]. This strategy is
very accurate but unfortunately is quite demanding compu-
tationally, so that it might not a be a convenient method due
to the large atomic supercells required to study sound waves.
To overcome this limitation, one could couple spin dynamics
with molecular dynamics (SD-MD) [37,48-52], also referred
as spin-lattice dynamics, thus enabling the simulation of both
large system sizes and time scales [50,52]. Recent advances
in atomistic models based on spin-lattice simulations offer
the possibility of studying MEL phenomena computationally
[52,53]. In our previous work, we presented a methodology
based on the Néel model to build a classical spin-lattice
Hamiltonian for cubic crystals capable of describing mag-
netic properties induced by the spin-orbit coupling (SOC)
like magnetocrystalline anisotropy (MCA) and anisotropic
magnetostriction, as well as exchange magnetostriction [54].

©2022 American Physical Society
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Here, we probe the range of applicability of these models
by simulating the MEL effects on sound velocity. Such kind
of atomistic simulations may be useful to clarify and further
understand the physics of this complex phenomenon, as well
as speed-up the design of possible novel technological appli-
cations based on these effects.

II. METHODOLOGY

A. Spin-lattice Hamiltonian

For the atomistic spin-lattice simulations, we consider the
following Hamiltonian:

Hinag (1, 8) + Z

where r;, p;, s;, and m; stand for the position, momentum,
normalized magnetic moment and mass for each atom i in the
system, respectively, V(r;;) = V(|r; — r;|) is the interatomic
potential energy and N is the total number of atoms in the
system with total volume V. Here, we include the following
interactions in the magnetic energy:
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to
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where cos y/;; = e;; - 5;. The Néel energy reproduces the cor-
rect symmetry of MCA and MEL energy [55]. The quantity
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g(rij) is set to
g(rij) = J(rij), (6)

in order to offset the exchange interaction, as detailed in
Ma et al. [48]. This offset of the exchange energy does not
affect the precession dynamics of the spins. However, it allows
to offset the corresponding mechanical forces. Without this
additional term, the forces and the pressure generated by the
magnetic Hamiltonian are not zero at its energy ground state
(corresponding to the ferromagnetic state). By doing so, the
function g(r;;) can also be related to the volume magnetostric-
tion wy induced by the exchange interactions [54,56]. On the
other hand, the dipole (I(#;;)) and quadrupole (g(r;;)) terms
can describe the effects induced by SOC like the anisotropic
magnetostriction and MCA, respectively [54,56]. In this work,
the spatial dependence of J(r;;), I(r;;) and q(r;;) is described
using the Bethe-Slater curve, as implemented in the SPIN pack-
age of LAMMPS [52]
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where O(R., — r;;) is the Heaviside step function and R, ,
(n =J,1, q) are the cutoff radii. The parameters «,, y,, and
6, (n=1J,1,q) must be determined in order to reproduce
the Curie temperature (7T¢), magnetostriction and MCA, as
described in Sec. I B.

The dynamics of spins and atoms are achieved by integrat-
ing the following equations of motion [57]:

dr,

dt {rlv HSI}

dp,

_tl = {pis Hsl}a

dS,‘

— = Vi, Tlsly, 8
7 = i Hal ®)

where

N
dF dG dG dF s;|dF dG
{F,G}:Z(T._.__._'__[_X_})

i=1
©))

In this work, we focus on MEL effects at zero-temperature,
so that Langevin thermostats are not included in Egs. (8) [52].
In Appendix C, we provide some tests to verify the correct
implementation of the applied magnetic field and anisotropy
field in spin-lattice simulations.

B. Spin-lattice model for BCC Fe

We study the MEL effects on sound velocity for BCC
Fe at zero-temperature. To build the spin-lattice model for
this material, we follow the procedure described in Ref. [54].
For the classical interatomic potential V(r;;), we use the
spectral neighbor analysis potential (SNAP) [58] for BCC
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TABLE 1. Parameters of the SD-MD model for BCC Fe.

SD-MD model parameters BCC Fe
o; (neV/atom) 377.32
v 0.78979
8 (A) 2.45105
Re; (A) 2.6

a, (neV/atom) 29.965
Y 1.0496
8, (A) 2.45105
R., (A) 2.6

oy (meV /atom) —14.2048
Vi 2.6125
8 (A) 2.45105
R.; (A) 2.6

Fe developed by Nikolov et al. [53], that yields very good
agreement with first-principles calculations. The magnetoe-
lastic contribution to this potential is modified in order to
improve its predictions of magnetostrictive properties. The
calculated parameters of the Bethe-Slater curve for J(r;;)
and the Néel dipole and quadrupole terms are given in
Table 1. We use an effective short-range parametrization of the
Bethe-Slater curve [54] for J(r;;) in order to reproduce exper-
imental Curie temperature 7o = 1043 K [59] and theoretical
volume magnetostriction w; = (V5 — V;)/V; (where Vj and
Vi are the equilibrium volumes at the collinear state and
paramagnetic-like state, respectively) calculated by Shimizu
using the itinerant electron model [60], that is w; = 1.16 %
1072, The equilibrium lattice parameter is obtained from
the analysis of the equation of state (EOS) as in Ref. [54].
Namely, we compute the energy for a set of unit cells with
different lattice parameter (volume), and fit these data to the
Murnaghan EOS [61,62] which gives the equilibrium volume
as a fitting parameter. From this analysis we find that the
equilibrium lattice parameter for the collinear state without
SOC of BCC Fe is aj = 2.83023 A, and for the state with ran-
domly oriented magnetic moments (paramagnetic-like state)
is ap = 2.81937 A. Randomly oriented (no short-range order)
magnetic moments that are independent of one another, can
be applied to examine paramagnetic states past the Curie tem-

perature, as is done in the disordered local moment framework
for example. This is particularly true for iron, where the short-
range order of the spins quickly deteriorates past the Curie
temperature. The random distribution of the spins is made
with the implemented random generator of the SPIN package
[52] of LAMMPS [46] with seed number 31.

The elastic constants (Cj;), anisotropic magnetostrictive
coefficients and MCA given by this model are shown in
Table II, which are calculated combining the AELAS [63] and
MAELAS [64] packages, both interfaced with LAMMPS [54].
The elastic constants for the state with randomly oriented
magnetic moments are calculated using a supercell size of
30 x 30 x 30 unit cells (54000 atoms). For the magnetic
moment we use the experimental values at zero pressure and
zero temperature (g, = 2.2up [59], while for the mass we use
55.85 g/mole.

C. Computational calculation of sound velocity

To calculate the sound velocity, we use three different
approaches based on (i) the oscillation of the kinetic energy
[69], (ii) the finite displacement method [70] (FDM), and (iii)
corrections to elastic constants [18]. Below we provide some
details about these methods.

1. Oscillation of the kinetic energy

The first method makes use of the oscillation of the kinetic
energy to derive the sound velocity [69]. Namely, as the initial
condition for spin-lattice dynamics, one displaces the atoms to
generate a standing plane wave with sufficiently large wave-
length (isolated phonon with low momentum ki)

u(r,t) = ugcos(kpp - r) cos(2m font ), (10)

where u is the displacement vector, u is the displacement
amplitude, fp, is the frequency of the phonon, r is the position
and ¢ is the time. Here, periodic boundary conditions are used,
and kp, = 27n/L, where n is an integer and L is the length of
the simulated system along kp,. Next, one runs spin-lattice
dynamics (with initial velocities of atoms equal to zero to
simulate sound velocity at zero temperature) using the micro-
canonical ensemble NVE for at least few periods of the kinetic
energy. In our simulation, we set the time step df = 1 fs, and
we verify that the total energy is preserved. Last, the phonon

TABLE II. Calculated and experimental elastic constants, MEL constants (b;), magnetostrictive coefficients (1), MCA (K;), saturation
magnetization (M), and density (p) for BCC Fe at zero temperature. The elastic constants are calculated assuming collinear (C;) and randomly
(Cl;) oriented atomic magnetic moments without SOC, as explained in the main text.

J

G o K, K, oM poM; p° p"
Elastic SD-MD SD-MD Expt. SD-MD  Expt. SD-MD  Expt. SD-MD Expt. SD-MD Expt. SD-MD SD-MD
constants (GPa) (GPa) (GPa) b (MPa) (MPa) A (x107%) (x107%) (kJ/m?) (kIJ/m?®) (T) (T) (g/em?) (g/cm?)
Cyy 252.56 256.60 243* by —4.41 —3.3° XAy 26.08 26° 55.001 554 226 2.19¢ 8.18 8.28
Ci 139.87 143.84 138" b, 9.73 10.5¢ X1y —3033 =-30°¢
Cyy 106.95 119.99 1222

4Reference [65].
bReference [66].
‘Reference [59].
dReference [67].
¢Reference [68].
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kIl [001]
u |l [100]
BCC Fe

O°<
(s oO

FIG. 1. Initial atomic displacement of a transverse phonon mode
propagating in the direction kyy, || [001] with polarization u || [100]
for BCC Fe. The system size is 10 x 10 x 120 unit cells, while the
displacement amplitude is uy = 0.01ag. The phonon momentum is
kon = 27 /(120ay).

frequency fy is extracted from the fitting of the kinetic energy
(Ek) versus time [69]

Ex(1) = A[l — cos(4 font)], (11)

where A is a fitting parameter that does not depend on time
since no attenuation of the sound wave takes place due to
the lack of energy dissipation for these particular simulation
conditions. Here, in the limit of low momentum (k,, — 0),
the phonon’s velocity (group velocity) vp, approaches the
sound velocity v in the solid (continuum theory) that can be
expressed in terms of the elastic constants. For example, in
the case of a sound wave propagating in the direction [001],
one can approximately compute the sound velocity in the solid
from the phonon’s frequency and momentum as

k||[001]

v = lim vy
kph—0

kpn [1[001] 27Tfph kpn [[001]

12
ko (12)

u u

In our calculations, we use a system size 10 x 10 x 120 unit
cells (24 000 atoms, L = 120ao) with lattice parameter ag and
low phonon momentum n =1 (kyn = 27 /(120a9)) for BCC
Fe at collinear state, see Fig. 1. In the case of paramagnetic-
like state, we increase the system size up to 30 x 30 x 120
unit cells (216 000 atoms) with lattice parameter aj, as dis-
cussed in Sec. IV A. The simulations are performed using
the SPIN package [52] of LAMMPS [46]. As first benchmark
of this method, we study the influence of the displacement
amplitude uy on the calculated frequency for a transverse
phonon propagating in the direction kpy, || [001] with polar-
ization u || [100]. The results are shown in Fig. 2. We see that
below ug = 0.01ay the frequency is not significantly affected
by this parameter, so we use this value for our calculations.
The fitting to extract the frequency for this case (collinear
state without SOC) is shown in Fig. 3. The calculated velocity
using Eq. (12) with the fitted frequency fpch and the value
of ki, = 27 /(120ag) is vy, = 3602.2 m/s. Note that in this
method to further reduce the phonon’s momentum (kp, — 0),
one needs to increase the system size (L) making the simu-

0.10609 [ ' j

k || [001]

u || [100]

S 0.10608 1
T
=
o)
c
@ 0.10607 1
3
(o
[0)
—
L.

0.10606 | 1

0.00 0.05 0.10 0.15
uola0

FIG. 2. Calculated frequency vs the initial displacement ampli-
tude uy of a phonon propagating in the direction kyy, || [001] with
polarization u || [100] for BCC Fe at the collinear state without SOC.

lations more demanding computationally. On the other hand,
one advantage of this method is that could be used to study the
MEL effects on the attenuation of sound waves [1,15,17,69]
through the time dependence of the fitting parameter A(¢) in
Eq. (11) within a simulation that allows energy dissipation.
The study of MEL effects on the attenuation of sound waves
is not performed in the present work.

2. Finite displacement method

To overcome the size limitations of the method based on
the oscillation of the kinetic energy, one can use the FDM
[70]. In the FDM, the phonon’s frequency is derived from
the forces associated with a systematic set of displacements.
Here, we use this method, as implemented in the program
PHONOPY [70,71], also leveraging the PHONOLAMMPS [72]
interface between PHONOPY and LAMMPS. The group velocity
of the phonon is computed as [71]

oD(k
(e(k,j)I%Ie(k,j)), 13)

Ug ﬁuulaoﬁ

N 1
vk D) = e )

0.012 4

S 00101
o 0010

rgy (

o o o
o o o
S o o
I o ©

inetic ene

0.002 1

K

V v

7.5 10.0 12.5 15.0 17.5 20.0
time (ps)

0.000 -

FIG. 3. Fitting to extract the frequency from the oscillation of
the kinetic energy of a transverse standing wave propagating in the
direction k || [001] with polarization u || [100] for BCC Fe at the
collinear state without SOC. Blue points stand for the calculation
with spin-lattice simulations, while the red line represents the fitting
to Eq. (11).
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where j is the phonon’s band index, D is the dynamical ma-
trix, and e is the phonon polarization vector. For the collinear
calculations we generate a supercell with size 4 x 4 x 4 with
lattice parameter af, while for the paramagnetic states, we
use 16 x 16 x 16 with lattice parameter a;;. We find that good
convergence in group velocity is observed for these cell sizes.
The atomic displacement distance is set to its default value
0.01 A. Since in this method we do not have size limitations
for studying phonons with very low momentum (ky, — 0),
we compute the frequency and group velocity for a phonon
with momentum kyp, = 27 /(12 000ap). For example, in the
case of a transverse phonon at a collinear state propagat-
ing in the direction kpy || [001] with very low momentum
k = (0,0, 27 /(12 000qg)), the calculated group velocity with
the FDM is v;h = 3601.2 m/s, which is quite close to the
value obtained with the oscillation of the kinetic energy
(vp, = 3602.2m/s).

3. Corrections to elastic constants

As third method, we consider the MEL effects as cor-
rections to elastic constants. A detailed description of this
approach is given in Appendix A. For example, in the case
of a transverse sound wave propagating in the direction kpy, ||
[001] with polarization u || [100] at a collinear state without

SOC, we have
kll[oo1] Ce
=/ if (14)
u[[100] P

where p° is the density of the material at the collinear state.
Using the elastic constant Cf, and density p¢ (see Table II) at
the collinear state in Eq. (14), we find v¢ = 3615.7 m/s. Al-
though slightly larger than the previously simulated phonon’s
velocity with the oscillation of the kinetic energy and FDM,
this remains within a close agreement.

Ve

III. THEORY OF MAGNETOELASTIC EFFECTS
ON SOUND VELOCITY

In this section, we provide a brief overview of the main
theoretical isotropic and anisotropic MEL effects on sound
velocity. To facilitate the analysis of the simulations, it is
convenient to decompose the isotropic and anisotropic MEL
effects on the fractional change in velocity as follows:

vSOC _ o1
U}"
v — " vSOC —
= +
v v
e — " vSOC —f 1
R =
ve— " pSOC — g ve—"
= + +.
v Ve
Ve — " vSOC _ ¢ vSOC _ o
x~ + + 0
v’ v¢

as)

where v39C is the sound velocity at a collinear state including
isotropic exchange and SOC interactions, v" is the sound ve-
locity assuming randomly oriented atomic magnetic moments
(paramagnetic-like state) including only isotropic exchange
interaction, and v¢ is the sound velocity at a collinear state
including only isotropic exchange interaction. In the last step,
we assumed that the change in the sound velocity due to
MEL effects is small in comparison to the sound velocity
(Jv89C —ve|/v° « 1, |v° = v"|/v" < 1), which is a reason-
able approximation for the spin-lattice model used here (see
Sec. IV).

In experiment, the sound velocity is typically measured
through the pulse echo method [73]. The measured frequency
with this technique F is related to the sound velocity v and
sample length / along the direction of the wave propagation
through the following equation [20,73,74]:

w(F, 1) = 2FI. (16)

Performing a Taylor expansion of sound velocity yields
v
v(F, 1) = v(Fo, lp) + (F —F)
oF 1=l

v
* (ﬂw” —

= v + 2Io(F — Fy) + 2Fy(I — b)), a7

where v(Fy, lp) = vog = 2Fyly. If we subtract vy from both
sides of Eq. (17) and divide both sides by vy, then we obtain
[1,10]

F-F |-

= . 18
Vo Fy * lo 5

UV — Vg

The theoretical expressions for the fractional change in pulse
echo frequency F have been derived by Rouchy er al.
[1,10,11]. In addition to this contribution, in Eq. (18), we
see that the fractional change in length along the direction of
wave propagation must be also calculated in order to com-
pute the fractional change in velocity. This fractional change
in length arises from the magnetostriction induced by MEL
interactions, and its general form for an arbitrary measuring
length direction B is given by Eq. (BS).

The first term in the right-hand side of Eq. (15) corresponds
to the fractional change in sound velocity due to the isotropic
exchange interaction (isotropic MEL effects) [1,10]

DA A L e
+—

’

, 19)

where Y(mf"z) is a function that depends on the isotropic mor-
phic coefficients mf‘2 The form of this function also depends
on the propagation direction of the wave k and polarization
u but not on the magnetization direction M, since this MEL
effect is isotropic. In this isotropic case, the fractional change
in length depends only on the propagation direction of the
wave. The second term in the right hand side of Eq. (15)
gives the anisotropic MEL effects due to the SOC, and may
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be splitted into the following terms [1,10,11]:

vSOC — € kM _ FSOC _ F¢ kM lSOC — e kM
T A T G ’
FSOC — Fc kM ) 5 k.M 5 5 k.M
T = G(mly ,mf’ ) —i—R(ky’ ,AS )
u u u
k.M
+SH)| (20)

u

where G(m}”z, mf’z) is a function that depends on anisotropic
morphic coefficients m}"z and mf’z which are linear combi-
nations of second order in strain MEL constants and third
order in strain elastic constants, R(1?-2, A%2) is a function that
comes from rotational and magnetostrictive effects [11] and
depends on anisotropic magnetostrictive coefficients A”>> and
182, and S(H) is a field-dependent term derived by Simon
[15]. The form of these functions also depends on k, u and M.
The fractional change in length depends on k and M but not
on the polarization u. The relationship between the morphic
coefficients and higher order elastic and MEL constants are
given in Eq. (B10), where we use the same definitions as
in Ref. [11]. Equations (19) and (20) are derived from the
free energy by solving the coupled elastic and magnetic equa-
tions of motion [1,10,11,15,75]. A theoretical description of
all these effects can also be provided by expanding the inter-
nal energy as a series of the Lagrangian tensor components,
as well as symmetrical and antisymmetrical components of
the homogeneous strains [10]. The explicit form of these
equations for the simulated cases is shown in Sec. IV. Al-
ternatively, one can also take into account MEL effects on
sound velocity as corrections to the elastic constants [1,18].
We describe this approach in Appendix A.

IV. RESULTS

A. Isotropic magnetoelastic effects

In the case of a transverse wave propagating along k ||
[001] with polarization u || [100], Eq. (19) reads [10]

V6 — pr [KI00L pe g KIOOL] ey KINOOT]
LA TR F™ uinoo I
k||[001] k|[001] @2
F¢—Fr m
— | =r(m? = o
u||[100] u||[100] 44
c—r k|[[001] & — a’
G =, @1
0
where mg"z is an isotropic morphic coefficient defined in

Eq. (B10). The form of function Y is the same as in Ref. [10],
but note that it is not the same as in Ref. [1] due to a
different definition of morphic coefficients and high-order
MEL constants. The fractional change in length along [001]
arises from volume magnetostriction w, due to the exchange
interaction. Here, to calculate v we consider two types of
paramagnetic-like state: (i) with randomly oriented magnetic
moments along 3D directions (noncollinear spins), and (ii)
random up-down (antiparallel spins) orientations [76]. To sim-
ulate the purely isotropic MEL effects, we do not include

—-8.1206
=== Random in 3D 2
= —8.1208 s Random up-down
S —8.1210 ©
§ -8.1212 S
() (0]
— -8.1214 5
o] 1]
2 -8.1216 0
o a
5 -8.1218
—-8.1220 :
11.10 11.15 11.20 11.25 11.30 11.35
Volume 3\3 /atom)
_8.1210 — Random in 3D 2
£ ' — Random up-down
o ©
5 —81212 30x30x120 1 &
S ~—
 -8.1214 o ¢
= . 2
£ -8.1216 i o
g -1s
w
-8.1218 .

11.10 11.15 11.20 11.25 11.30 11.35
Volume (ﬂ3/atom)

FIG. 4. Calculated equation of state of BCC Fe assuming two
types of paramagnetic-like state: (green line) with randomly ori-
ented magnetic moments along 3D directions, and (red line) random
up-down orientations. Vertical dash line stands for the equilibrium
volume V. The system size is (top) 10 x 10 x 120 and (bottom)
30 x 30 x 120 unit cells.

SOC interaction (dipole and quadrupole Néel’s terms) in the
spin-lattice model. In Fig. 4, we show the calculated EOS of
BCC Fe at these paramagnetic-like states using system sizes
10 x 10 x 120 and 30 x 30 x 120 unit cells. We observe that
increasing the system size up to 30 x 30 x 120 gives similar
EOS for both types of paramagnetic-like states, so that we
use this size to calculate v” through the method based on the
oscillation of the kinetic energy. Moreover, since this system
size is sufficiently large, we do not need to compute v” for sev-
eral random configurations and average them, or use special
quasirandom structure (SQS) method [76]. Note that for the
ferromagnetic state (parallel collinear spins) we do not need
such a large size, so that we use a system size 10 x 10 x 120
unit cells to compute v°. In Fig. 5 we show the calculated
kinetic energy versus time for BCC Fe at these two considered
paramagnetic-like states. Here, we simulated three cases using
an initial displacement amplitude uy = 0.01ay, 1y = 0.05a9
and up = 0.1ay. We see that the paramagnetic-like state with
randomly oriented magnetic moments along 3D directions
increases the kinetic energy rapidly, so that it is not possible
to fit this behavior to Eq. (11). This is due to the fact that this
spin configuration corresponds to a thermal equilibrium state
with spin temperature T, above Te = 1043K (Typin > To),
hence the spin system interchanges energy with the phonon
system, which is initially at zero temperature (Tp, =0 K),
trying to equilibrate their temperatures [52]. Consequently, the
lattice temperature increases rapidly, as seen in the dynamics
of the kinetic energy. On the other hand, the configuration with
random up-down spins is a paramagnetic-like state in terms
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FIG. 5. Kinetic energy vs time of a transverse standing wave propagating in the direction k || [001] with polarization « || [100] for BCC
Fe at paramagnetic-like states: (a) with randomly oriented magnetic moments along 3D directions and random up-down orientations using an

initial displacement amplitude (b) uy = 0.01ay, (c) 0.05ay, and (d) 0.1ay.

of the total energy but it does not correspond to a thermally
equilibrated state above T¢. For example, the spin temperature
for this state using the definition of Nurdin et al. [52,77] is
Tpin = 0 K. Hence, it can mechanically stabilize the oscilla-
tion of the kinetic energy by introducing a small energy shift
(~65 eV = 0.3 meV/atom) on the kinetic energy [Eq. (11)].
In this case, we can extract the frequency of the sound wave
f" (do not confuse with the measured frequency F in the pulse
echo method) if the initial displacement amplitude uy is suffi-
ciently large (19 > 0.01ap) to overcome the noise fluctuations
of the kinetic energy. From the fitting we obtain the frequency
ST =0.111619 THz. We can estimate the sound velocity at
the paramagnetic state by inserting the calculated f” and
k" = 2m /(120qp) in Eq. (12), finding v" = 3776.4 m/s. At
the collinear state, we obtain the frequency f¢ = 0.106063
THz. Hence, the estimated sound velocity using Eq. (12) is
v =3602.2 m/s. Consequently, using Eq. (12) leads to a
fractional change in velocity (v — v")/v"” = —0.0435.

The FDM is a more rigorous and accurate approach to
compute v” than the oscillation of the kinetic energy since
it has no problems associated with the spin-phonon stability
for the paramagnetic-like states at zero temperature. Applying
the methodology described in Sec. IIC2, the FDM gives
(v¢—v")/v" = —0.048 and —0.0408 for paramagnetic-like
state with randomly oriented magnetic moments in 3D and
randomly up-down orientations, respectively. Alternatively,
we can also estimate it by using the corrections to elastic
constants, as explained in Sec. IIC3 and Appendix A. For
example, using the elastic constant Cj, and density p" at

the paramagnetic state (see Table II) in Eq. (14) gives v" =
3807.9 m/s, while for the collinear state we get v = 3615.7
m/s. This gives (v¢ — v")/v" = —0.0505. Therefore we see
that the fractional change in velocity obtained with the three
approaches (from the oscillation of the kinetic energy, FDM
and corrections to elastic constants) are consistent with each
other. Last, we can also estimate the isotropic morphic coeffi-
cient mg"z by inserting the calculated sound velocities (v" and
v9), equilibrium lattice parameters (a;, and a) and elastic con-
stant Cg, in Eq. (21). This procedure gives mg”z = —60.8 GPa
using the velocities derived from the oscillation of the kinetic
energy, and mg”z = —66.5 and —57.4 GPa with the FDM
for paramagnetic-like state with randomly oriented magnetic
moments in 3D and randomly up-down orientations, respec-
tively, while using the velocities given by the corrections to
the elastic constants we find m$> = —69.7 GPa.

In the case of a longitudinal wave propagating along k ||
[001] with polarization u || [001], Eq. (19) reads [10]

Ve — V" kll[oo1] Fe_Fr k||[001] 1 k||[001]
v lupoon ET 01 Ir
k|[[001] k||[001] @,2
FC—F" m
T = Y(}'n?’2 = 3éc s
u||[001] u||/[001] 11
- Kooty o .
=1 aé —a
" == (22)
)

134430-7



P. NIEVES et al.

PHYSICAL REVIEW B 105, 134430 (2022)

TABLE III. Calculated isotropic morphic coefficients of a wave
propagating along k || [001] using the spin-lattice model of BCC Fe
without SOC.

Paramagnetic Morphic
Method u State coefficient ~ GPa
Kinetic energy  u || [100] Random in 3D my? -
Random up-down —60.8
FDM Random in 3D —66.5
Random up-down —-574
Elastic constants Random in 3D —69.7
Kinetic energy  u || [001] Random in 3D me? -
Random up-down -
FDM Random in 3D —10.6
Random up-down —8.0
Elastic constants Random in 3D —4.6

where m‘;"z is an isotropic morphic coefficient defined in
Eq. (B10). Following the same procedure as before and us-
ing Eq. (22), we find m%? = —10.6 and —8.0 GPa through
the FDM for paramagnetic-like state with randomly oriented
magnetic moments in 3D and randomly up-down orientations,
respectively, and m‘l’"2 = —4.6 GPa via the corrections to the
elastic constants. Unfortunately, for the simulated cases of
the longitudinal mode, the oscillation of the kinetic energy
was not sufficiently stable to extract the frequency at the
paramagnetic-like state (f”), so that we could not estimate
m‘l’"2 with this approach. In Table III, we present a summary
of the results obtained for the two isotropic morphic coeffi-
cients of BCC Fe calculated in this work. We point out that
the elastic constants at the paramagnetic state (C};) and the
isotropic morphic coefficients (rm*) are sensitive to the volume
magnetostriction wg of the spin-lattice model.

B. Anisotropic magnetoelastic effects

For the analysis of anisotropic effects, we follow the
same procedure, but now we switch on the SOC (dipole
and quadrupole Néel’s terms) in order to compute the ve-
locity vS9C. We first consider a transverse wave propagating
along k || [001] with polarization # || [100] and magnetization
M _L[001]. In this case, the functions in Eq. (20) read [11]

G H = m:};’z <1 COS 2¢>
ul|[100] 8Ci \3 ’
k||[001] LM
R = —(A"2 = A*D)[1 + cos 2]
| [100]
3
= Z()\OOI — Xu)[1 4 cos2¢],
M (B52)2(1+ cos 2¢)
ull[100] ACs, oM, (H+M+Hp+ 5540300
Hs 2K,
MOMS ’
JSOC_je k([oo1]LM 1 1
— =——A"?=—=)01, 23
Ic 3 5 001 (23)

0.00008 - * FDM H
O Ex
0.00006 |- —— Fit G+R+S+dl/
- ——G(m“)
Z_ 0.00004 | —A—R(1) i
— —¥—S(H)
(lSOC_ lc)/lc
O, 0.00002 - soc |
—4—AC

1
0.00000

SOC

= -0.00002 - 111001],ul|[100]

0.00004 | p,H=40T, H=(Hcos¢,Hsin¢,0)

0 15 30 45 60 75 90
¢ (degree)

FIG. 6. Fractional change in velocity of BCC Fe vs the direction
of the applied magnetic field H = (H cos ¢, H sin ¢, 0) on the plane
XY for transverse wave propagating along k || [001] with polariza-
tion u || [100]. The magnitude of the applied field is uoH =40 T.
Black stars represent the calculations with spin-lattice simulations
obtained from the FDM, while brown solid line is the fitting of these
data to the summation of functions G, R, S, and (I5°C — [¢)/I¢ in
Eq. (23). Blue circles stand for the calculations with spin-lattice
simulations obtained from the oscillation of the kinetic energy (Ex).
Each function G, R, S, and (I5°C — [¢)/I¢ in Eq. (23) is plotted with
pink squares, purple triangles, orange triangles and green dash line,
respectively. Red diamonds correspond to the calculations using the
corrections to the elastic constants given by Eq. (A22).

where ¢ is the angle between M and crystallographic di-
rection [100] and Hp is the demagnetizing field. In our
simulations, Hp = 0 since we do not include dipole-dipole in-
teractions. The MEL constant B®?> = b, and magnetostrictive
coefficients AY>2 = 3Xgo;/2 and A®% = 3A1;;/2 are defined
in Appendix B. The form of function G is the same as in
Ref. [10], but note that it is not the same as in Ref. [1] due
to a different definition of morphic coefficients and high-order
MEL constants. The fractional change in length along [001] is
obtained from the anisotropic part of Eq. (B8). The fractional
change in velocity obtained from the oscillation of the kinetic
energy and the FDM for the spin-lattice model of BCC Fe
is shown in Fig. 6. It is performed at high applied magnetic
field uoH = 40 T where H || M. In analogy to experiment, we
extract the morphic coefficient m} 2 by fitting the results given
by the spin-lattice simulations to the summation of functions
G, R, S and (/3°C — [€)/I€ in Eq. (23). Here, all materials pa-
rameters in these functions are constrained to corresponding
values of the spin-lattice model (see Table II), except m} 2
which is a fitting parameter. This procedure gives m?'z =
—14.3 MPa for method based on the oscillation of the kinetic
energy, and m}"> = —15.3 MPa using the FDM. In Fig. 6,
we also calculated the fractional change in velocity using the
corrections to the elastic constants given by Eq. (A22). We see
that this approach gives similar results to the field-dependent
function S(H), since the linear MEL theory (which does not
include high-order MEL terms) was used both by Simon [15]
to derive function S(H) and Rinaldi er al. [18] to obtain the
SOC corrections (ACSOC) to the elastic constants [1].
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FIG. 7. Fractional change in velocity of BCC Fe vs the magni-
tude of the applied magnetic field along H | [100] and H || [001]
for a transverse wave propagating along k || [001] with polarization
u || [100]. Blue points and red squares stand for the calculations with
spin-lattice simulations obtained from the oscillation of the kinetic
energy for the cases H || [100] and H || [001], respectively. Brown
triangles and green diamonds correspond to the summation of func-
tions G, R, S and (I5°C€ — [°)/I¢ in Egs. (23) and (24) for the cases
H | [100] and H || [001], respectively. The function S(H ) in Eq. (24)
is plotted with pink triangles. Orange and cyan triangles represent
the calculations using the corrections to the elastic constants given
by Eq. (A22).

The case of a transverse wave propagating along k || [001]
with polarization # || [100] and magnetization M || [100] is a
particular case of Eq. (24) when ¢ = 0. This case is calculated
using the spin-lattice model for different values of the applied
field in Fig. 7. Here, we also plot the case when the magneti-
zation is M || [001], where the functions in Eq. (20) now read
[11]

G k||M||[001] B mng
ull[100] 12¢,”
k|| M||[001] 3
R =252 — A2 = Z (11 — Aoor),
ll[100] 2
s k||M||[001] 3 (B5,2)2
ull[100] 2C5,moM,(H + Hp + Mzoiﬂ}) 7
H> 2K,
I‘LOMY ’
JSOC _ ¢ k||M||[001] 2
e = 3% = hoor, (24)

In Fig. 7, we see that both calculated cases (M || [100] and
M || [001]) are in good agreement with the theory at high
applied magnetic fields (uoH > 5 T). In this figure, we used
the previously calculated value m} 2 = —14.3 MPa derived
from the oscillation of the kinetic energy in order to plot
the theoretical function G, while for the other parameters in
Egs. (23) and (24), we set the values of the spin-lattice model
(see Table II). We also see that the spin-lattice model can
correctly reproduce the rotational-magnetostrictive effect at
high applied magnetic fields predicted by Eqs. (23) and (24),

that is

KIOOLL s0C _ e

c
u||M | [100] v

’ vSOC _ e
lim _—
H—o0 V¢

kM ||[001]
u||[100]

k||[001] lSOC — e k||[001]
= R + —lc
u||M||[100] M]||[100]
k(M ||[001] SOC _ e k||M||[001]
—|Rr 4y
lC
u||[100]
2 e,2 3 3
=2\ =A%) — —Aoo1 = oot — 31 (25)

2 2

The factor 2(AV* —A%2) arises from the rotational-
magnetostrictive effect in the fractional change in pulse
echo frequency F, as shown in Refs. [1,10,11], while
the additional factor —3Xg;/2 comes from the fractional
change in length. The fractional change in velocity derived
from the corrections to elastic constants [Eq. (A22)]
approaches the field-dependent function S(H) at high fields
along H || [001], but it does not reproduce the high-order
effects since the used corrections to the elastic constants are
based on the linear MEL theory [18]. The results from the
spin-lattice simulations exhibit a nonmonotonic behavior at
low applied magnetic fields (uoH < 5 T). Similar pattern
has been experimentally observed in single cubic crystals
of disordered Co-Pt alloy [11]. In this low-field regime,
the anisotropy field (uoHgx = 2K;/M;) is comparable to
the applied magnetic field (H ~ Hg). Hence, this behavior
comes from an interplay between these two fields. More
precisely, it is associated to the As effect [11], where stress
anisotropy (K, ) can arise from the stress originated by the
propagation of ultrasonic pulses [78]. This stress anisotropy
effect naturally emerges in the spin-lattice model through
the quadrupole (¢(7;;)) and dipole (/(r;;)) terms of the Néel
energy in Eq. (2) due to the lattice deformation induced by
the sound wave. For example, in Appendix C2, we analyze
the anisotropy field induced by a static tetragonal deformation
coming from the dipole term [Eq. (C8)]. The analysis of the
stress anisotropy created by the sound wave is more complex
than the static case since it becomes both time and spatial
dependent as the wave is propagating through the material.
Such analysis is not performed in the present work. Note
that the low-field regime can not be described by the current
theory since the field-dependent term S(H) was derived by
Simon only under the assumption of high applied magnetic
fields [15] (H > 2K;/[noM;]). Additionally, this regime is
difficult to characterize in experiment since depends strongly
on the remanent state [11]. Hence, we see that the spin-lattice
simulations could be a useful tool to explore and understand
the physics of MEL effects on sound velocity in this regime.

Let us now consider a longitudinal wave propagating along
k || [001] with polarization z || [001]. If the magnetization is
along M || [001], then functions in Eq. (20) read [11]

kjifoor]jim v,2
G _ 2mlc ’
u]|[001] 3¢H

kllfoo1jjm
R =0,
u]|[001]
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FIG. 8. Fractional change in velocity of BCC Fe vs the magni-
tude of the applied magnetic field along H || [100] and H || [001]
for a longitudinal wave propagating along k || [001] with polariza-
tion u || [001]. Open green squares and purple circles stand for the
calculations with spin-lattice simulations obtained from the FDM
for the cases H | M || [100] and H || M || [001], respectively. Red
points and blue squares stand for the calculations with spin-lattice
simulations obtained from the oscillation of the kinetic energy for the
cases H | M || [100] and H || M || [001], respectively. Open orange
and pink triangles represent the calculations using the corrections to
the elastic constants given by Eq. (A24) for the cases H || M || [100]
and H | M || [001], respectively.

k100117
S =0,
u[[001]
[SOC __ jc (kIIOOLIM 5
e = 37 =hoor, (26)

while if the magnetization is along M || [100], then we have
[11]

Nee k||[001],M|[100]

,SOC _ e 1 pSOC _ e [KIM[1001]

S eY)
2 v wlf001]

V¢ ugroon)

We simulated these two cases for different values of the ap-
plied magnetic field in Fig. 8. The spin-lattice simulations
give a constant fractional change in velocity as a function
of the applied field, which is consistent with the lack of
field dependency [S(H) = 0] in Egs. (26) and (27). We also
see that it correctly reproduces the relationship provided by
Eq. (27), which comes from a high-order effect induced by
the anisotropic morphic coefficient m}”z via the function G
and fractional change in length. We can derive the morphic
coefficient mi”z by fitting the summation of the functions in
Eq. (26), where the values for Cf; and Mgy are taken from
Table II, to the fractional change in velocity given by the spin-
lattice simulations in Fig. 8. This procedure gives mi”z =24
MPa using both the FDM and the oscillation of the kinetic
energy. The fractional change in velocity derived from the
corrections to elastic constants [Eq. (A24)] is zero for both
cases (M || [001] and M || [100]) because AS3YC(H) = 0, as
expected from the fact that S(H) = 0 in Eq. (26).

In Table IV, we present a summary of the two anisotropic
morphic coefficients derived for the spin-lattice model of BCC

TABLE IV. Calculated anisotropic morphic coefficients of the
spin-lattice model for BCC Fe.

Method Morphic coefficient MPa

Kinetic energy my? —14.3
FDM —153
Kinetic energy m)? 2.4
FDM 24

Fe in this work. There are in total nine morphic coefficients
mf"z (where u =, B,y and i = 1,2, 3) up to second order
in the direction cosine of magnetization, see Appendix B
[1,10,11]. Although some of these morphic coefficients were
not computed in this study, they can be evaluated in a similar
way by choosing other propagating directions of the wave
[11]. In Tables III and IV, we see that the isotropic morphic
coefficient mg"z (induced by the exchange interaction) is about
four orders of magnitude larger than the anisotropic ones.
This result is in good agreement with morphic coefficients
reported for FCC Ni, where similar differences were observed
[1,19]. Note that the extrapolation of the calculated morphic
coefficients with this spin-lattice model to experiment is not
obvious because they are linear combinations of third order
in strain elastic constants (C; k) and second order in strain

MEL constants (M!“?) [1,10,11]. The SNAP interatomic po-
tential used in the model might describe, at least to some
extent, experimental high-order elastic constants thanks to
its quantum mechanical derivation and complex functional
form [53,58]. However, it is not clear that the Néel model
used in this work could be sufficiently accurate to describe
correctly experimental high-order MEL constants 1\711”‘2 since
it was originally designed to reproduce the experimental MEL
constants B*2 only up to first order in strain [54]. Possible
deviations due to the Néel model might not be relevant in the
calculation of those morphic coefficients where the contribu-
tion of high-order elastic constants is much greater than the
high-order MEL constants [1\713"2 < Cpjpat2, see Eq. (B10)]
[11].

C. Magnetoelastic effects on phonon dispersion

In previous sections, we studied the MEL effects on
phonons with low momentum (ky, — 0) in order to com-
pare the atomistic simulations with the continuum theory
of sound velocity in a solid. Here, we extend our study by
calculating the MEL effects on the frequency of phonons
with larger momentum. In particular, we compute the phonon
dispersion along the I'- H line of k points, see Fig. 9. In
general, we observe small changes in phonon’s frequency due
to MEL effects. For comparison, we also plot in Fig. 9 the
density-functional theory (DFT) calculations performed by
Ikeda et al. [79] using SQS with size 2 x 2 x 2. Close to
the " point (k,, — 0), our calculations with the spin-lattice
model are very similar to the DFT results reported in Ref. [79].
However, at higher values of k, we obtain that the phonon
frequencies of the paramagnetic state are slightly larger than
in the ferromagnetic state, while the opposite behavior was
found by Ikeda et al. [79] with also a higher shift in the
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FIG. 9. Phonon dispersion of (top) transverse and (bottom) lon-
gitudinal modes. Black stars correspond to calculations with the
FDM at paramagnetic (PM) state with randomly oriented magnetic
moments in 3D. Dash orange and solid pink lines stand for the
calculations with the elastic constants at the PM and ferromagnetic
collinear without SOC states (FM), respectively. Blue circles and vi-
olet triangles show data from the oscillation of the kinetic energy and
FDM at a collinear state without SOC, respectively. Green squares
represent calculations obtained from the oscillation of the kinetic
energy at a collinear state with SOC under an applied magnetic field
uoH = (0,0,40) T. Cyan and grey triangles give DFT calculations
performed by lkeda et al. [79] using SQS for the PM and FM states,
respectively.

frequencies. Similar results as in Ref. [79] have been reported
by Novikov er al. [80] using DFT and magnetic moment
tensor potentials. In Fig. 10, we analyze how the fractional
change in the phonon group velocity is influenced by the mag-
nitude of phonon momentum kp,. We observe a significant
modification of (v° —v")/v" as we increase ky,, where the
sign is changed in the middle of I"-H line. This result suggests
that the theoretical equation derived for sound waves Eq. (21)
might only hold for phonon with low momentum (kp, — 0).
On the other hand, (v5°C — v¢)/v¢ is not so strongly affected
by the magnitude of phonon momentum, which means that in
some cases the theoretical fractional change in velocity de-
rived for sound waves might still provide at least a reasonable
qualitative description for phonons with larger momentum.

0.06 i
k|| [001], u || [100]

0.04

0.02

0.00

-0.02

V-V IV

-0.04

-0.06

0.0 0.2 0.4 .
: ka,/2n H
-0.00001 [+ T T T T

k || [001], u || [100]
H || [001], uH=40T

-0.00002 -

-0.00003 R

000004 N 0/ e il

-0.00005 B

(VSOC _ Vc) / Vc

-0.00006 “ L L L
0.0 0.2 0.4 0.6 0.8 1.0

r ka,/2n H

FIG. 10. Fractional change in group velocity of phonons vs
phonon’s momentum along k || [001] with polarization z || [100].
(Top) Fractional change in velocity of the collinear state (includ-
ing only exchange interaction) with respect to the paramagnetic
state with randomly oriented magnetic moments in 3D. (Bottom)
Fractional change in velocity of the collinear state (including both ex-
change interaction and SOC) with respect to collinear state including
only exchange interaction. The calculations are performed using the
FDM. Red dash line represents the calculation with the corrections
to the elastic constants given by Eqs. (A21) and (A22).

As shown in Appendix A, the continuum mechanics within
the infinitesimal strain theory (corrections to elastic constants)
gives a linear dependence of the frequency f on the wave
vector k [see, for example, Eq. (A13)]. In Fig. 9, we see
that this description is correct for low values of the wave
vector (kag/2m < 0.1). At higher values of the wave vector
(kap/2m > 0.1), quantum mechanics and classical atomistic
simulations provide a more realistic relationship between the
frequency f and wave vector k than continuum mechan-
ics. Similarly, in Fig. 10, the continuum mechanics gives
a fractional change in sound velocity that does not depend
on the wave vector k [see Eqgs. (A21)-(A24)], which again
would be a good approximation for low values of the wave
vector (kap/2m < 0.1). Note that the deviation between atom-
istic and continuum mechanics observed in (vS9€ — v°) Jve at
low values of the wave vector (kay/2w < 0.1) is due to the
used corrections to elastic constants ACSOC, which only ac-
count for the field-dependent term S(H ) (Simon effect). This
deviation can be also observed in Fig. 7 at high applied mag-
netic fields. Concerning (v¢ — v")/v", we point out that our
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FIG. 11. (Top) Group velocity of phonons vs phonon’s momen-
tum along k || [001] with polarization u | [100] at ferromagnetic
(FM, v°) and paramagnetic (PM, v") state calculated with (solid sym-
bols) DFT and (open symbols) SD-MD. (Bottom) Fractional change
in group velocity of the collinear state (including only exchange
interaction) with respect to the PM state given by DFT calculation. In
the inset we zoom in the low phonon momentum regime (kay/2mw <
0.4). The DFT calculation was obtained by reproducing the work
done by Ikeda et al. [79] using SQS within the FDM.

atomsitic model could give significant different results as DFT
[79] at high values of the wave vector (kag/27 > 0.5) due to
the deviation observed in phonon’s dispersion (Fig. 9). This
fact is illustrated in Fig. 11, which should be compared with
the results given by the atomsitic model in Fig. 10. A better
a agreement with DFT might be achieved by using magnetic
momentum tensor potentials in the atomistic spin-lattice mod-
els [80]. Note also that the approximation (v — v")/v" K 1
used in Eq. (15) is fulfilled by our classical spin-lattice model
(see Fig. 10) for all simulated k values but not by the DFT
calculation [79] (see Fig. 11).

V. CONCLUSIONS

In summary, we found that classical atomistic spin-lattice
simulations based on the Néel model can describe the main
four MEL effects on sound velocity (isotropic exchange

effects, anisotropic morphic effects, field dependent effects
and rotational-magnetostrictive effects). We verified this ca-
pability for a spin-lattice model of BCC Fe through three
independent approaches: (i) analysis of the kinetic energy, (ii)
forces, and (iii) corrections to elastic constants.

In analogy to experiment, we showed that the morphic co-
efficients (which are linear combination of high-order elastic
and MEL constants) of the spin-lattice models can be derived
from the analysis of the fractional change in velocity. The
calculated morphic coefficients for the model of BCC Fe
exhibit similar order of magnitude as in FCC Ni [1,19]. In
the low magnetic field regime, our simulations revealed an
interesting nonmonotonic dependence on the applied field of
the fractional change in sound velocity associated with the As
effect [11,78], which cannot be described by Simon’s theory
since it is valid only at high applied fields [15]. Hence, the
presented computational framework could be a useful tool to
explore and understand the field regimes still uncovered by
the theory. In the analysis of MEL effects on phonon dis-
persion, we identified significant discrepancies between our
spin-lattice model and DFT calculations [79] for high values
of the wave vector k, which might be improved by using
magnetic momentum tensor potentials in the atomistic models
[80].

In the presented model, we restricted our analysis to
zero-temperature and fixed magnitude of magnetic moments
[81], which might be further extended in the future. As a
complementary tool to quantum and continuum mechanics
methods [30,43], we believe that classical spin-lattice simu-
lations could be helpful to study the combination of magnetic
and atomistic scale effects (e.g., vacancies, impurities, com-
plex defects, or nanostructures) on sound velocity within a
multi-scale approach. Similarly, we envisage that these atom-
istic models might also be exploited in the design of novel
technological magnetoacoustic applications, such as acousti-
cally assisted magnetic recording [32], by using them to find
the optimal conditions for magnetization switching induced
by acoustic waves.
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APPENDIX A: MAGNETOELASTIC EFFECTS ON SOUND
VELOCITY AS CORRECTIONS TO THE ELASTIC
CONSTANTS

MEL effects on sound velocity can be described in terms of
effective elastic constants. In this Appendix, we present a brief
review of this approach. Let us start by deriving the general
procedure to find the sound velocity in terms of the elastic
constants. The equation of motion of an elastic wave is given

J

Oxx Cxxxx  Cxxyy  Cxxzz
Oyy Cyyxx - Gy Cyyzz
Oz _ Czzxx Czzyy  Czzzz
oy | |G Gy Oz
O Coxxx Czxyy Coxzz
Oxy Cxyxx  Cxyyy  Cxyzz

To facilitate the manipulation of this equation it is conve-
nient to define the following six-dimensional vectors (Voigt
notation)

01 Oxx &1 Exx
[ep) Oyy &) Eyy
5 03 _ Oy 7 - &3 _ Ez7 ’ (A4)
04 Oyz &4 28)w
G5 Ozx &s 28
06 Oxy &6 28)0

and replace c;jx by G, contracting a pair of cartesian indices
into a single integer: xx — 1,yy — 2,2z = 3,yz —> 4,2x —
5, and xy — 6. Using these conversion rules the Hooke’s law
is simplified to

6
Gi=) Cy&j. i=1...6 (A5)
j=1
where in matrix form reads
o1 Cn Cn Ci Ca Cs Ci\ (&1
) G Cn Gz Gy G5 Cp 2
Gl |G G Gy G Gs G || 8
Ga| |Cu Cao Ciz Cu Cys Cue 4
Gs G Cso Cs3 Csq4 GCss Csg 5
G6 Coi Coo Coz Coa Cos Cos ] \ %6
(A6)

We additionally assume that our material is hyperelastic (there
exists an elastic energy function) what implies that C;; = Cj;.
Next, using Egs. (A4) and (AS5) in the equation of motion

by [82]

8214,-

PﬁZZ

J=X, .2

Boij

PP i=ux,y andz,
J

(AD)

where p is the mass density, u is the displacement vector
and o;; is the stress tensor that is related to the fourth-order
elastic stiffness tensor c¢;ji; and the second-order strain tensor
&;j through the generalized Hooke’s law

oij= Y cijugu. Gj=x y andz.  (A2)
k,l=x,y,z

Using the symmetry of the stress and strain tensors, the
Hooke’s law can be written in matrix notation as

chyZ CX)CZX cxxxy SX)C
Cyyyz Cyyzx Cypxy Eyy
Czzyz  Czzzx Czmxy &z
’ ’ A3
Cyzyz  Cyzzx  Cyzxy 2¢ vz (A3)
Cayz  Cazxzx Coaxy 264
Cxyyz  Cxyzx  Cxyxy 28xy
[
Eq. (A1) gives
—82"x2c8+ca+ca~
= in i in )¢
ot — = \""or, " o, " " or,
Puy 9 9 9
— = Coi— +Coi— + Cyi— )&,
ar2 ;( o T T 48rz)
Pu, o 9 3 3
— = Csi— + Csi— + C3;,— )&;. A7
a2 2( Tore T Mor, 8rz> (A7)

For small deformations (infinitesimal strain theory), the strain
tensor can be expressed in terms of the displacement vector u
as [82]

1 Bu,- 814]- L.
1 Oui\ i i—x. y andz. (A8
b Z(Br‘,’_{_i)ri) bj=x oy andz. (AS)

Hence, combining this equation with Eq. (A4), the six-
dimensional vector &; can be expressed in terms of the
displacement vector as

= Quy
€1 Exx ory
. duy
&2 Eyy ary
b € Qu
- 3 2z r,
& = = = 2 == 314‘» du, (A9)
o £y o+ o
g 2¢ dup 4 dug
~5 “ ar; ary
€6 2exy duy | Ouy
ary ary
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Last, replacing Egs. (A9) in Eq. (A7) and considering a
monochromatic elastic wave u; = uy, TN e find [82]

Ay Axy Ay Uy
Ayx Ayy A}'Z

Ay Ay Ay u;

, (A10)

Uy | =

S OO

where

A = —pQ2r f)* + (k:Ci1 + kyCo1 + kCs1 )ky
+ (Cisky + Cesky + Cssk, )k,
+ (keCi6 + kyCo + k.Cse )k,

Ay = (Craky+Cesky + Csak )k, + (ke Cra + kyCop + k,Csp)ky
+ (Cigky 4 Cesky + Csgk, k.,

A, = (Ciaky + Cosky + Csak)ky + (Cisk, + Cesky + Cssk, )k,
+ (Cizky + Co3ky + Cszk, )k,

Ay = (kCo1 + kyCoy + k,Cap)kx + (Cosky + Cosky, + Cask, )k,
+ (kCe6 + kyCos + k,Cas)ky,

Ay = —pQu f)* + (Cosky + Caaky + Cask k.
+ (kCe2 + kyCon + k,Car)k,
+ (Ceskyx + Cogky + Cagk; )k,

Ay = (Cesky + Cosky + Cask; )k, + (Cosk, + Cosky + Cask, Dk
+ (Co3ky + Cozky + Cyzk; )k,

Az = (kCsy + kyCay + k. C31)ky + (Cssky + Casky + Cssk, )k,
+ (kCsg + kyCas + k. C36)ky,

Ay = (Cssky + Caaky + Cask )k, + (k:Csp + kyCap + k. C32)ky
+ (Csgky + Casky + Csgk; )k,

Az = —pQr f)? + (Cssky 4 Casky + Caako )k,
+ (Cssky + Cysky + Cssk, )k,

u || [100] (4, = 0 and u, = 0), we obtain the following rela-
tion from Eq. (A10):

[—oQ@7 f)? + Cssk? Ju, = 0, (A12)

hence in this case, the frequency f is related to the wave vector

k as
k[|[001] C
=k [ 2.
u([100] P

The velocity of propagation of the wave (group velocity) v is
given by the derivative of the frequency 27 f with respect to
the wave vector k [82]

a2 f) 02rf) 92nf) AQ2xnf)
vV = =
ok dke 0k, Ok
Applying Eq. (A14) to Eq. (A13) yields

k||[001]
~ (0.0, /=), @)
u[[100] p

thus the magnitude of sound velocity is

Kll[001] [ Css
u/[[100] P

Similarly, for the longitudinal mode u || [001] (u, = 0 and

u, = 0), we obtain
K|[001
[I[001] B %
uioor; \ P

Note that for these particular cases the sound velocity is par-
allel to the wave vector (v || k), however this relationship do
not generally hold in crystals [82]. It is generally true in an
isotropic body [82].

Next, for cubic crystals, we may write the effective elastic

27 f (k) (A13)

). (A14)

k||[001] a(znf)
v =7
wll[100] ok

v (A16)

v (A7)

+ (Cszky + Cazky + Cszky )k, (Al1)  tensor that includes all MEL effects as
From.Eq. (A10), one can straightforwardly derive the sound Cj =Cl; + AC) + ACSOC, (A18)
velocity. For example, in the case of a transverse wave prop- Y Y Y
agating along k || [001] (k, = 0 and k, = 0) with polarization where
|
C, C, C}, 0 0 0 ACIJl ACIJ2 ACIJZ 0 0 0
¢, €, Cf, 0 0 0 AC{Z ACIJI ACIJZ 0 0 0
o c, C, C, O 0 0 AC — AC],  AC,  ACY 0 0 0
o 0o o0 c, 0 o] 0 0 0 AC, o0 o |
0 0 0 0 ¢, O 0 0 0 0 ACY, 0
0 0 0 0 0 cy 0 0 0 0 0 ACY,
BCPC BCHS G ACKS BCKS ACKE
BCEC LGRS G ACKS ACKS ACKE
oo _ | BCRC 8GR aCHC nCC aC® Acy®
ACTT=LACe ACSC ACSC ACSOC ACEC ACSOC (A19)
BCE ACEC ACEC ACES ACEC BCHS
ACEC DCHRC BCHE ACKS BCRT ACHS
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The term C" corresponds to elastic tensor at the paramagnetic-
like state (i.e. with randomly oriented atomic magnetic
moments) including only isotropic exchange interaction. The
term AC’ gives the correction to the elastic tensor when the
isotropic exchange interaction is included and the system is at
the ferromagnetic state (parallel collinear spins). Hence, we
have

ACljl = Cf] - Clrl’
AClJz = CIC2 - Clrzv
ACY, = C5, — Chy, (A20)

where Cy; is the elastic tensor when the isotropic exchange
interaction is included and the system is at the collinear state.
Note that the paramagnetic and collinear states including only
the isotropic exchange interaction do not change the cubic
crystal symmetry, so that AC’ has the same symmetry as C".
The term ACS®C provides the correction to the elastic tensor
when SOC is included [18], and depends on the applied
magnetic field ACSOC(H). The correction due to SOC can
lower the crystal symmetry, so that the symmetries of ACSOC
could be different to C¢ and AC”.

In the case of a transverse wave propagating along k ||
[001] with polarization u || [100], combining Egs. (A16) and
(A18), we find that the fractional change in velocity when the
system changes from a paramagnetic state (Css = Cj,) to a
collinear state including only the isotropic exchange (Css =

Ciy + ACA{4 = C44) is i
+ k[l001] / /C44

c J—
e
o’

v
(A21)

T
Similarly, if we include both the isotropic exchange and SOC
(Css = Cjy + ACY, + ACEOC = C5, + ACSOC), then the frac-
tional change in velocity with respect to the collinear state
with only isotropic exchange reads

SOC
»S0C _ e [kI001] 44*?05 _JCu C44
- — (A22)
v u||[100] Cay
pC

In the case of the longitudinal mode, using Eq. (A17), we

obtain '
b6 — pr (MO0 \/?_\/?
— =1 (A23)
v lujoon F
SOC
pS0C _ e [KlI1001] C11+AOCz3 \/T
: = - . (A24)
v lugoon \/C_T
o
In this work, we use the elements of the tensor ACS°€ cal-

culated by Rinaldi and Turilli [18] for cubic crystals based on
the linear MEL theory. Hence, these elements can not describe
the high-order effect coming from morphic coefficients [func-
tion G(m) in Eq. (20)]. Similarly, they can not account for the
rotational-magnetostrictive effect [function R(X) in Eq. (20)]
because it requires the finite strain theory [10]. Consequently,
the tensor ACiSjOC calculated by Rinaldi and Turilli [18] can
only describe the Simon effect [15], that is, the field dependent
term S(H) in Eq. (20) [1]. The elements ACSSSOC and AC3S3OC
in Egs. (A22) and (A24) calculated by Rinaldi and Turilli

read [18]
SOC b% 0\2 0\2 0.0
0% = B0+ 00 e+ 20800
4b2( ) Xzz
ACSOC = —M2 , (A25)
where
2 2 -2 -2
cos” 6y cos sin” 6 sin
Xxx:M§|: 0 <P0+ 0 (00],
Egg E‘ﬂ‘ﬁ
M2 sin 6 cos 6y cos ¢y
XXZ - Eee )
sin” 6y
Yo = M5 — (A26)
00

The quantities o =

= sin 6 cos @y, ) = sinf sin gy, and
ag = cos 6y are the equilibrium direction cosine of magneti-

zation that minimizes the magnetic energy E given by

b% b2
E(9,¢)=<K1+ — - )
Cii —Ci, 2CX4
x (sin® § cos? ¢ sin” @ sin®
+ sin® 6 cos? ¢ cos? O + sin® @ sin® ¢ cos” 6)
— poM,(H, sin 6 cos ¢ + H, sin 6 sin ¢

+ H,cos0), (A27)
where
_10%E
00 = 5502 0=<90,(p=(/70’
13’E
vy = 58_<p2 0=(-)0,zp=¢70. (A28)

APPENDIX B: INTERNAL ENERGY IN THE
LAGRANGIAN DESCRIPTION

It is convenient to work out the internal energy including
high-order terms to facilitate the interpretation of the mor-
phic coefficients calculated with atomistic simulations. In this
Appendix, we write the explicit form of the internal energy
in the Lagrangian description, as defined by Rouchy et al. in
Ref. [10]. The internal energy it is expanded in series of the
Lagrangian strain tensor 1;; which is defined as [10]

1
nij =&+ 3 ; (exi + wri)(erj + wyj), (B1)

where ¢;; is given by Eq. (A8) and

1 ou;  Ou;
Wij = ACT YA

rj o
The use of the Lagrangian tensor (finite strain theory) is re-
quired to theoretically describe some MEL effects on sound
velocity, like the rotational-magnetostrictive effect [function

R()) in Eq. (20)] [1,10,11]. For the analysis of the results
given by the atomistic simulations in this work, it may be

i,j=x,y andz. B2)
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enough to consider the following terms in the internal energy
per volume [10]

E=E\+E} +E,, +E, +E,, (B3)

me

where E/, and E! are the elastic energy terms up to second
and third order in the Lagrangian strain, respectively, E/ and
E!! are the MEL energy terms up to first and second order in
the Lagrangian strain, respectively, while E, is the unstrained
MCA energy. These terms are given by (cubic crystals, point
groups 432, 43m, m3m) [10]

Ci
E(_{z =7 (iﬁx + 77§y + ni) + Clz(nxxrlyy + Nuxlzz + n)'ynzz)

+2Cu (0l + 15, + 1)

(Uxx[ﬂy» + N+ 77» [Mx + 1221 + nzz[n}y + nxx])

+ Cio3nxxtyy Mz + 2C1as (ﬂxﬂliz + e+ N niy)
+2Cs5 (M [y + 0z 4 0202z + ]
+ Ufy[ﬂxx + Myy1) + 8Cas6MxyNyz Nz
ElL, = B**U“R*?> + B"*[U]/ R + U} K} ]
+ B2 UKD + USRS + USRS ?]

1 1
= _Ba’z(nxx + 1y + Nz) + By'z(l:af - _]nxx

3 3
1 1
el =55 ])

+ 2B°2 (ay:y: + a0z + @iy,

E! = MY R™? 4+ M TISKR*? + MO TSR ?
A RV 4 TR [ KT
LR 421 R 4 TR )

+ M1€’2[H€1,1Ki9’2 + H?,zkze’z + Hi,3k3€’2]

+ M52 [15 K2 4 TI5 K52 + T3 5K

+ M55, Ky 4 TG ,K5 2 + 15 ,K5 ],
E, = R*OR*2V2 4 ReORe4y4, (B4)
where C;; and G ik are the second and third order in the

Lagrangian strain elastic constants, respectively, B# and 1\711“ 2
(u = a, B, ¢) are the first and second order in the Lagrangian
strain MEL constants (up to second order in the direction
cosine of magnetization e), respectively, while V! are the
MCA constants. The quantities I?i“ are the cubic harmonic
polynomials in terms of ¢, that is [10]

- ~ 1
B =3, K" )= —,
V3

. 1 3

o4 _ 4 4 4
K (ot)—ﬁ<ax+ay+az—§>,
_ 2 a? +a?

2 x

Kly (o) = 5(‘13— ) )>,

_ 1 _
K2V,2(a) = ﬁ(af — a)%)’ Kf’z(oc) = \/anaz’
R (@) = V2o, R (@) = V2u0,. (BS)

The quantities U/ are linear strain operators for cubic crystals
[10]

o 1
U* = ﬁ(nxx + My + 022,
/2 Nax + Ny 1
Uly = g(nzz — —2 2 ), Uzy = _ﬁ(nxx - nyy)

Uy = \/zflyz, U, = \/Enzx, Us = \/E”xw (B6)

while H“ are quadratic strain operators for cubic crystals [10]

o 1
Hl %(nxx + n)v + TI”Z)
1
Hg %(nxxnw + Ny + NaxTlzz)s
o 1
I—[3 ﬁ(n\z + nxx + nxy)
2(, Mt I
H)l/,l = g(nzz - T > H){’z = f(nxx - ﬂ)y)
2 MyyTzz + Nzl
ny, = \/;(nxxnyy _ %)
1

l_[12/,2 = E(ﬂy}'nzz — Nz Max)s

2(, nﬁz + 12 [ 2
H}S/,l = \/g(nxy - ) > H;/,Z = E(nyz - nzx)’

Hsl,l = \/E”xxnyu Hi,z = ﬁnyynzx, ;= \/Enzzﬁxy,
M5, = V200 + 0 1155 = V202 + M) zxs

TS 5 = V2(0u + y)ys 1151 = V210004,

M5, = V2ngme, 1055 = V20, (B7)

The fractional change in length can be obtained from the
minimization of the elastic and MEL energy [83]. It can also
be written as an expansion of cubic harmonic polynomials
with respect to & and measuring length direction B, that is
(10]

I—1|"
l() ,B

= AR R (B) + 172 [K](@)K] % (B)

+ K2 @K] 2 (B)] + 22 [ 2 (@)K *(B)
+ R @R (B) + K2 @)K (B)]

| 1
= gx“ + /\V’2<Otfﬂf +oB)+aih - §>
+ 2)»8’2(leay/3xﬂy + O[yO[Z,ByﬂZ T o0 Bif),
(B8)
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where
@2 B*?
T Cn+2Ch
A2 = _LJ
Cii—Ci’
per = B2 (BY)
Cyy

The morphic coefficients mﬁ"z are linear combinations of C; Jk
and M/* and are given by [10]

o o 1 ~ ~
m? =My + E(Cm +2C112)A",

m§? = My? + (Cios +2C112)A*?,
m§? = M§? 4 2(Cras + 2C155)A*7,
. 1 .
m} 2= My 4 E(Cm — CiA"7,
m} 2= 1y > (Cis — Cripn 2,
m} 2= ~%/’2 + 2(Craq — Ci55)A72,
| 2= ~f‘2 +2C144052,
m§2 — ~§2 +2C155)\.£2
ms? = M5? + 4Cys5605 (B10)

The definitions for m/* and M/’ are the same as in
Ref. [10], but note that they are different to the expressions
used in Ref. [1]. The MEL constants 1_?“’2, magnetostrictive
coefficients A*»> and MCA constant V* are related to the
corresponding properties of the spin-lattice model given in
Table II through [54]
3 3
A= oo, AP = S,
5 oot A
pr=_K
5
One final remark about the definition of the MEL constants.
By restricting the following analysis to the infinitesimal strain
theory, where the Lagrangian tensor 7;; is replaced by the
strain tensor &;;, the MEL energy E] , in Eq. (B4) becomes

B"'? =b,, B"?=b,, (BI11)

E! —lBa'z(s + &y + &)
me — 3 XX yy 2z

1 1 1
+ B”’2<|:af — g}exx + [a§—§:|eyy+[azz — g]ea>

+ ZB*:"’Z(()tyotzsyZ + 008 + U0y Exy). (B12)

This term is typically rewritten using other definition of the
MEL constants as [83]
E,fm = bo(&xx + &)y + &) + by (otfexx + ayzeyy + azzszz)
+ 2by (0 0ty &y + Cy0t Ex + O1y02zE ), (B13)

where

1
by = —(B*> — B"?), B*?=3by+b.

3 (B14)

From a mathematical point of view, both forms of the MEL
energy are equivalent. However, the definition of MEL con-
stants in Eq. (B12) has the advantage that fully decouples the
isotropic and anisotropic magnetic interactions, which might
be helpful in a systematic theoretical analysis of the effects
of magnetic interactions on MEL phenomena. Namely, B%>
contains all contribution to the MEL energy from isotropic
magnetic interactions like the isotropic exchange, while B2
and B®? contain all contribution to the MEL energy provided
by anisotropic magnetic interactions like SOC and crystal
field interactions [1]. This means that by has contributions
from both the isotropic and anisotropic magnetic interactions,
as shown by Eq. (B14). For example, we can also see this fact
in the relationship between volume magnetostriction (induced
by the isotropic exchange) and MEL constants

Bm’2 o 3b() + bl
Ci1+2C,  Cn +2C’

where by cannot account for the entire contribution of
isotropic exchange interaction to w; by itself.

wy ~ A% = (B15)

APPENDIX C: NUMERICAL TESTS

During the production of this work we identified possible
issues in the implementation of the applied magnetic field (H)
and anisotropy field (H k) in the SPIN package [52] of LAMMPS
[46]. In this Appendix, we provide two numerical tests that
helped us to verify the correct implementation of these quan-
tities. We recommend to perform similar tests before running
complex spin-lattice simulations involving H and Hy in the
spin dynamics.

1. Test for the applied magnetic field

As a general rule to verify the correct implementation of
any quantity in a simulation, it is convenient to design a simple
test that only involves this particular quantity in order to avoid
additional effects on the results coming from other possible
issues. Similarly, exact analytical solutions could be helpful in
these tests to identify possible missing factors in the program
implementation easily. For example, we can check the applied
magnetic field H through the analysis of the precession of the
atomic magnetic moments. To simplify the theoretical anal-
ysis, we only perform spin dynamics (frozen lattice) at zero
temperature without damping in the Landau-Lifshitz-Gilbert
(LLG) equation (A g = 0). Moreover, in the spin model we
set an initial collinear state and only include the Zeeman term
in the Heisenberg Hamiltonian [first term in the right-hand
side of Eq. (2)]. Hence, under these conditions, the equation of
motion of each normalized magnetic moment §; = p;/[; is
reduced to

dS,'
dt
where y = 1.76 x 10" T~!s~! is the gyromagnetic ratio and
Wo is the vacuum permeability. Assuming the applied mag-
netic field along the z axis, the exact analytical solution of this

differential equation for the x component of each normalized
magnetic moment s, ; is

Sx,i(t) = 55,:(0) COS(anprect), (C2)

= —y(si X pnoH), (ChH
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time (ps)

FIG. 12. Test for the correct implementation of the applied
magnetic field. Simulated dynamics of the x-component of the nor-
malized magnetic moment s, with (blue circles) the SPIN package
[52] of LAMMPS [46] and (green squares) VAMPIRE code [44]. The
red line represents the theoretical solution given by Eq. (C2). The ini-
tial direction of the normalized magnetic moment is s,(0) = 1/ V2,
5,(0) =0, and s.(0) =1/ /2, while the applied magnetic field is
noH = 10 T along the z axis.

where the precession frequency is

f prec — %
Therefore, to check the correct implementation of H in the
program, one can compare the theoretical solution [Eq. (C2)]
with the numerical result given by the simulation. This test
is shown in Fig. 12 using an initial direction of the nor-
malized magnetic moments s5,(0) =1 /\/5, 5,(0) =0, and
5.(0) = 1/+/2, and applied magnetic field oH = 10 T along
the z axis. Here, we also double checked the result with the
atomistic spin dynamics program VAMPIRE [44].

(C3)

2. Test for the anisotropy field

The following numerical test to verify the correct imple-
mentation of the anisotropy field (Hg) is inspired by the
Sucksmith-Thompson method [84] that is typically used to
measure the MCA constant of uniaxial magnets with easy
axis (K, > 0) in experiment. Let us consider a single domain
magnet with easy axis MCA, so that the magnetic energy per
volume is given by the Stoner Wohlfarth model [84]

E
V= K, sin® 0 — poMgH cos(® — 0), (C4)

where K, > 0 (easy axis), 6 and © are the angles between the
magnetization M and applied field H with respect to the z axis
(easy axis), respectively. Now, we set the applied field along
the x axis (H = (H, 0, 0), ® = 7 /2) and find the equilibrium
x component of magnetization (M, ¢q) by minimizing the total
energy with respect to M, = My sin 6, that is

0 E_ g Mg _ H (C5)
oM,V Ms — Hg
where
Hy = 2K, . (C6)
oMy

0.700 1 O LAMMPS
—— Theory
0.675
. ()

" 0.650 o . o o
% 0.625 1 o co
S 0.600 - O

0.575 o-\,o o

Qo
0.550
0.525

0 200 400 600 800 1000 1200
time (ps)

FIG. 13. Test for the correct implementation of the anisotropy
field. Simulated dynamics of the x component of the normalized
magnetization M,/Mg with (blue circles) the SPIN package [52]
of LAMMPS [46] for BCC Fe under a tetragonal deformation 7 =
co/ap = 1.02, where ay = 2.83023 A. The red line represents the
theoretical equilibrium x-component of the normalized magneti-
zation M, .q/Ms given by Eq. (C9). The initial direction of the
normalized magnetization is M, (0)/M, = 1/ ﬁ, M,(0)/M, = 0, and
M_(0)/M, = 1/+/2, while the applied magnetic field is poH =
(0.05, 0, 0) T. In this test, we used the parameters given in Sec. II B,
but we don’t include the quadrupole term [g(r;;) = 0] in order to be
consistent with the theoretical derivation of Eq. (C9). Moreover, we
perform only spin dynamics (frozen lattice) with high LLG damping
to speed up the convergence to the equilibrium state.

Therefore, to check the anisotropy field in the program, we
can compare the theoretical x component of magnetization
at equilibrium [Eq. (C5)] with the numerical result obtained
in the simulation. To this end, we consider the spin-lattice
model described in Sec. II (two-ion anisotropy) for BCC Fe
under a tetragonal deformation in order to induce an effective
uniaxial anisotropy (K,). To simplify the following theoretical
analysis of the Néel model, we consider a collinear state at
zero temperature, only spin dynamics (frozen lattice) and we
don’tinclude the quadrupole term of the Néel model (¢(r;;) =
0). Using Eq. (5), we find that the effective uniaxial MCA
constant (K,,) can be written in terms of the dipole term [/(r;;)]
of the Néel model as
K, = %[HNéel(s = (1,0,0)) — Hneer(s = (0,0, 1))]
A4 (rodng 1 — 12
B Vo241

(C7)

where ny is the number of atoms in the volume V, t = ¢y/ag
is the ratio between the lattice parameters ¢y and ay = by
(tetragonal deformation) and ro = (ag/2)+/2 + 2. Note the
selected parameters in Eq. (C7) for this test should lead to an
easy axis (K, > 0). Replacing Eq. (C7) in Eq. (C6) yields the
following anisotropy field

81(rp) 1 — 72

Hy = -
K pop 2+ 12

(C8)

where p is the atomic magnetic moment. Here, we also used
the expression M = nyu/V. Hence, replacing Eq. (C8) in

134430-18



ATOMISTIC SIMULATIONS OF MAGNETOELASTIC ...

PHYSICAL REVIEW B 105, 134430 (2022)

Eq. (C5) gives

My H

Ms  Hyx

_ puoH 2+ 77
8l(rg) 1 — 72’

(&)

This test is shown in Fig. 13 using an initial direction of the
normalized magnetization M,(0)/M; =1/ V2, M,(0)/M, =
0, and M. (0)/M, = 1/+/2, and applied magnetic field poH =
(0.05,0,0) T. The applied tetragonal deformation is 7 =
co/ap = 1.02, where ag = 2.83023 A. In this simulation we

used the parameters given in Sec. II B, but we don’t include
the quadrupole term (g(r;;) = 0) in order to be consistent with
the theoretical derivation of Eq. (C9). Moreover, we perform
only spin dynamics (frozen lattice) with high LLG damping
to speed up the convergence to the equilibrium state. Note
that this test involves also the applied magnetic field, so that
it is convenient to verify it first through the test described
previously in Sec. C 1. A similar test as this one could also
be used to verify the correct implementation of the anisotropy
field in a spin model with other types of MCA like the one-ion
anisotropy [38,55].
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