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Perturbation theory and thermal transport in mass-disordered alloys:
Insights from Green’s function methods
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Lowest-order quantum perturbation theory (Fermi’s golden rule) for phonon-disorder scattering has been used
to predict thermal conductivities in several semiconducting alloys with surprising success given its underlying
hypothesis of weak and dilute disorder. In this paper, we explain how this is possible by focusing on the case
of maximally mass-disordered Mg2Si1−xSnx . We use a Chebyshev polynomials Green’s function method, which
allows a full treatment of disorder on very large systems (tens of millions of atoms) to probe individual phonon
linewidths and frequency-resolved thermal transport. We demonstrate that the success of perturbation theory
originates from the specific form of mass disorder terms in the phonon Green’s function and from the interplay
between anharmonic and disorder scattering.
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I. INTRODUCTION

Vibrational thermal properties of condensed matter sys-
tems play critical roles in determining material stability and
synthesizability, properties and functionalities, and resulting
pathways towards building useful multicomponent, multiscale
devices for a variety of technologies [1–4]. Often material
synthesis pathways are designed to reduce crystal imper-
fections for improved properties such as low electrical and
thermal resistances. However, sometimes defects and disor-
der are intentionally created to improve structural and elastic
behaviors or increase thermal resistance [5–7]. Alloys repre-
sent such a class of materials which have played critically
important roles in technological advancements over the course
of human history, e.g., bronze tools and weapons, steel con-
struction materials, and high temperature aluminum alloys in
combustion engines.

In terms of thermal management applications, a variety
of novel alloys have been developed and employed, partic-
ularly towards reducing vibrational contributions to thermal
transport for more efficient thermoelectrics—example alloys
include Si1−xGex [8], PbTe1−xSex [9], half-Heusler alloys
[10], and Mg2Si1−xSnx [11,12]. To build insights into the
vibrational behaviors of these materials, density functional
theory (DFT) based Peierls-Boltzmann transport models have
been developed and deployed to examine intrinsic and extrin-
sic phonon scatterings and resulting thermal conductivities
(κ) as a function of alloy concentration (x) [13–15]. These
models have been surprisingly successful despite the array of
ad hoc approximations employed: virtual crystal approxima-
tion (VCA), perturbation theory for mass disorder (Fermi’s

*thebaudsj@ornl.gov
†lindsaylr@ornl.gov

golden rule), and lack of force disorder. In particular, the VCA
ignores short range variations in the alloy systems and per-
turbation theory is not well-justified for systems with strong
disorder, as is the case for the alloys described above. A
case may be made for ignoring force disorder as the alloying
elements are often isoelectronic; however, more recent DFT
Green’s function calculations of phonon-disorder scattering
and κ in In1−xGaxAs have demonstrated that even this as-
sumption is not fully valid [16].

Building on previous work featuring mass disorder in
spring-mass models [17], here we critically examine the
widely used VCA and perturbation approximations for
describing phonon-mass-disorder scattering in alloyed semi-
conductors from DFT methods with specific application to
maximally mass disordered Mg2Si0.5Sn0.5. We confront this
standard methodology with a more rigorous nonperturba-
tive approach, the Chebyshev polynomials Green’s function
method (CPGF) [17–20], thus isolating the effect of the per-
turbative approximation on the phonon lifetimes and on the
thermal conductivity. We find that the general VCA phonon
quasiparticle picture breaks down above a certain frequency
but succeeds in describing low-frequency long-wavelength
acoustic phonons that carry much of the heat in this system.
Moreover, the presence of an ordered Mg sublattice reduces
the sensitivity to disorder of dispersive optic phonons, en-
abling them to play a significant role in heat transport. In
light of these results, we discuss the conditions under which
we expect the thermal conductivity to be well-predicted by
perturbation theory.

II. MASS DISORDER MODELS

In this section, we describe calculations of the phonon
spectrum and phonon transport in mass-disordered alloys
from (i) the virtual crystal approximation and Fermi’s golden
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rule (quantum perturbation theory) and (ii) the Chebyshev
polynomials Green’s function method [21].

A. The virtual crystal approximation and Fermi’s golden rule

In the VCA, the various properties of the alloy (e.g.,
masses, lattice constants, interatomic forces) are determined
by the weighted average of the same properties of the end
member materials based on the alloy concentration [22]. That
is, the alloy is treated as a perfect crystal with modified
phonon dispersion and other intrinsic properties based on the
end members. The phonon scattering rates due to alloy mass
disorder are then calculated via quantum perturbation theory,
i.e., Fermi’s golden rule (FGR) [23,24]:

1

τ FGR
q j

= π

2N
ω2

q j

∑
k

gk

∑
q′ j′

|ek,q j · e∗
k,q′ j′ |2δ(ωq j − ωq′ j′ ) (1)

with N the number of cells in the crystal, ωq j the VCA
frequency for phonon with wave vector q and polarization
j, and ek,q j the normalized VCA eigenvector for the atomic
site that the alloyed atoms occupy labeled by k. Here, gk =
fk (mk − mvc)2/m2

vc is a mass variance parameter for the kth
atom type of the alloyed site with mk being the mass of the
kth atom type, mvc being the VCA averaged mass, and fk

being the concentration of the kth atom in the alloy. The total
phonon scattering rate can be obtained from Matthiessen’s
rule: 1

τq j
= 1

τ FGR
q j

+ 1
τ

3ph
q j

, where τ
3ph
q j is the lifetime limited by

anharmonicity, most often computed from three-phonon inter-
actions. Within the relaxation time approximation, the thermal
conductivity (κ) along a particular direction x can be deter-
mined by

κ = 1

�

∑
q j

C(ωq j )v
2
x,q jτq j (2)

with � the volume, C(ωq j ) the heat capacity, and vx,q j the
velocity of the mode in the x direction.

This methodology has been widely used in the literature
to predict the thermal conductivity of various semiconduct-
ing alloys [15,25–28]. In some studies, the phonon-disorder
scattering has been treated using the T -matrix approximation,
which takes into account multiple scatterings off a single
impurity and is therefore exact in the limit of dilute disorder
[16,29]. However, for mass-disordered binary alloys at the
50% composition, multiple-occupancy corrections to the T-
matrix cancel all contributions from three or more scatterings,
leaving only the FGR term (see Eq. (20) of Ref. [30] and Fig. 9
of Ref. [31]). Thus we only consider the FGR in the present
study. In particular, it has been very successful for Si1−xGex

[13] and Mg2Si1−xSnx [14], two cases when a straightforward
comparison with experiment has been possible. This success
is unexpected since the FGR, as a lowest-order perturbation
theory, is supposed to be valid only for weak, dilute disorder.
In Si1−xGex with maximal disorder (x = 0.5), for instance,
every atom can be considered a defect, and the mass ratio
between Ge and Si is close to 2.5. Therefore the disorder
is neither weak nor dilute and the success of the FGR is
confounding.

B. Chebyshev polynomials Green’s function method

In order to shed light on this puzzle, we confront the FGR
with another approach based on the formalism of Green’s
functions, the CPGF method, which does not require assump-
tions of weak or dilute disorder. Indeed, it is a nonperturbative
technique that allows for a full treatment of disorder in very
large systems. In this way, we can directly evaluate the validity
or breakdown of lowest-order perturbation theory by compar-
ing phonon lifetimes and resulting conductivities predicted
by the two methods. Moreover, comparisons can be made
with frequency resolution and without having to disentangle
the effects of anharmonicity, boundary scattering, modeling
parameters, and measurement uncertainties as found in exper-
iments.

The CPGF method [21] relies on a real-space represen-
tation of the phonon Green’s function of a large, disordered
supercell (see Appendix B). The retarded Green’s function
G(ω) is a frequency-dependent operator that can be defined
[31,32] as

G(ω) = 1

(ω + iη)2 − D
(3)

in which η is a real positive infinitesimal and D = 1√
M

� 1√
M

is the dynamical matrix of the supercell with M the diagonal
matrix of the masses and � the matrix of the force constants.
Since we neglect force constant disorder here, � is ordered
while M and D are disordered. Evaluation of the Green’s
function allows determination of the phonon density of states
(DOS) and spectral function (see Appendix B). In the CPGF
method, the phonon Green’s function is expanded on the
basis of Chebyshev polynomials, with an efficient iterative
evaluation of the successive terms in the expansion (see Ap-
pendix C). Like exact diagonalization, this is a full treatment
of disorder in the sense that all diagrams in the self-energy
expansion are incorporated, including vertex corrections for
two-particle quantities such as the thermal conductivity (see
below). Unlike exact diagonalization, the favorable O(N )
scaling of CPGF allows for very large supercell sizes of tens of
millions of atoms. For such systems, one disorder configura-
tion is sufficient to obtain self-averaged properties. However,
the method also scales linearly with the number of harmonic
interatomic force constants (IFCs) per atom, rendering it im-
practical when long-range force constants have to be included.

Phonon-disorder scattering rates can be extracted from the
full width at half-maximum of peaks in the spectral func-
tion for given VCA phonon modes, in the same manner
as in Refs. [17,18]. Large system sizes provide sufficient
resolution to probe the lifetimes of low-frequency acoustic
modes. Frequency-resolved thermal transport can also be cal-
culated directly using the Kubo formalism (see Refs. [33,34]
and Appendix B), which does not assume the presence
of well-defined phonon quasiparticles and does not require
phonon-disorder lifetimes as inputs. The thermal conductivity
in the x direction can be written as

κ =
∫ ∞

0
dωWph(ω)	ph(ω) (4)
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with Wph(ω) a normalized kBT window (see Appendix B) and
the phonon transport distribution function (TDF) 	ph(ω) is

	ph(ω) = πk2
BT

3h̄�
Tr

[
ImG

(
ω + i


3ph(ω)

2

)
Sx

× ImG
(

ω + i

3ph(ω)

2

)
Sx

]
, (5)

where T is the temperature, � is the supercell volume, and
Sx is the heat current operator in the x direction. The trace
over the supercell degrees of freedom is computed via an
efficient stochastic method (see Appendix C). A frequency-
dependent phonon-phonon scattering rate 
3ph is included
as an imaginary part in the Green’s function to account for
phonon-phonon interactions in a simple way.

It is informative to compare our present approach to ther-
mal conductivity calculations with theories beyond Peierls-
Boltzmann as recently proposed by Simoncelli, Caldarelli,
and Isaeva. Simoncelli’s paper establishes a Wigner formalism
for complex crystals that separates two terms in the ther-
mal conductivity: diagonal propagative transport described by
Boltzmann-Peierls theory and off-diagonal diffusive transport
involving phonon modes mixing via mode-dependent broad-
ening due to anharmonicity and disorder [35]. In addition,
a very recent paper by Caldarelli extends this formalism to
the overdamped regime by using the Green-Kubo formula on
the basis of the phonon modes and, neglecting vertex cor-
rections (dressed bubble approximation), writing it in terms
of the phonon spectral function [36]. Isaeva’s approach to
thermal transport in disordered systems uses the Green-Kubo
formula expressed on the basis of disordered normal modes
of the supercell and introduces a constant anharmonic life-
time in the Green’s function for each normal mode [37]. Our
approach is essentially equivalent to Isaeva’s, but the Green-
Kubo formula is implemented in real space (not using the
normal modes) and the anharmonicity is included through a
frequency-dependent lifetime, allowing us to study very large
systems (tens of millions of atoms) through the CPGF algo-
rithm. In Caldarelli’s language, disorder is treated at the “FSF”
level (actually beyond FSF, because vertex corrections are
included) and anharmonicity at the “LSFA” level [36]. Thus
our approach can describe systems simultaneously featuring
arbitrarily strong disorder (phonons overdamped by disorder,
including localization effects) and wavelike tunneling through
anharmonic overlap of normal modes.

C. DFT calculations: Mg2Si0.5Sn0.5

We focus our study to the case of maximally disordered
Mg2Si0.5Sn0.5 as a representative of the class of semiconduct-
ing alloys that are well-described by the FGR. It crystallizes
in the antifluorite structure [see Fig. 1(a)] with Si (28.09 amu)
and Sn (118.71 amu) atoms (mass ratio ∼4) randomly placed
in a disordered fcc sublattice. The Mg (24.31 amu) atoms
occupy the tetrahedral sites, forming an ordered sublattice.

The second-order IFCs of the end members Mg2Si and
Mg2Sn were computed from density functional perturbation
theory [38]. To make the CPGF calculations tractable, we ne-
glected the long-range Coulomb corrections and applied a 6 Å
cutoff for atomic interactions before enforcing the acoustic
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FIG. 1. (a) Atomic structure of Mg2Si0.5Sn0.5. (b) Calculated
phonon density of states (DOS) from the virtual crystal approxima-
tion (VCA, dashed blue curve) and from the Chebyshev polynomials
Green’s function method (CPGF, solid black curve). The DOS pro-
jected on Mg, Si, and Sn atoms are also shown (green, cyan, and red
curves, respectively). (c) Phonon spectral function calculated by the
CPGF method and the VCA dispersion (dashed blue curves). The
intensity scale is in (rad THz)−1.

sum rule. The frequency-dependent three-phonon scattering
rates 
3ph(ω) = 1/τ 3ph(ω) were determined by averaging the
mode-dependent lifetimes τ

3ph
q j over phonon wave vectors and

branches. The τ
3ph
q j were built from harmonic and third-order

IFCs previously obtained in Ref. [14]. Further details can be
found in Appendix A.

The aforementioned averaging procedure and truncated
range of the harmonic IFCs are approximations made so that
numerical implementation of the CPGF method is tractable.
This introduces some deviation from measured vibrational
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FIG. 2. Acoustic phonon linewidths as a function of angular fre-
quency calculated via CPGF (orange circles) and FGR (blue curve).
Room-temperature anharmonic phonon-phonon scattering rates are
also shown (green curve).

frequencies and lattice thermal conductivities, though still
allows for direct comparison of the FGR and CPGF methods,
as the approximations are made in both cases.

III. RESULTS AND DISCUSSION

Figure 1(b) gives the total and projected phonon den-
sity of states (DOS) of Mg2Si0.5Sn0.5 calculated with the
CPGF method and compared with that from the VCA, while
Fig. 1(c) gives the CPGF phonon spectral function along
high-symmetry lines compared with the VCA calculated dis-
persion. There are significant differences between the VCA
and CPGF spectra. Most prominently, there is a frequency
range (from 15 to 30 rad THz) corresponding to the top of the
acoustic branches where the phonon modes are so broadened
by disorder that they can no longer be described as well-
defined quasiparticles and have a diffuson character in Allen
and Feldman’s terminology [39]. As a result, the lowest Van
Hove (VH) singularity at 13 rad THz is partially smoothed
out, while the higher VH singularity at 26 rad THz is en-
tirely destroyed. The CPGF spectrum also features two flat
branches at the high end of the spectrum (55 rad THz) that
are absent in the VCA. The vibrational character of these
branches is almost entirely on the light atoms Mg and Si,
which is consistent with their high frequency. The other optic
modes, from 30 rad THz to 50 rad THz, are dominated by Mg
vibrations. Since the Mg sublattice is not disordered, many of
these modes are not sensitive to disorder. Indeed, one CPGF
branch is identical to its VCA counterpart on the 
-X -U -

high-symmetry path, though not so along the 
-L segment.
Not surprisingly, the mode broadenings become vanishingly
small close to the 
 point as they are protected by translation
invariance.

Figure 2 gives the phonon-disorder contribution to the in-
verse lifetimes 
dis for the acoustic modes from separate FGR
and CPGF calculations. These are also compared with the
calculated anharmonic scattering rates 
3ph(ω) at 300 K in the
same frequency range. Both the FGR and the CPGF method
predict that 
dis follows an ω4 Rayleigh power law at low
frequencies, as expected from point defects [40]. As a result,
disorder scattering is smaller than anharmonic scattering for

30 35 40 45 50
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1
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0.01

FGR CPGF
<90% Mg
>95% Mg

FIG. 3. Phonon linewidths for selected optic modes calculated
by the CPGF method as a function of the renormalized mode angular
frequency (circles) and calculated by Fermi’s golden rule (FGR) as
a function of the VCA angular frequency (squares). Cyan and or-
ange data correspond to modes with a high Mg vibrational character
(>95%), while blue and red data correspond to modes with lower Mg
vibrational character (<90%). The room-temperature anharmonic
phonon-phonon scattering rates are also shown (green curve).

phonons below 6 rad THz, but dominates for acoustic phonons
above this frequency. Surprisingly, FGR and CPGF acous-
tic linewidths below 13 rad THz are in agreement; however,
there is a significant discrepancy between calculated acous-
tic linewidths above 13 rad THz: FGR linewidths are roughly
50% larger than those from the CPGF method. As mentioned
in Ref. [17], the unexpected success of the FGR to describe
strong disorder at low frequencies is due to the particular form
of the mass perturbation term in the phonon spectral function.
The Green’s function enters its definition (B3) as√

Mvc

M
G(ω)

√
Mvc

M
= 1

(ω + iη)2 − Dvc + �M
Mvc

ω2
, (6)

where Dvc = 1√
Mvc

� 1√
Mvc

is the VCA dynamical matrix and
�M = M − Mvc is the mass perturbation. The perturbation
term is itself proportional to ω2, therefore this type of disorder
is weak at low frequencies. By contrast, an IFC perturbation
term would be of the form 1√

Mvc
�� 1√

Mvc
, in which the fre-

quency does not appear explicitly. As a consequence, it is
possible to estimate at which frequency the FGR for mass dis-
order can be expected to fail by a straightforward evaluation
of the dominant higher order term in the standard perturba-
tive expansion of the phonon self-energy (see Appendix D
for more details). In the specific case of Mg2Si0.5Sn0.5, the
breakdown of the FGR occurs around the frequency of the
lowest VH singularity at 13 rad THz. The sharp upturn in the
DOS is fully reflected in the FGR scattering rates, but has
much less of an impact on the CPGF lifetimes, leading to an
overestimation of the scattering by the FGR.

As will be seen below, the optic phonons contribute signif-
icantly to the thermal conductivity of Mg2Si0.5Sn0.5, so it is
worth examining their scattering. Figure 3 gives the disorder-
induced inverse lifetimes of selected optic phonon modes
between 30 and 50 rad THz, along with the room-temperature
anharmonic scattering rates. The x axis corresponds to VCA
frequencies for the FGR data and to disorder-renormalized
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FIG. 4. Room-temperature phonon transport distribution func-
tion (TDF) calculated by the Boltzmann transport equation under
the relaxation time approximation with the FGR phonon-disorder
scattering rates (blue curve) and calculated by the Green-Kubo for-
malism with the CPGF method (orange circles). The error bars on
the circles give an estimate of the uncertainty associated with the
stochastic evaluation of the trace (see Appendix C). The inset gives
the corresponding accumulated thermal conductivities. The total
measured value from Ref. [14] is also shown (dashed black line).

frequencies (shift of the phonon mode due to the presence of
disorder) for the CPGF data. The modes with high Mg vibra-
tional weight (>95%) predominantly sit on the ordered Mg
sublattice, thus their disorder scattering rate is comparable to
or weaker than the anharmonic scattering rates and have very
small frequency renormalization. By contrast, modes with a
lower Mg vibrational character have significant weight on
the Si/Sn sublattice, so phonon-disorder scattering dominates
over anharmonic scattering and the frequencies are substan-
tially renormalized. For most phonons, including many modes
with high Mg vibrational character, the FGR breaks down, re-
sulting in large errors compared to the CPGF method. We note
that the errors are irregular: the FGR tends to underestimate

dis in the 30–40 rad THz range (though not always), while it
tends to overestimate 
dis in the 40–50 rad THz range.

Next, we investigate how these results propagate into cal-
culations of the thermal conductivity. Figure 4 gives the
phonon TDF at 300 K and the corresponding accumulated
thermal conductivity (inset). The phonon TDF gives the
spectral thermal conductivity contributions, which when inte-
grated give the overall thermal conductivity. The curve labeled
‘FGR’ was calculated using the FGR phonon-disorder scatter-
ing rates and the Peierls-Boltzmann transport equation within
the relaxation time approximation. The curve labeled ‘CPGF’
was calculated using the Kubo formalism [Eq. (5)] directly,
without reliance on a phonon quasiparticle picture or the re-
sults of Figs. 2 and 3. Note that the FGR and CPGF calculated
room-temperature thermal conductivities presented here are
significantly higher than measurements (Fig. 4 inset). This is
partly due to approximations made for numerically tractable
CPGF calculations: a range cutoff on the force constants, not
including long-range polar corrections, and the averaging of
the mode-dependent phonon lifetimes. In the future, this dif-
ficulty might be overcome by a modified mixed-space CPGF
algorithm in which the VCA part of the supercell dynamical
matrix is represented in reciprocal space.

As expected from the spectral function behavior and
the acoustic phonon lifetimes, both methods agree below
13 rad THz and disagree between 13 and 30 rad THz. In partic-
ular, the FGR predicted TDF is much lower around 26 rad THz
due to the enhanced scattering from the VH singularity in
the VCA DOS. More surprisingly, the FGR predicted TDF
is quite close to that predicted by the CPGF method for the
optic modes (between 30 and 60 rad THz), which account for
almost a third of the total thermal conductivity. This can be
explained as follows. First, the FGR 
dis is sometimes over-
estimated and sometimes underestimated in this frequency
regime, which leads to some overall compensation. Second,
the optic modes with mostly Mg vibrational character are
much less scattered by disorder than modes with a higher
Si/Sn vibrational character. As a result, modes with high Mg
character contribute much more to the thermal conductivity
(see Appendix A). However, the phonon-disorder linewidths

dis are small relative to anharmonic scattering (
tot = 
dis +

3ph) for these heat-carrying optic modes with high Mg vibra-
tional character. Thus the failure of the FGR to predict 
dis

has little impact on determining their thermal conductivity
contributions, yielding a generally accurate prediction of the
TDF.

Given the previous discussion, we expect the FGR to ac-
curately describe thermal transport in mass-disordered alloys
when optic modes have only a minor contribution to heat
transport. This may be the case in compounds without compo-
sitionally distinct sublattices, such as in Si1−xGex, compounds
with an ordered heavy sublattice supporting low-frequency
acoustic modes with long mean free paths, or in situations
where the optic modes are not thermally populated as occurs
at temperatures significantly lower than the upper limit of the
phonon spectrum. As in Mg2Si1−xSnx, we expect the FGR to
yield good predictions of the thermal conductivity in mass-
disordered alloys where there are disorder-insensitive optic
modes sitting on an ordered light atom sublattice. However,
perturbation theory may fail in compounds possessing both
a disordered heavy sublattice (to suppress the conduction of
acoustic modes) and a disordered light sublattice (to make
disorder relevant at high frequencies). Perhaps more impor-
tantly, the FGR is expected to break down with significant
IFC disorder in the alloy. Notably, it mostly fails to describe
the measured thermal conductivity of III-V alloys (In,Ga)As,
(Al,Ga)N, (In,Ga)N, and (In,Al)N [16,28].

IV. SUMMARY

To conclude, we explained the surprising success of low-
est order quantum perturbation theory (i.e., Fermi’s golden
rule) in describing phonon-disorder scattering and thermal
conductivities in predominantly mass-disordered alloys. By
confronting this standard computational approach with the
nonperturbative Chebyshev polynomials Green’s function
method, we demonstrated that the phonon quasiparticle pic-
ture breaks down above a certain frequency, but Fermi’s
golden rule is valid for low frequency heat-carrying acous-
tic modes due to the �M

Mvc
ω2 form of the mass perturbation.

In our reference system Mg2Si0.5Sn0.5, there is a substantial
contribution to the thermal conductivity from optic phonons
with high Mg vibrational character, though these modes are

134202-5



S. THÉBAUD, T. BERLIJN, AND L. LINDSAY PHYSICAL REVIEW B 105, 134202 (2022)

scattered more significantly by anharmonicity at room tem-
perature, thus masking the failure of Fermi’s golden rule for
these modes. We discussed the conditions for validity of the
perturbative predictions of thermal transport. In particular, we
expect the perturbative approach to succeed in most mass-
disordered alloys, but to fail for alloys with significant force
constant disorder and in systems with significant optic mode
thermal conductivity contributions derived from a disordered
light atom sublattice.
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APPENDIX A: DETAILS OF THE FIRST-PRINCIPLES
CALCULATIONS AND THE Mg2Si0.5Sn0.5 MODEL

The second-order IFCs of Mg2Si and Mg2Sn were cal-
culated from density functional perturbation theory (DFPT)
using the QUANTUM ESPRESSO package [41,42] with the
Perdew-Zunger LDA exchange-correlation functional [43],
Von Barth-Car norm-conserving pseudopotentials for Si [44]
and Bachelet-Hamann-Schlüter pseudopotentials for Mg and
Sn [45]. A 16 × 16 × 16 k mesh, a wave-function energy
cutoff of 70 Ry, and an electronic convergence threshold of
10−16 Ry were used for the self-consistent determination of
the electron density. With these parameters, the relaxed lattice
constant is 6.284 Å for Mg2Si and 6.683 Å for Mg2Sn. A 3 ×
3 × 3 phonon q grid with a tight self-consistency threshold of
10−16 Ry was used for the DFPT calculation. In order to limit
the number of IFCs, we neglected the long-range Coulomb
corrections and applied a 6 Å cutoff for atomic interactions
during post-processing, thus keeping only four neighboring
atomic shells around the Si/Sn atoms and six shells around
the Mg atoms. The acoustic sum rule was then enforced, and
an average of the atomic masses and IFCs of the end members
was taken to obtain a virtual Mg2Si0.5Sn0.5 crystal (VCA). In
Fig. 5, we compare the VCA phonon dispersion calculated
from this model with the reference dispersion computed from
the full sets of IFCs used in Ref. [14]. Overall, the agreement
between the two is reasonable.

The VCA three-phonon lifetimes τ
3ph
q j were calculated in

the standard way (Eqs. (3) and (4) of Ref. [14]) using the
second- and third-order IFCs obtained in Ref. [14]. To con-
struct a frequency-dependent quantity, we then performed the
average

1


3ph(ω)
= τ 3ph(ω) =

∑
q j τ

3ph
q j δ(ω − ωq j )∑

q j δ(ω − ωq j )
(A1)

with the delta functions Gaussian-broadened. At low frequen-
cies (below 1 rad THz), we interpolated the scattering rate to
0 by a square power law ω2. For a fair comparison between
the FGR and the CPGF method, we used this frequency-
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FIG. 5. Phonon dispersion of the virtual Mg2Si0.5Sn0.5 crystal
calculated with a full set of IFCs using an 8 × 8 × 8 DFPT q-grid and
long-range corrections as in Ref. [14] (black curves) and with a 6 Å
cutoff on the IFCs using a 3 × 3 × 3 DFPT q-grid without Coulomb
corrections (blue curves).

dependent lifetime when calculating the TDF and thermal
conductivity with both approaches.

In order to evaluate the contribution to thermal transport of
optical modes with high Mg character, we plot in Fig. 6 the
accumulated thermal conductivity at 300 K calculated from
the Peierls-Boltzmann transport equation with the FGR. The
blue curve represents the contribution of all the optic modes
while the other curves only contain the contributions from the
optic modes with a Mg weight higher than 80%, 90%, and
95%. Here, the Mg weight is defined as the squared norm of
the projection of the mode polarization vector onto the Mg
atoms. Hence, acoustic modes near the 
 point have a Mg
weight around 40%. For the optic modes, most of the heat
is carried by modes with a high Mg weight (80% or more),
and a slight majority is carried by modes with a very high
Mg weight (95% or more). This is consistent with the fact
that the Mg sublattice is ordered, and thus less sensitive to
phonon-disorder scattering.

30 40 50 6035 45 55

Mg > 80% 

Mg > 90% 

Mg > 95% 

0

0.2

0.4

0.6

0.8

FIG. 6. Room-temperature accumulated optic mode thermal
conductivity calculated by the Boltzmann transport equation under
the relaxation time approximation with the FGR phonon-disorder
scattering rates. We show the contribution from all the optic modes
(blue curve), and also from the optic modes with a Mg character
higher than 80%, 90%, and 95% (other curves).
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APPENDIX B: GREEN’S FUNCTION FORMULA
FOR THE PHONON SPECTRAL FUNCTION

AND THERMAL CONDUCTIVITY

We define the phonon Green’s function on a supercell
containing Nc unit cells as

G(ω) = 1

(ω + iη)2 − D
, (B1)

where D = 1√
M

� 1√
M

is the dynamical matrix of the supercell.
M is the diagonal matrix of the atomic masses, � is the matrix
of the interatomic force constants and η is a real positive
infinitesimal. In the present case, the disorder on the force
constants are neglected, thus only M and D are disordered.
G(ω) is the Fourier transform of the correlation function of the
mass-renormalized atomic displacement operators [17]. This
definition is consistent with most of the T -matrix literature
[32], but different choices are sometimes made in other con-
texts [31,46].

The phonon density of states (DOS) ρ(ω) can be calculated
from the Green’s function as

ρ(ω) = −2ω

π
Tr(ImG(ω)) (B2)

with the trace running over all degrees of freedom in the
supercell (directions α, unit cells R, and unit cell atoms i). For
projections of the DOS on specific atom types, the trace be-
comes a partial trace on the degrees of freedom corresponding
to the atom type.

The spectral function for the VCA mode associated with
wave vector q and branch j can be defined (see [17],
Eq. (B12)) as

Aj (q, ω) = −2ω

π
Im 〈Eq j |

√
Mvc

M
G(ω)

√
Mvc

M
|Eq j〉 , (B3)

where |Eq j〉 = 1√
Nc

∑
αiR eiq(R+ri )eα

i,q j |αiR〉 is the eigenvector
corresponding to phonon mode (q j) of the VCA dynamical
matrix of the supercell. α runs over the directions (x, y, z), R
over the unit cell positions and i over the atoms in the unit cell.
ri is the position of atom i with respect to the unit cell and eq j

is the polarization vector for mode (q j). While the present
formalism is quantum mechanical [17], it should be stressed
that the bra-ket notation is used here strictly for convenience,
as the vectors denote atomic degrees of freedom and not actual
quantum states of the phonon Fock space.

In the framework of the Kubo formalism, the lattice ther-
mal conductivity can be expressed through the Green-Kubo
formula (see Ref. [33] or Eqs. (2.50), (2.79b), and (2.83) in
Ref. [31], note the different definition for the Green’s func-
tion):

κ =
∫ ∞

0
dωWph(ω)

πk2
BT

3h̄�

× Tr

[
ImG

(
ω + i


3ph(ω)

2

)
S ImG

(
ω + i


3ph(ω)

2

)
S
]
,

(B4)

where T is the temperature, � is the supercell volume,
Sαα′

iR,i′R′ = 1
i (R + ri − R′ − ri′ )Dαα′

iR,i′R′ is the Hardy heat current

operator [47] and Wph = 3
π2 ( h̄ω

kBT )2(− ∂ fB

∂ω
) acts as a nor-

malized half-window of width ≈2kBT centered on ω = 0,
with fB the Bose-Einstein distribution. In this approach, the
phonon-phonon interactions are taken into account as a VCA
frequency-dependent inverse lifetime 
3ph playing the role of
an inelastic damping in the phonon Green’s function. The

quantity πk2
BT

3h̄�
Tr[ImG S ImG S] can be defined as the phonon

transport distribution function (TDF) 	ph(ω), in analogy with
the case of thermoelectric transport (see Eq. (11) in Ref. [48],
where −∂ f0/∂ε is the normalized window in the electronic
case).

APPENDIX C: THE CHEBYSHEV POLYNOMIALS
GREEN’S FUNCTION METHOD

The Chebyshev polynomials Green’s function (CPGF)
method has been reviewed in Refs. [21,49] for electrons, and
has been adapted in Refs. [17,18] for phonons. Here, we give
a brief presentation of the approach. The phonon Green’s
function of a large disordered supercell is expanded on the
Chebyshev polynomial basis:

G(ω̄) =
∞∑

n=0

gn((ω̄ + iη̄)2)Tn(D̄), (C1)

where the bar indicates that the spectrum has been rescaled to
[−1, 1], the gn(z) are known complex functions:

gn(z) = −i(2 − δn,0)
(z − i

√
1 − z2)n

√
1 − z2

(C2)

and the Tn(D̄) are Chebyshev polynomials evaluated for
the dynamical matrix, that follow the recursion relation
Tn+1(D̄) = 2D̄Tn(D̄) − Tn−1(D̄) with T1(D̄) = D̄ and T0(D̄) =
1. Equality (C1) comes from the identity

e−izt =
∞∑

n=0

2i−n

1 + δn,0
Jn(t )Tn(z) (C3)

for |z| < 1 with Jn(t ) the Bessel function of order n
(see Eqs. (5) through (9) in the Supplemental Material of
Ref. [21]).

Since the spectral function for the Bloch mode (q j) is given
by Eq. (B3), the quantities to be calculated are the so-called
moments μn,q j :

μn,q j = 〈Eq j |
√

Mvc

M
Tn(D̄)

√
Mvc

M
|Eq j〉 , (C4)

which are computed using the recursion relation between
the Tn(D̄). Once this is done, the spectral function can be
obtained at any ω at virtually no computational cost. The
number of moments necessary for the sum (C1) to converge
is roughly equal to 1/2ω̄η̄. Because η̄ is an artifical broaden-
ing and should be smaller than the disorder-induced spectral
linewidth, probing modes closer and closer to 
 requires more
and more polynomials to be included.

For the phonon DOS, the trace in Eq. (B2) is evaluated by
a stochastic method detailed in Ref. [49]. We define Nr ran-
dom vectors |r〉 = ∑

αiR eiϕα
iR |αiR〉 with ϕα

iR a random phase
uniformly distributed in the interval [0, 2π ]. The DOS is then
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calculated as

ρ(ω) ≈ −2ω

π

1

Nr

∑
r

〈r| ImG(ω) |r〉 . (C5)

The sum over the different random vectors acts as an aver-
aging procedure for the random phases, so only the diagonal
terms survive, yielding a trace. In the same way as for the
spectral function, we compute the moments

μn,q j = 1

Nr

∑
r

〈r| Tn(D̄) |r〉 , (C6)

and then the DOS can be easily obtained on the whole spec-
trum.

To calculate the phonon TDF from Eq. (B4), we use the
one-shot procedure described in Ref. [21]:

	ph(ω) = πk2
BT

3h̄�

1

Nr

∑
r

〈ϕ(r)
− |ϕ(r)

+ 〉 (C7)

with |ϕ(r)
+ 〉 = ImG(ω + i 
3ph(ω)

2 )S |r〉 and |ϕ(r)
− 〉 = S ImG(ω +

i 
3ph(ω)
2 ) |r〉. The vectors |ϕ(r)

+ 〉 and |ϕ(r)
− 〉 are calculated itera-

tively. Unlike for the DOS and spectral function, we do not
compute the moments of the TDF. Consequently, this proce-
dure has to be repeated for every frequency ω, but it is much
less demanding in memory than the alternative of computing
the moments.

In order to evaluate the DOS, spectral function and TDF
on very large supercells (∼107 atoms), we exploit the sparsity
of the dynamical matrix in the real-space basis of atomic
displacements by storing it in the compressed sparse row
representation. Thus both the memory requirement and com-
putation time for the iterative calculation of the moments and
vectors |ϕ(r)

+ 〉 and |ϕ(r)
− 〉 scale linearly with the supercell size

Nc as opposed to the respectively quadratic and cubic scaling
of exact diagonalization methods. Moreover, the Chebyshev
expansion converges exponentially for a given imaginary part
η̄ [50]. These properties lead to reasonable memory require-
ments and calculation times even for systems of tens of
millions of atoms.

For the CPGF calculation of the DOS, we consider super-
cells of 125 000 atoms with 50 000 moments and five random
vectors to evaluate the trace. For the spectral function, we
build supercells of up to 5 × 106 atoms (120 × 120 × 120 unit
cells) and include up to 3 × 105 moments in the expansion of
the Green’s function. For such system sizes, the quantities are
self-averaged and it is sufficient to consider only one disorder
configuration. For reasonably defined quasiparticle peaks in
the spectral function, we extract the inverse phonon lifetimes
by evaluating the full width at half maximum (FWHM) of the
peaks. This is done by fitting the peaks by a Lorentzian or
the product of a Lorentzian and a linear function for acoustic
peaks displaying a high degree of asymmetry. A spline inter-
polation is then performed to calculate the FWHM.

For the CPGF calculation of the TDF, we build super-
cells of up to 16 × 106 atoms (1500 × 60 × 60 unit cells)
and include up to 8000 moments. We use 4 random vectors
per frequency for the trace evaluation, and we estimate the
error associated with this procedure by the standard variance

formula (95% confidence interval):

�	ph = 2

√
1

Nr (Nr − 1)

∑
r

(	(r)
ph − 	ph)2, (C8)

where 	
(r)
ph is the TDF value from random vector r and 	ph =

1
Nr

∑
r 	

(r)
ph .

APPENDIX D: HIGHER ORDER PERTURBATIVE
EXPANSION OF THE PHONON SELF-ENERGY

Some insights on the success and failure of the FGR can
be obtained from a standard diagrammatic expansion of the
phonon Green’s function with respect to mass disorder. We
will briefly introduce the theory here, but the interested reader
can consult, e.g., Sec. III of Ref. [31]. The spectral function
for VCA mode (q j) can be expressed as

Aj (q, ω) = −2ω

π
Im 〈Eq j | G̃(ω) |Eq j〉 (D1)

with the mass-renormalized Green’s function

G̃(ω) =
√

Mvc

M
G(ω)

√
Mvc

M

= 1

(ω + iη)2 − Dvc − P
. (D2)

The mass perturbation P = −�M
Mvc

ω2 can be decomposed as

P =
∑

R

PR =
∑

R

(−ω2)
�mR

mvc

∑
α

|α1R〉 〈α1R| , (D3)

where mvc = (mSi + mSn)/2 is the mass of the ‘virtual’ Si/Sn
atom in the VCA, �mR = mSi − mvc if unit cell R contains a
Si atom or mSn − mvc otherwise, and |α1R〉 denotes the degree
of freedom along α of the Si/Sn atom in unit cell R.

Performing a Taylor expansion of expression (D2) with
respect to the mass perturbation and taking the configuration
average yields

〈G̃〉c = Gvc +
∑

R

Gvc〈PR〉cGvc

+
∑
R,R′

Gvc〈PRGvcPR′〉cGvc + · · · (D4)

with the VCA Green’s function Gvc = 1
(ω+iη)2−Dvc

. Assuming
that the atomic occupations are uncorrelated from one unit cell
to another, the last term in this equation can be decomposed:∑
R,R′

〈PRGvcPR′〉c =
∑
R 
=R′

〈PR〉cGvc〈PR′〉c +
∑

R

〈PRGvcPR〉c

=
∑

R

〈PR〉cGvc

∑
R′

〈PR′〉c +
∑

R

〈PRGvcPR〉c

−
∑

R

〈PR〉cGvc〈PR〉c. (D5)

The three terms in the last expression can be represented
diagrammatically, as shown in Fig. 7. Each lower horizontal
line represents the VCA Green’s function and each dashed line
a perturbation operator on unit cell R. Each dot represents a
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+ -
FIG. 7. The Feynman diagrams representing the three terms in

Eq. (D5). See text.

configuration average that must be taken over the associated
perturbation operators. The upper horizontal lines connecting
different dots indicate that the dots share the same position R,
and a sum over R is implied for each group of connected dots.
Notice that the first term of the last expression is made up
of two independent operators connected by a VCA Green’s
function, i.e., its diagram can be cut in two by slicing one
lower horizontal line. It is called a reducible diagram, while
the other two terms are called irreducible diagrams. The very
last term is part of a set of Feynman diagrams called multiple
occupancy corrections (MOC), which ensure that the R = R′
cases are not double counted. They can be neglected in the
case of dilute impurities, but are very important for alloys (see
below).

The sum of the irreducible diagrams defines the phonon
self-energy operator �(ω) through a Dyson equation for the
Green’s function:

〈G̃〉c = Gvc + Gvc2ω�Gvc + Gvc2ω�Gvc2ω�Gvc + · · ·

= 1

ω2 − Dvc − 2ω�
, (D6)

where the small imaginary part η can now be removed since
the self-energy is a complex quantity. For weak disorder,
the phonon-disorder scattering rate of the VCA mode (q j)
is given by 
q j = −2Im 〈Eq j |�(ωq j )|Eq j〉 (see Sec. III D of
Ref. [31] and Sec. 7.2 of Ref. [51]). We show in Fig. 8
the self-energy diagrams up to fourth order in the case of
a binary mass-disordered alloy, assuming a VCA reference
crystal such that diagrams featuring a dot connected to only
one dashed line vanish. The fourth-order diagrams are la-
beled from 4a to 4f. The second-order diagram is simply
the FGR (also called the Born approximation). The third and
fourth-order diagram 4a appear in the T -matrix approximation
without MOC, which is exact in the limit of dilute impurities
and has been used in thermal transport calculations in the
literature [52–54]. Diagram 4b is part of the T -matrix ap-
proximation that includes MOC, which is well-known as the

+ -

+

...+

-

- +

Fermi golden rule
Born approx.

T-matrix approx. 
(without MOC)

T-matrix approx. 
(with MOC)

Self-consistent
Born approx.

Coherent
potential 
approx.

+
4a 4b

4c 4d

4e 4f

FIG. 8. The Feynman diagrams appearing in the diagrammatic
expansion for 2ω� in a binary alloy up to fourth order.

average T -matrix approximation (ATA) in the early literature
on electron and phonon scattering in alloys [30,31]. Diagram
4c is nested, i.e., it can be obtained by inserting the FGR
diagram in the internal VCA Green’s function of that same
diagram. As such, they are part of the self-consistent Born
approximation (SCBA) which demands that the Green’s func-
tion obtained from the FGR self-energy matches the internal
Green’s function in the FGR diagram. Diagram 4d is part of
the coherent potential approximation (CPA), which demands
the same thing from the ATA self-energy and thus includes all
nested diagrams generated from the ATA. Finally, diagrams
4e and 4f are not part of any standard approximation scheme
as they feature crossed scatterings. We stress that the CPGF
method, being nonperturbative, includes all the diagrams to
infinite order.

We now turn to the issue of evaluating at which frequency
the FGR breaks down. Because each dashed scattering line
brings a factor ω2, higher order diagrams correspond to higher
powers of ω, and become negligible compared to the FGR
term below a certain frequency. In the case of a maximally
disordered binary alloy, such as Mg2Si0.5Sn0.5, the third-order
diagram vanishes and diagrams 4a, 4b, 4d, and 4f turn out
to be equal, such that the ATA gives the same result as the
FGR (this is actually true at all orders). Therefore we restrict
our analysis to the ratio of the fourth-order contribution to the
scattering rate with respect to the FGR scattering rate:


4


FGR
= 
4c


FGR
+ 
4e


FGR
− 2


4a


FGR
. (D7)

To evaluate the relative magnitude of these terms, we have
considered a simple Debye model with a relative mass per-
turbation ±δm on each atom and a Debye frequency ωD. An
analytical calculation of the dominant contributions from each
term in the regime ω � ωD yields


4
Deb


FGR
Deb

= 3

2
δm2 ω2

ω2
D

+ 3π2

32
δm2 ω3

ω3
D

− 54δm2 ω4

ω4
D

. (D8)

The last term dominates (except below ≈0.15ωD where these
corrections are negligible), therefore the breakdown of FGR is
initiated by the onset of the term −2 
4a, which is negative at
low frequencies. This explains the somewhat counterintuitive
result that the FGR tends to overestimate the scattering rate.
We stress that the dominant correction to the FGR, −2 
4a,
comes from four different diagrams in the perturbative expan-
sion of the self-energy, including three MOC diagrams, one
of which cannot be obtained by any standard approximation
scheme such as the T -matrix approximation or the CPA.

In Mg2Si0.5Sn0.5, the scattering rate ratio can be written for
mode (q j) as

2

4a

q j


FGR
q j

= 2δm2ω4
q j

Im(�e ∗
1,q j · G(ωq j )3 · �e1,q j )

Im(�e ∗
1,q j · G(ωq j ) · �e1,q j )

(D9)

where �e1,q j is the polarization vector on the Si/Sn atom of the
unit cell and G(ω) is a tensor obtained by restricting the VCA
Green’s function to the degrees of freedom of the Si/Sn atom
of the central unit cell:

Gαβ (ω) = 1

Nc

∑
q j

eα
1,q j eβ ∗

1,q j

(ω + iη)2 − ω2
q j

. (D10)
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FIG. 9. Ratio of the dominant fourth-order contribution to the
scattering rate with respect to the FGR scattering rate as a function
of frequency for Mg2Si0.5Sn0.5.

Due to the cubic symmetry of Mg2Si0.5Sn0.5, G is actu-
ally a scalar matrix in this case and the ratio (D9) depends
only on the frequency, as shown in Fig. 9. The fourth-order
term starts becoming non-negligible around 10–11 rad THz,

leading to the FGR being slightly overestimated as can be seen
in Fig. 2. This effect is somewhat compensated by the fact that
the VH singularity is displaced to lower frequencies in the
disordered system (see Fig. 1). However, the VH singularity
of the VCA spectrum at 13 rad THz leads to a peak in the
fourth-order term such that the FGR breaks down completely
at this frequency. Thus, using the standard diagrammatic ex-
pansion with respect to mass perturbations, it is possible to
determine a priori the frequency regime where the FGR is
valid in mass-disordered alloys. This can be done by eval-
uating expressions such as (D9) and (D10), which require
only the VCA spectrum routinely obtained from lattice dy-
namics calculations. For completeness, we give them for the
more general formula Mg2Si1−xSnx, with mvc = (1 − x)mSi +
xmSn, δmSi = (mSi − mvc)/mvc and δmSn = (mSn − mvc)/mvc.
In the fourth-order ratio (D9), the prefactor 2δm2 should be
replaced by δmSiδmSn[3 − x2

1−x − (1−x)2

x ]. The ratio between
the third-order contribution and the FGR contribution is in
general nonzero: the prefactor 2δm2ω4

q j should be replaced
by [xδmSi + (1 − x)δmSn]ω2

q j and G3 by G2 in the numerator.
We stress that the VCA frequencies should be recalculated for
each x value.

[1] D. Champier, Energy Convers. Manage. 140, 167 (2017).
[2] L. E. Bell, Science 321, 1457 (2008).
[3] A. L. Moore and L. Shi, Mater. Today 17, 163 (2014).
[4] S. Shin, Q. Wang, J. Luo, and R. Chen, Adv. Funct. Mater. 30,

1904815 (2020).
[5] T. Hori and J. Shiomi, Sci. Technol. Adv. Mater. 20, 10 (2019).
[6] M. Beekman and D. G. Cahill, Cryst. Res. Technol. 52, 1700114

(2017).
[7] R. Hanus, R. Gurunathan, L. Lindsay, M. T. Agne, J. Shi, S.

Graham, and G. Jeffrey Snyder, Appl. Phys. Rev. 8, 031311
(2021).

[8] R. Basu and A. Singh, Mater. Today Phys. 21, 100468 (2021).
[9] A. D. LaLonde, Y. Pei, H. Wang, and G. Jeffrey Snyder, Mater.

Today 14, 526 (2011).
[10] L. Huang, Q. Zhang, B. Yuan, X. Lai, X. Yan, and Z. Ren,

Mater. Res. Bull. 76, 107 (2016).
[11] D. Pandel, M. K. Banerjee, and A. K. Singh, J. Electron. Mater.

50, 25 (2021).
[12] N. Farahi, C. Stiewe, D. Y. N. Truong, J. de Boor, and E. Müller,

RSC Adv. 9, 23021 (2019).
[13] J. Garg, N. Bonini, B. Kozinsky, and N. Marzari, Phys. Rev.

Lett. 106, 045901 (2011).
[14] W. Li, L. Lindsay, D. A. Broido, D. A. Stewart, and N. Mingo,

Phys. Rev. B 86, 174307 (2012).
[15] Z. Tian, J. Garg, K. Esfarjani, T. Shiga, J. Shiomi, and G. Chen,

Phys. Rev. B 85, 184303 (2012).
[16] M. Arrigoni, J. Carrete, N. Mingo, and G. K. H. Madsen, Phys.

Rev. B 98, 115205 (2018).
[17] S. Thébaud, C. A. Polanco, L. Lindsay, and T. Berlijn, Phys.

Rev. B 102, 094206 (2020).
[18] G. Bouzerar, S. Thébaud, S. Pecorario, and C. Adessi, J. Phys.:

Condens. Matter 32, 295702 (2020).
[19] S. Mu, R. J. Olsen, B. Dutta, L. Lindsay, G. D. Samolyuk,

T. Berlijn, E. D. Specht, K. Jin, H. Bei, T. Hickel et al., npj
Comput. Mater. 6, 4 (2020).

[20] P. B. Allen, T. Berlijn, D. A. Casavant, and J. M. Soler, Phys.
Rev. B 87, 085322 (2013).

[21] A. Ferreira and E. R. Mucciolo, Phys. Rev. Lett. 115, 106601
(2015).

[22] B. Abeles, Phys. Rev. 131, 1906 (1963).
[23] S.-i. Tamura, Phys. Rev. B 27, 858 (1983).
[24] S.-i. Tamura, Phys. Rev. B 30, 849 (1984).
[25] L. Lindsay and D. S. Parker, Phys. Rev. B 92, 144301 (2015).
[26] T. Pandey, D. S. Parker, and L. Lindsay, Nanotechnology 28,

455706 (2017).
[27] S. Lee, K. Esfarjani, J. Mendoza, M. S. Dresselhaus, and G.

Chen, Phys. Rev. B 89, 085206 (2014).
[28] J. Ma, W. Li, and X. Luo, J. Appl. Phys. 119, 125702 (2016).
[29] A. Kundu, N. Mingo, D. A. Broido, and D. A. Stewart, Phys.

Rev. B 84, 125426 (2011).
[30] L. Schwartz, F. Brouers, A. V. Vedyayev, and H. Ehrenreich,

Phys. Rev. B 4, 3383 (1971).
[31] R. J. Elliott, J. A. Krumhansl, and P. L. Leath, Rev. Mod. Phys.

46, 465 (1974).
[32] N. Mingo, K. Esfarjani, D. A. Broido, and D. A. Stewart, Phys.

Rev. B 81, 045408 (2010).
[33] J. K. Flicker and P. L. Leath, Phys. Rev. B 7, 2296 (1973).
[34] P. B. Allen and J. L. Feldman, Phys. Rev. B 48, 12581 (1993).
[35] M. Simoncelli, N. Marzari, and F. Mauri, Nat. Phys. 15, 809

(2019).
[36] G. Caldarelli, M. Simoncelli, N. Marzari, F. Mauri, and L.

Benfatto, arXiv:2202.02246 [cond-mat.mtrl-sci].
[37] L. Isaeva, G. Barbalinardo, D. Donadio, and S. Baroni, Nat.

Commun. 10, 3853 (2019).
[38] S. Baroni, S. de Gironcoli, A. Dal Corso, and P. Giannozzi, Rev.

Mod. Phys. 73, 515 (2001).
[39] P. B. Allen, J. L. Feldman, J. Fabian, and F. Wooten, Philos.

Mag. B 79, 1715 (1999).
[40] P. G. Klemens, Proc. Phys. Soc. London, Sect. A 68, 1113

(1955).

134202-10

https://doi.org/10.1016/j.enconman.2017.02.070
https://doi.org/10.1126/science.1158899
https://doi.org/10.1016/j.mattod.2014.04.003
https://doi.org/10.1002/adfm.201904815
https://doi.org/10.1080/14686996.2018.1548884
https://doi.org/10.1002/crat.201700114
https://doi.org/10.1063/5.0055593
https://doi.org/10.1016/j.mtphys.2021.100468
https://doi.org/10.1016/S1369-7021(11)70278-4
https://doi.org/10.1016/j.materresbull.2015.11.032
https://doi.org/10.1007/s11664-020-08591-z
https://doi.org/10.1039/C9RA04800F
https://doi.org/10.1103/PhysRevLett.106.045901
https://doi.org/10.1103/PhysRevB.86.174307
https://doi.org/10.1103/PhysRevB.85.184303
https://doi.org/10.1103/PhysRevB.98.115205
https://doi.org/10.1103/PhysRevB.102.094206
https://doi.org/10.1088/1361-648X/ab7f70
https://doi.org/10.1038/s41524-020-0271-3
https://doi.org/10.1103/PhysRevB.87.085322
https://doi.org/10.1103/PhysRevLett.115.106601
https://doi.org/10.1103/PhysRev.131.1906
https://doi.org/10.1103/PhysRevB.27.858
https://doi.org/10.1103/PhysRevB.30.849
https://doi.org/10.1103/PhysRevB.92.144301
https://doi.org/10.1088/1361-6528/aa8b39
https://doi.org/10.1103/PhysRevB.89.085206
https://doi.org/10.1063/1.4944809
https://doi.org/10.1103/PhysRevB.84.125426
https://doi.org/10.1103/PhysRevB.4.3383
https://doi.org/10.1103/RevModPhys.46.465
https://doi.org/10.1103/PhysRevB.81.045408
https://doi.org/10.1103/PhysRevB.7.2296
https://doi.org/10.1103/PhysRevB.48.12581
https://doi.org/10.1038/s41567-019-0520-x
http://arxiv.org/abs/arXiv:2202.02246
https://doi.org/10.1038/s41467-019-11572-4
https://doi.org/10.1103/RevModPhys.73.515
https://doi.org/10.1080/13642819908223054
https://doi.org/10.1088/0370-1298/68/12/303


PERTURBATION THEORY AND THERMAL TRANSPORT IN … PHYSICAL REVIEW B 105, 134202 (2022)

[41] P. Giannozzi, S. Baroni, N. Bonini, M. Calandra, R. Car, C.
Cavazzoni, D. Ceresoli, G. L. Chiarotti, M. Cococcioni, I. Dabo
et al., J. Phys.: Condens. Matter 21, 395502 (2009).

[42] P. Giannozzi, O. Andreussi, T. Brumme, O. Bunau, M. B.
Nardelli, M. Calandra, R. Car, C. Cavazzoni, D. Ceresoli,
M. Cococcioni et al., J. Phys.: Condens. Matter 29, 465901
(2017).

[43] J. P. Perdew and A. Zunger, Phys. Rev. B 23, 5048 (1981).
[44] U. von Barth and A. C. Pedroza, Phys. Scr. 32, 353 (1985).
[45] G. B. Bachelet, D. R. Hamann, and M. Schlüter, Phys. Rev. B

26, 4199 (1982).
[46] G. D. Mahan, Many Particle Physics, 3rd ed. (Plenum,

New York, 2000).
[47] R. J. Hardy, Phys. Rev. 132, 168 (1963).

[48] T. J. Scheidemantel, C. Ambrosch-Draxl, T. Thonhauser, J. V.
Badding, and J. O. Sofo, Phys. Rev. B 68, 125210 (2003).

[49] A. Weiße, G. Wellein, A. Alvermann, and H. Fehske, Rev. Mod.
Phys. 78, 275 (2006).

[50] A. Vijay, D. J. Kouri, and D. K. Hoffman, J. Phys. Chem. A
108, 8987 (2004).

[51] E. N. Economou, Green’s Functions in Quantum Physics
(Springer, Berlin, Heidelberg, 1979).

[52] C. A. Polanco, T. Pandey, T. Berlijn, and L. Lindsay, Phys. Rev.
Materials 4, 014004 (2020).

[53] T. Wang, J. Carrete, A. van Roekeghem, N. Mingo, and G. K. H.
Madsen, Phys. Rev. B 95, 245304 (2017).

[54] B. Dongre, J. Carrete, A. Katre, N. Mingo, and G. K. H.
Madsen, J. Mater. Chem. C 6, 4691 (2018).

134202-11

https://doi.org/10.1088/0953-8984/21/39/395502
https://doi.org/10.1088/1361-648X/aa8f79
https://doi.org/10.1103/PhysRevB.23.5048
https://doi.org/10.1088/0031-8949/32/4/019
https://doi.org/10.1103/PhysRevB.26.4199
https://doi.org/10.1103/PhysRev.132.168
https://doi.org/10.1103/PhysRevB.68.125210
https://doi.org/10.1103/RevModPhys.78.275
https://doi.org/10.1021/jp040356n
https://doi.org/10.1103/PhysRevMaterials.4.014004
https://doi.org/10.1103/PhysRevB.95.245304
https://doi.org/10.1039/C8TC00820E

