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Unoccupied electronic structure of actinide dioxides
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Ligand field density functional theory calculations of the dioxides of thorium, uranium, and plutonium have
been combined with high-energy-resolution fluorescence detection (HERFD) in x-ray absorption spectroscopy
and inverse photoelectron spectroscopy (IPES) measurements to provide powerful insight into the underlying
composition of the unoccupied 5 f electronic structure in these 5 f localized systems. Fine structure in the 5 f5/2

transitions in HERFD can be directly correlated with the fine structure in the leading edge of the IPES. The
shapes, intensities, and systematics in HERFD and IPES are explained in a consistent and rigorous fashion in
terms of the j-specific 5 f electronic structure.
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I. INTRODUCTION

While actinides are invariably avoided and often detested,
they are an immensely important part of modern technological
societies [1,2]. For example, there is the value of the electrical
power supplied by nuclear fuel. Many countries have a sig-
nificant fraction of their power grid underpinned by nuclear
power, e.g., the United States (∼20%), France (∼75%), and
Sweden (∼40%) [3]. Uranium dioxide is the most widely used
form of nuclear fuel for the generation of electricity [4], and
mixed oxides of U and Pu are often proposed as future fuels.
In an era where a major goal is the reduction of the carbon
footprint in energy production, nuclear power remains an im-
portant option. Furthermore, even if one were to stipulate the
immediate elimination of all nuclear power generation, there
remains the issue of legacy: nuclear clean-up and storage [5].
Thus, a fundamental and deep understanding of the actinides
and their oxides is critically important. However, despite al-
most a century of effort, the nature of 5 f electronic structure
remains poorly understood and an obstacle to a full under-
standing of the actinides and the prediction of their behavior,
for example, within long-term storage.

The reasons for this delay are intertwined and related. The
actinides are radioactive, chemically reactive, biologically
toxic, and very complicated [6–9]. For example, elemental Pu
has six solid phases, and the face-centered cubic phase is not
the most dense [8–10]. Early spectroscopic studies by Lam
et al. [11] and Veal et al. [12] looked at the actinide dioxides.
One advantage of those studies was the improvement in terms
of chemical stability and surface lifetime over the elemental
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forms. Another was the consistency in cross-elemental com-
parisons since all were dioxides. That philosophy has been
applied here.

The actinide dioxides and their related compounds have
been the subject of many previous studies, for example, PuO2

and its nonmagnetic ground state [13], the x-ray photoelectron
spectroscopy and its simulation for UO2, NpO2, and PuO2

[14], the high-resolution x-ray absorption measurements and
simulations of compounds in the higher oxidation state of
U(VI) such as UO3 [15], and the issue of 5 f covalency and
spin-orbit splitting in actinide dioxides (Th, Pa, U, Np, Pu,
and Am) using the screened hybrid density functional model
[16,17]. However, in this paper, a different approach has been
taken, emphasizing spectral simulations of the actinide diox-
ides that include effects such as 5 f cross-sections and angular
momentum coupling as well as spin-orbit splitting. The total
angular momentum coupling is the key to explaining the fine
structure observed in the leading edge of the inverse pho-
toelectron spectroscopy (IPES) spectra, as will be discussed
below.

Thorium, uranium, and plutonium each form a dioxide
with a fluorite structure, having lattice constants of 5.60,
5.47, and 5.40 Å, respectively [18–21]. This permits a cross
comparison of Th4+ (5 f 0), U4+ (5 f 2), and Pu4+ (5 f 4) in
very similar chemical environments. In each case, a nine-atom
cluster has been used: ThO12−

8 , UO12−
8 , and PuO12−

8 [22]. The
actinide is sitting in a site with cubic (octahedral) symmetry,
reduced from the spherical symmetry of the free atom or ion.
It also allows the comparison of simple, localized systems
with only minimal further mixing from effects such as 5 f
delocalization, magnetization, or other complications. This
approach permits the utilization of the intermediate coupling
model [23–26] both as a check for internal consistency and
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the prediction of the 5 f occupation. The importance of this
approach will be seen below. While the intermediate coupling
model has provided insight into the progressive filling of the
5 f levels in localized systems in the light actinides, it has not
provided any detail concerning the 5 f density of states (DOS)
nor the effects of filling upon the 5 f DOS. It is that problem
which is addressed here.

The cases of the dioxides thus provide a bit of a simplifica-
tion relative to their elemental forms. While the oxides have
actinide configurations, in the ionic limit of Th4+ (5 f 0spd0),
U4+ (5 f 2spd0), and Pu4+ (5 f 4spd0), the elemental config-
urations are Th (5 f 0spd4), U (5 f 3spd3), and Pu (5 f 5spd3)
[24–26]. Moreover, while the Th 5 f states are empty, the
elemental U 5 f states tend toward itineracy, and the elemental
Pu 5 f states balance on the knife edge between itineracy and
localization [24–26]. This raises the important question of
5 f duality and electron correlation [27–36]. By choosing to
examine the oxides, the impact of these very difficult aspects
of 5 f electronic structure can be minimized. By working in
a fairly localized limit, this approach allows the resolution of
more simplified cases without addressing the full complexity
of 5 f electronic structure. Furthermore, by concentrating on
the simplified limit of localized, highly symmetric systems, it
is possible to isolate the importance of the angular momentum
coupling in the peak shapes and the strong connection be-
tween IPES [37–40] and high-energy-resolution fluorescence
detection (HERFD) [41–44]. Success in this regime will be a
foundation for addressing the more complex systems later.

On a broad scale, conventional x-ray absorption spec-
troscopy (XAS) and branching ratio (BR) analyses have all
shown the dominance of the total angular momentum effects
[23–26]. Cowan’s code, which has been the historical foun-
dation for these analyses, is atomic. This effort, using ligand
field density functional theory (LFDFT), seeks to go from the
atomic picture to a cluster model, including nearest neighbor
effects. These issues are addressed in this paper. Moreover, the
comparisons herein are therefore not direct comparisons be-
tween spectra and DOS but rather spectral simulations vs the
spectral measurements, with the spectral simulations provid-
ing insight into the underlying DOS, with angular momentum
coupling being a key element of the broadening when the
number of 5 f electrons is >0.

Thus, the results of our study are presented here, in Fig. 1.
In this paper, we combine a powerful computational ap-
proach [22] and detailed spectroscopic measurements using
both IPES [37–40] and HERFD [41–44] in XAS to probe
the unoccupied electronic structure of ThO2, UO2, and PuO2.
This LFDFT can not only explain the j-specific transitions of
the HERFD of the UO2 but also the fine structure observed
on the leading edge of both the UO2 and PuO2 IPES. Note
that each step in the leading edge of both IPES spectra is
reproduced by the LFDFT. The systematics of the progressive
filling of the light actinides, Th4+ (5 f 0), U4+ (5 f 2), and Pu4+

(5 f 4), is also observed and resolved. A systematic and consis-
tent picture or the 5 f unoccupied electronic structure is thus
obtained.

The remainder of the paper is organized as follows: first,
the computational and experimental details will be discussed;
then further supporting materials will be presented; and fi-
nally, there will be a summary and conclusions.

FIG. 1. (a)–(c) The results of the ligand field density functional
theory (LFDFT) calculations for UO12−

8 and PuO12−
8 clusters; (a)

the high-energy-resolution fluorescence detection (HERFD) x-ray
absorption spectroscopy (XAS) results for UO2 [34]; and (b) and (c)
the inverse photoelectron spectroscopy (IPES) of UO2 and PuO2. All
panel horizontal axes are energies vs M5 = 0 eV, as discussed in the
text. The PuO2 IPES is at hv = 9.7 eV [23]. The UO2 IPES is at
hv = 20.7 eV and from Ref. [25], which also agrees very well with
the UO2 IPES at hv = 9.7 eV [22]. To better match the experiments,
the theory curves were convoluted with Lorenztians to simulate life-
time broadening. The experimental curves were scaled and shifted to
match the theory. The value g is the half-width at half maximum of
the Lorentzian. See legends and text for details.

II. COMPUTATIONAL AND EXPERIMENTAL

The electronic structures of actinide coordination com-
pounds are often very challenging to obtain [45]. Actinide
ions are prone to open-shell species and near-degeneracy
correlation, in as much as the theoretical model requires
a multireference algorithm and configuration interaction.
Post-Hartree-Fock methods, including many-body treatment
of electron correlation effects, have been largely devel-
oped for dealing with the coordination compounds. For
instance, complete active space self-consistent field and
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related methodologies currently enjoy wide popularity in
computational chemistry [46,47]. They also have limitations:
the configuration interaction expansion increases exponen-
tially with respect to the number of active electrons and
orbitals, and the calculation of large systems becomes diffi-
cult. It is in this context that density functional theory (DFT)
is of interest. Kohn-Sham DFT is mainly applied for ground
state electronic structures [48]. Its scope includes calculation
of large-sized molecules as well as condensed matter. In DFT,
excited states are often approached via linear response theory,
as it is implemented in the time-dependent DFT (TDDFT)
formalism [49]. The disadvantage of TDDFT, however, is that
it lacks computational protocols for addressing highly corre-
lated electrons or relativistic spin-orbit coupling, interactions
which are very relevant in actinide chemistry. LFDFT is a
theoretical method aimed at solving multiplet structure by
using DFT, with many applications to lanthanide and actinide
systems [22,50]. In LFDFT, near-degeneracy correlation is
explicitly treated using an ad hoc configuration interaction
algorithm within the active space of Kohn-Sham molecular
orbitals [22,50]. The DFT calculations are performed with the
average-of-configuration method, insofar as statistically aver-
aged electron density is constructed that is isomorphic with
the basis of a model Hamiltonian for a configuration system
with actinide 5 f electrons. The model Hamiltonian is defined
so that the most relevant quantum-chemical interactions are
considered, including the interelectron repulsion, relativistic
spin-orbit coupling, and ligand-field potential, which are en-
tirely derived from the DFT calculation [22,50]. Thus, LFDFT
is completely from first principles, thereby very suitable for
this paper.

LFDFT calculations have been used to model the actinide
M4,5 x-ray absorption near edge structure in ThO2, UO2, and
PuO2. These transitions are characterized by the promotion of
one electron from the core 3d orbitals of Th∼4+, U∼4+, and
Pu∼4+ to the valence 5 f . The model describes the procedure
to resolve nonempirically the multiplet energy levels originat-
ing from the two-open-shell system with d and f electrons
and to calculate the oscillator strengths corresponding to the
dipole-allowed 3d10 5 f n → 3d9 5 f n+1 transitions appropri-
ate to represent the d electron excitation process, where n is
0, 2, and 4 for Th, U, and Pu, respectively (n is the 5 f oc-
cupation). In the first step, DFT calculations were performed
for the small molecular cluster ThO12−

8 , UO12−
8 , and PuO12−

8
with octahedral symmetry, where the actinide-oxygen bond
distances were adjusted to the experimental bond length in
the fluorite lattice structures. Furthermore, a series of point
charges is placed at the coordinates of the next neighboring
actinide and oxygen ions to mimic the long-range interaction
of the crystal host. The DFT calculations have been carried out
by using the Amsterdam Density Functional program package
[51]. The hybrid B3LYP functional [52] was used to com-
pute the electronic structure in line with previous work [22].
Also, in line with previous work, the average of configuration
electronic structure is selected to represent the open-shell 3d
and 5 f orbitals of the actinide ions. The molecular orbitals
were expanded using multiple-zeta Slater-type orbitals with
polarization function QZ4P for the actinide atoms and TZP for
oxygen [53]. All the calculations have been done at the scalar
zeroth-order regular approximation (ZORA) of the relativistic

TABLE I. Some of the details about the calculations, including
the calculated ligand-field parameters, interelectron integrals, and
spin-orbit coupling constants (in electronvolts). See also Ref. [50]
for the explanation of the parameter notations and values.

ThO12−
8 UO12−

8 PuO12−
8

Configuration average energy
�Eav(3d, 5 f ) 3429.70 3636.40 3872.80

Slater-Condon integrals
F2(5 f , 5 f ) 5.5009 5.7653 5.9336
F4(5 f , 5 f ) 3.5602 3.7706 3.8516
F6(5 f , 5 f ) 2.6010 2.7687 2.8204
G1(3d, 5 f ) 1.2874 1.5463 1.6286
G3(3d, 5 f ) 0.7758 0.9334 0.9913
G5(3d, 5 f ) 0.5421 0.6525 0.6953
F2(3d, 5 f ) 1.6488 1.9566 2.0910
F4(3d, 5 f ) 0.7642 0.9164 0.9789

Spin-orbit coupling constants
ζ (3d ) 63.4881 70.0921 78.0268
ζ (5 f ) 0.1300 0.1928 0.2230

Ligand-field potential
B4

0 −1.5280 −1.2674 −1.1680
B6

0 0.3307 0.3526 0.3656

Dirac equation level of theory [54], and spin-orbit coupling
interaction was introduced by using the spin-orbit ZORA
relativistic model. The model of the optical properties due
to the actinide 3d10 5 f n → 3d9 5 f n+1 transitions has been
addressed by means of electronic structure calculations based
on the ligand field concept emulating the Slater-Condon inte-
grals, the spin-orbit coupling constants, and the parameters of
the ligand field potential needed by the ligand field Hamilto-
nian from DFT [22]. Some of the calculational parameters are
shown in Table I.

As an internal test of computational accuracy, the spectral
intensity calculations have been summed to produce predic-
tions of the BR in XAS, where BR = I3d5/2/(I3d5/2 + I3d3/2),
as defined and utilized in many earlier studies. It has been
found that the LFDFT predictions are in excellent agreement
with the intermediate coupling model, as shown in Table II.
LFDFT is a recently available computational model in the
ADF program package. For details about calculation of core-
electron excitation, please see Ref. [50].

One final note about the theoretical approach before going
on to a discussion of the experimental details: A cluster model
as utilized here may produce a small set of states correspond-
ing to the point group symmetry of the central atom, but finite
solid samples will have bands. It is commonly understood
that the individual states produced in cluster calculations will
interact with those from other sites and produce bands. The
advantage of the cluster model is the application of the electric
dipole transition rules to the point group symmetry of the
central atom. From the previous success of Cowan’s code
[23–26], the dominance of local symmetry in the spectro-
scopic transitions is very clear. To reiterate, an atomic cluster
model is being used, so technically speaking, Kohn-Sham
molecular orbitals are the result. However, given the localized
properties of the 5 f electronic structure, the approximation
via molecular orbitals is also appropriate.
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TABLE II. The LFDFT BR predictions are compared with those of the intermediate coupling model (second column). The LFDFT includes
both atomic calculations for various ionizations (e.g., 4+) and 5 f occupancies (e.g., 5 f 0), as well as the cluster results. The charge and electron
configuration are shown for each case in parentheses. The values of these shown for the clusters are the ionic limits, not the actual values
resulting from the calculations.

BR Intermediate Atomic Th Atomic U Atomic Pu
comparison coupling model calculations calculations calculations ThO12−

8 UO12−
8 PO12−

8

5 f occupation BR BR BR BR BR BR BR

n = 0 0.59 0.58 (4+,
5 f 06d07s07p0)

0.58 (6+,
5 f 06d07s07p0)

0.58 (4+,
5 f 06d07s07p0)

0.59 (0,
5 f 06d27s27p0)

n = 1 0.63 0.62 (5+,
5 f 16d07s07p0)

n = 2 0.68 0.67 (4+,
5 f 26d07s07p0)

0.67 (6+,
5 f 26d07s07p0)

0.67 (4+,
5 f 26d07s07p0)

n = 3 0.72 0.72 (3+,
5 f 36d07s07p0)

0.72 (5+,
5 f 36d07s07p0)

0.72 (1+,
5 f 36d07s27p0)

n = 4 0.76 0.75 (4+,
5 f 46d07s07p0)

0.75 (4+,
5 f 46d07s07p0)

n = 5 0.82 0.79 (3+,
5 f 56d07s07p0)

n = 6 0.93

The experiments were performed at the Stanford Syn-
chrotron Radiation Lightsource (SSRL) at the Stanford Linear
Accelerator Center in Menlo Park, CA [44,55], and the
Atomic Weapons Establishment (AWE) in Aldermaston, UK
[37–39]. The SSRL investigations were HERFD variants of
XAS, where an electron is moved from a 3d core level into an
unoccupied 5 f state just above the Fermi level or conduction
band minimum. HERFD is of significantly improved resolu-
tion relative to conventional XAS, with bandpass of ∼0.8 eV
[44,55]. At AWE, the IPES experiments were carried out at
a photon energy of 9.7 eV and a bandpass of 1 eV [37–39].
In IPES, an electron beam impinges upon the sample, and
the electron emits a photon as it transitions into an empty
5 f state near the Fermi level or conduction band minimum.
These experiments are discussed in further detail elsewhere
[37–39,44,55]. Details of the Chauvet and Baptist experiment
can be found in their publication [40].

Following Kvashnina et al. [41], the HERFD data de-
scribed in this paper were generated in experiments that
were variants of resonant inelastic x-ray scattering (RIXS).
These experiments provide a mechanism for higher-resolution
versions of conventional XAS, circumventing the usual
limitations caused by conventional detection and lifetime
broadening. In general, the high-resolution variant is asso-
ciated with partial fluorescence yield (PFY) detection. The
PFY XAFS spectra are from a cut of the whole RIXS plane.
The U M4,5 PFY measurements were made at emission en-
ergies of ∼3.3 and 3.2 keV, respectively. The theoretical
modeling of this is based upon the assumption that this PFY
decay is a good approximation to total absorption. The the-
ory produced spectral distributions of allowed transitions that
were in these ranges, agreeing with the experimental energies
[hv(M4) = 3726 eV, hv(M5) = 3552 eV] to within ∼15 eV.

III. RESULTS AND DISCUSSION

To discuss the total DOS and compare the spectral simula-
tions to the IPES/Bremstrahlung isochromat spectrum (BIS)
measurements, both the simulated and experimental HERFD
spectra need to be put on a single energy scale. To do this,
the energy of the M5 peak will be set to zero and the M4

positioned relative to it using the shared transitions into the
5 f5/2 manifold. The relative intensities within the spectral
simulations will be retained. The relative intensities in the
HERFD experiment will be based upon a normalization using
extended x-ray absorption fine structure (EXAFS) and then
scaled with the known BR. All of this will be discussed below.

To begin, consider Fig. 1 again. The LFDFT calculations
produce an array of number pairs, representing intensity and
energy. To convert this array into a simulated spectrum, each
data point is convolved with a Lorentzian function of full
width at half maximum (FWHM) of 2g and then summed,
producing a plot of intensity vs energy. Other peak shapes,
such as the asymmetric Doniach-Sunjic [56] were also tried
with similar results, but the Lorentzian was chosen because
of its simplicity and consistency with lifetime broadening.
Subsequently, the M5 spectrum was aligned such that its peak
was at an energy of zero, and the integrated M5 intensity was
set to unity. The intensity of the M4 spectrum was scaled
identically to the M5 spectrum, retaining the correct BR. The
energy of the M4 was shifted so that the M4 3d3/2 → 5 f5/2

peak was at the same energy as the M5 3d5/2 → 5 f5/2 peak.
This alignment will be discussed in further detail below. (The
scaling and alignment in the experimental spectra are done
using EXAFS, as described elsewhere [44]. EXAFS is a com-
ponent of experimental XAS spectra at higher energies and a
manifestation of electron scattering off of neighboring atoms
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[44,57].) The dashed gray plots in Fig. 1 show the result of this
process for g = 0.01 eV, a value which provides only minis-
cule broadening relative to the natural distribution of energies
from the LFDFT. This natural distribution in uranium dioxide
reflects the effects of total angular momentum coupling be-
tween the 3d hole and the 5 f electrons and the application
of coulombic repulsion. It will be seen that the widths of
the overall spectra are, to a very large extent, determined
by the angular momentum coupling with the smallest widths
found in Th, where the near zero 5 f population precludes
strong angular moment coupling effects. There is a crystal or
ligand field effect also, but it is smaller than the total angular
momentum coupling effect except in special cases, as will be
addressed below. This natural distribution is reasonable and
expected, but it is insufficient to explain the spectral obser-
vations in HERFD. To get agreement between the simulated
and experimental spectra, it is necessary to apply larger g val-
ues. For the M4 spectrum, g4 = 0.25 and FWHM4 = 0.5 eV
(FWHM = 2g). For the M5 spectrum, a substantially larger
value is required: g5 = 1 eV and FWHM5 = 2 eV. A differ-
ence in broadening for HERFD M4 and M5 spectra is not
unreasonable: Conventional, lower-resolution XAS also has
a history of level-specific widths [24–26]. It is also of signif-
icant interest that the natural distributions of the M4 and M5

simulated spectra are so different, reflecting the differences
in angular momentum coupling between that of two 5 f5/2

electrons vs that between a 5 f5/2 and a 5 f7/2 electron.
At this point, it is necessary to examine again the issues of

scaling and alignment. Consider the results shown in Fig. 2,
for thorium. There are three sets of Th data included: ThO12−

8
cluster, atomic Th4+, and atomic Th4+ in the jj limit. For all
three cases, the Th atom has lost all four valence electrons
(approximately for ThO12−

8 cluster), with a configuration of
(6d7s7p)0 5 f 0. Thus, the 3d-5 f angular momentum coupling
in the final state will be very limited. This leads to a situation
where the crystal or ligand field effects will be more obvious.
However, first consider the Th4+ jj case, as shown in panels (b)
and (c) of Fig. 2. Note that the y axis, intensity, is a log scale,
to help with the observation of weaker peaks. For Th4+ jj,
there are only three peaks, corresponding to the electric dipole
transitions of M4 3d3/2 → 5 f5/2, M5 3d5/2 → 5 f5/2, and M5

3d5/2 → 5 f7/2. Note that the two M5 peaks have the correct
intensity ratio of ( 4

15 )/( 16
3 ) = 5% [58,59]. The M4 spectrum is

positioned in energy space by aligning the M4 3d3/2 → 5 f5/2

with the M5 3d5/2 → 5 f5/2 because both go into the 5 f5/2

manifold. For the self-consistent calculations of atomic Th4+

and the ThO12−
8 cluster, the weaker M5 peaks shift and change

intensity, but there remain peaks that can be assigned as M5

3d5/2 → 5 f5/2 which can be used for alignment of the M4

spectrum. This same procedure was also used for the UO12−
8

and PuO12−
8 clusters. The alignment for ThO12−

8 is shown in
panel (a) of Fig. 2.

Returning to the issue of crystal/ligand field splitting,
it is possible to see the effect of going from the spherical
symmetry of the Th4+ to the octahedral symmetry of the
ThO12−

8 cluster in the M4 peaks of Fig. 2. Here, a single peak
with intensity of ∼0.7 is split into two peaks of intensity
of ∼0.5 and 0.2, approximating the splitting ratio of 3:2:1
expected from group theory [44,60,61]. Of course, it is not

FIG. 2. (a) The ThO2 computational data and simulated spectral
data, illustrating the alignment of the 3d5/2 → 5 f5/2 and 3d3/2 →
5 f5/2 peaks. (b) and (c) The M5 and M4 computational data for the
Th4+ jj, Th4+ atomic, and ThO2 cluster. Note the results of the octa-
hedral/cubic splitting of the Th4+ in the ThO12−

8 results, with I peak
becoming two peaks, with intensity ratios of ∼0.7 : ∼0.5 : ∼0.2,
roughly the same as that from group theory: Sph : Oct1 : Oct2 =
3:2:1. See text and legends for more detail.

quite as simple as that: There are other, weaker features
scattered about in both the M4 and M5 distributions for
ThO12−

8 . Nevertheless, the crystal/ligand field splitting does
occur and persists into the simulated M4 spectrum shown in
panel (a) of Fig. 2, using g4 = 1

4 eV and g5 = 1 eV, following
the UO2 results. This simulated spectrum is very similar to
the experimental M4 HERFD spectrum of ThO2 reported by
Butorin et al. [62], as shown in panel (a) of Fig. 3, validating
both the simulation and assertion of crystal field splitting.
An interesting point here is that the broader M5 peak is
overlapping the shoulder of the M4 peak, even for this case
with minimal total angular momentum effects. The impact of
this overlap will be further discussed below.
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FIG. 3. A comparison of the results for UO2, PuO2, and ThO2.
(a) The simulated ligand field density functional theory (LFDFT) M
spectra and their sum for the ThO12−

8 cluster. Also included is the ear-
lier experimental M4 high-energy-resolution fluorescence detection
(HERFD) of ThO2 from Butorin et al. [62], with permission. Note
the high level of agreement, the absence of broadening from angular
momentum coupling, and the presence of crystal field splitting in
both the theory and experimental M4 spectra. See the text for detail.
(b) A comparison of inverse photoelectron spectroscopy (IPES) and
simulated HERFD of UO2 and PuO2, as well as the O K (1s) x-ray
absorption spectroscopy (XAS) of UO2 [67]. The UO2 IPES data
are from Chauvet and Baptist [30], at an excitation energy of 20.7
eV. Note the two peaks, assigned as U 5 f and U 6d , in agreement
with the two peaks in the UO2 XAS spectrum. The U 6d is at 4.5
eV in both XAS and IPES of UO2. The spectra have been aligned at
thresholds. The energy scale is from the spectral calculations, where
the center of the M5 peak is set to zero and the M4 peak is aligned
using the common transitions into the 5 f5/2 unoccupied density of
states (UDOS). This process is described in the text.

In earlier studies [44,63,64], it was argued that, because
XAS is governed by strong electric dipole selection rules, the
HERFD XAS 3d → 5 f measurements produce essentially
j-specific mappings of the 5 f unoccupied DOS (UDOS), and

the summing of the M4 and M5 spectra should produce an
accurate picture of the total 5 f UDOS. The assertion that
the electric dipole selection rules govern this spectroscopy is
supported by the success of the intermediate coupling model
in predicting the spectral intensities measured in U, Pu, and
other actinides [24–26]. The claim of j specificity is based
upon a single particle model for the d → 5 f transitions that
predicts that the M4 transitions will be solely into 5 f5/2, and
the M5 transitions will be strongly dominated by transitions
into 5 f7/2 [44,58,59]. (That is the 5% peak ratio discussed
above.) Empirical comparisons of (1) the UO2 HERFD sum
with the UO2 BIS produced substantial agreement but was
limited by the resolution of the BIS data, and (2) a model
based upon the Th BIS with several samples across the early
actinides showed strong agreement [63,64].

Here, this test is again applied but in a far more stringent
and extensive fashion. For UO12−

8 and PuO12−
8 clusters, the

LFDFT calculations were used to produce M4 and M5 spectra,
which were then summed. These sums were then compared
with the IPES of UO2 [25] and PuO2 [23]. These results are
shown in Fig. 3. While the PuO2 IPES is from Roussel [38],
the UO2 results are from Chauvet and Baptist [40] and are
consistent with many other IPES/BIS [37,39,44,65,66] and
other spectroscopic measurements [67]. (BIS is a high-energy
variant of IPES.)

Note the remarkable agreement between the sum of the
M4 and M5 theory curves and the measured IPES for both
UO2 and PuO2, both in Figs. 1 and 3. This includes the fine
structure in the leading edge. From the LFDFT calculations,
it is understood that this fine structure comes from the an-
gular momentum coupling, which is dependent upon the 5 f
occupation number n. Both the HERFD and IPES should have
angular momentum coupling from the 5 f n+1 electrons in the
final state. However, the HERFD also has the possibility for
coupling with the 3d hole. The strong similarity of the M
HERFD and the IPES indicates that the 3d core hole coupling
is not effective, although the effect can be seen in 5d hole–5 f
electron cases, i.e., O4,5 XAS [22,24]. The results for both
UO2 and PuO2 in Fig. 3(b) are substantially wider than the
corresponding ThO2 results in Fig. 3(b), owing to the larger
angular momentum coupling in the U and Pu than Th.

Finally, in the past, there was some concern that IPES
would not be sensitive to the 5 f states at lower photon en-
ergies, based upon cross-section dependencies on the photon
energy [68]. However, there are several factors that indicate
that this concern is not correct. First, extensive spectroscopic
studies of UO2 with x-ray emission spectroscopy (XES), reso-
nant IPES, and XAS all indicate that the O 2p-5 f manifold is
near the conduction band minimum and the O 2p-6d manifold
is ∼5 eV above that, as shown with the O K XAS spectrum
form UO2, in Fig. 3 [66,67,69]. Second, the extensive IPES
studies of Chauvet and Baptist [40] at a range of photon
energies ∼20 eV indicate that the lower-energy IPES is con-
sistent with the higher-energy BIS (hv = 1487 eV) of Baer
and Schoenes [65], exhibiting a large peak near the UO2

conduction band threshold associated with the U 5 f states.
Third, Chauvet and Baptist [40] observe a weaker peak at
slightly higher energy, particularly at the lowest photon en-
ergies, which is in quantitative agreement of the placement of
the O 2p-U 6d manifold in the O K XAS.
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Thus, globally, excellent agreement between the LFDFT
sum and the IPES is shown in Figs. 1 and 3. It may be
that the PuO2 is showing an uptick at the highest energies,
corresponding to the onset of the Pu 5 f -O 2p manifold.
Overall, the IPES spectral shape and size are dominated
by the lifetime-broadened 5 f7/2 contribution. However, the
real test is in the leading edge of the IPES, dominated by
the 5 f5/2 contribution, illustrated in Fig. 1. Again, clearly,
each bit of structure in the IPES is replicated in the LFDFT
calculations. This is a tremendous success for the model-
ing of simulated spectra by LFDFT, (1) demonstrating the
validity of the LFDFT approach, (2) explaining the origins
of the spectral features in HERFD and IPES, and (3) con-
firming the assertion that HERFD measures the j-specific 5 f
UDOS.

It is useful to remember that both XAS and IPES are
electric-dipole-driven processes, connecting to the 5 f states.
In XAS, the relationship is particularly simple, with transi-
tions between the spherically symmetric but spin-orbit split
core levels and the similarly spherically symmetric but spin-
orbit split 5 f states. In IPES and BIS, the incoming electron
beam can be thought of in terms of a plane-wave state [56],
which can then be separated into the m = 0 components of
the various spherical harmonics. The incoming plane wave,
particularly at normal incidence, can be expected to retain
many of the same selection rule and cross-section effects
as the core level. Hence, the two measurements are not as
dissimilar as they first seem to be.

At this point, there are several important observations.
(1) LFDFT using AcO12−

8 clusters can accurately simulate
both the HERFD and IPES of actinide dioxides. (2) The
HERFD does produce a j-specific measure of the 5 f UDOS.
(3) Generally, the HERFD peak shape is driven by total an-
gular momentum coupling, with a smaller crystal/ligand field
contribution, broadened by lifetime effects. (4) The sum of
the M4 and M5 HERFD produces an accurate measure of the
total 5 f DOS. (5) Globally, the IPES of the early actinides
is dominated by the many unoccupied states of the 5 f7/2

UDOS, broadened by some sort of lifetime effect. (6) The
detailed information in IPES is in the leading edge and corre-
sponds to the 5 f5/2 UDOS. (7) The most efficacious approach
to probing 5 f electronic structure in the early actinides is
through a combination of HERFD XAS, XES, and IPES. Tra-
ditional approaches based upon photoelectron spectroscopy
are limited by the small 5 f occupation [70] and weak dis-
persion and the absence of strongly varying spectra structure
[71,72]. The unoccupied 5 f manifolds contain much more
information. HERFD XAS and IPES provide two powerful
ways to probe the 5 f UDOS. HERFD XAS and XES [48]
allow the j-specific interrogation of the unoccupied and oc-
cupied 5 f DOS, respectively. Further information concerning
related spectroscopies of UO2 can be found in Refs. [73]
and [74].

IV. SUMMARY AND CONCLUSIONS

(1) Consistent with the success of Cowan’s code to ex-
plain the BRs in conventional XAS, total angular momentum
coupling plays a near dominant role in both HERFD and
IPES/XES. Except for the special case of Th with n = 0, total
angular momentum coupling, with broadening from either
instrumental or lifetime contributions, generates the asymmet-
ric line shape that has been observed in both HERFD and
IPES/BIS.

(2) Underlying the broad asymmetric line shapes are the
crystal field split unoccupied states of the 5 f manifolds. In
cluster calculations, these will appear as discrete states, but in
the solids, these states will broaden into bands.

(3) In the early actinide dioxides, with the 5 f7/2 manifold
almost completely empty, the major effect is the genera-
tion of a large and somewhat asymmetric peak in the M5

HERFD spectrum and the higher-energy side of the IPES/BIS
peak. The broadening here is mainly due to a larger lifetime
broadening in the 5 f7/2 manifold than in the 5 f5/2 manifold,
consistent with the 5 f7/2 manifold being at a higher energy
than the 5 f5/2 manifold.

(4) In the early actinide dioxides, the major changes are in
the M4 HERFD spectrum and the leading (low energy) edge of
the IPES/BIS. For ThO2 with n = 0, the angular momentum
coupling effects collapse, and the crystal field splitting can be
observed in the M4 HERFD spectrum. In UO2 and PuO2, the
fine structure in the leading edge of the IPES is in near perfect
agreement with the predictions of the spectral simulations.

(5) Within the limitations imposed by angular momen-
tum coupling and experimental broadening, the following
hypotheses have been confirmed: (a) the M4 HERFD spectrum
is a measure of the 5 f5/2 UDOS; (b) the M4 HERFD spectrum
is a measure of the 5 f7/2 UDOS; and (c) the sum of the M4

and M5 spectra is a measure of the total 5 f UDOS, consistent
with the measurements from IPES/BIS.

A final caveat: This analysis of actinide dioxides applies
to high-symmetry, localized 5 f systems with single bonds.
Effects such as 5 f delocalization [25,72] and multiple bond
structures [41,42], as in uranyls [63,64], could manifest be-
havior that is different.
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