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Strong magnetoelectric coupling at an atomic nonmagnetic electromagnetic probe in bismuth ferrite
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Isolated nonmagnetic substitutional defect ions experience huge coupled electric magnetic interaction in the
single-phase multiferroic BiFeOs;. In the ferroelectric state above the magnetic Néel temperature 7y, the electric
environment generates a single symmetric electric field gradient (EFG) parallel to the electric polarization
direction. Below Ty, a distinct magnetic interaction arises, monitored by the probe nuclei via their magnetic
moment. Two magnetic environments arise, given by the relative angle of the local magnetic moment within
its easy magnetic plane with respect to the EFG orientation. The angle between field gradient orientation and
magnetic field direction is the most stable fitting parameter. The magnetic interaction concomitantly increases
the EFG dramatically which reflects an outstandingly large local magnetoelectric coupling. In the set of best
fits, two different electric environments form concurrently with two distinctly different local magnetic fields.
The magnetic ordering in BiFeOs thus completely distorts the electric environment of the nonmagnetic probe
nucleus. The implications for the local effect of dopants in BiFeO; are discussed. A third probe environment
arising independent of temperature is identified and associated with an iron vacancy.

DOI: 10.1103/PhysRevB.105.094102

I. INTRODUCTION

Due to the many potential applications in sensors, magne-
toelectric memories, spintronics, and photovoltaics [1], much
research has been devoted to finding modified versions of
bismuth ferrite (BiFeO3, in short BFO) which could exhibit
considerable macroscopic magnetoelectric coupling. BFO
displays ferroelectricity (Curie point 7 &~ 1103 K [2]) as well
as antiferromagnetism at room temperature (Néel temperature
Ty = 643 K) [3,4]. Due to the antiferromagnetic order, global
magnetoelectric coupling vanishes practically entirely. As the
ordering is very stable for both order parameters and each of
them attains large values, it would be a big gain in technology
to generate an effective coupling in between them. Many
devices could be designed accordingly, particularly magneto-
electric memories at the nanoscale.
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Bi** and Fe*" cations generate a nonconventional spon-
taneous electric polarization [5] which is stabilized by the
6s lone pair electrons of Bi, a slight rotation of the oxygen
octahedra, and a certain displacement of the iron ion [6].
The rhombohedrally distorted perovskite structure of space
group R3c results from 1 out of 8 possible orientations for
polarization along the body diagonals of a pseudocubic unit
cell; one such configuration is shown in Fig. 1(a). Within
a single ferroelectric domain, the crystal is rhombohedral
with polarization along [111]¢ypic = [001]1ex- Below the Néel
temperature, the magnetic moments of the Fe** cations inter-
act via superexchange along the Fe-O-Fe bonds at a canting
angle of 156° [7-10]. This results in near G-type antifer-
romagnetism [11]. The spins, however, are not perfectly
antiparallel, as there is a weak canting moment caused by
the Dzyaloshinskii-Moriya interaction [12]. On top of this
local structure, the magnetic moments generate an incom-
mensurate cycloidal structure of magnetic moments in their
respective easy planes. The cycloid has propagation direction
along any one [110]cuic crystal orientation perpendicular to
the axis of electrical polarization. Both vectors span up the
corresponding easy magnetic plane [11]. For any single polar-
ization direction, three possibilities of orientation of a cycloid

Published by the American Physical Society
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FIG. 1. (a) Orientation of the symmetric electric field gradient (EFG) tensor within the BiFeOs; lattice. Eight pseudocubic unit cells are
shown. The principal orientation axis for the EFG is marked. (b) Sketch of an ion configuration that can yield the asymmetric EFG site 3.
One source of asymmetry can be the altered charge state of the adjacent iron or an iron vacancy (see discussion). Any one of the 3 Fe sites
connected by a triangle is equivalent with respect to the Ta site symmetry. (c) Configuration for polarization direction, effective magnetic field
direction and cycloid orientation as resulting from our data (observe the rotated coordinate system).

direction exist in that respective ferroelectric domain. One is
shown in Fig. 1(b).

Ferroelectricity means that external electric fields can
reorient the orientation of electric polarization, effectively
changing the size of one domain orientation at the cost of
reducing the size of others. Lebeugle er al. [13] have shown
that this switching of a ferroelectric domain is directly ac-
companied by a concurrent switching of the corresponding
magnetic easy plane. Magnetic cycloid propagation across a
ferroelectric domain wall is possible because two permitted
easy planes intersect for the same cycloid orientation.

The magnetic cycloid is influenced by external constraints.
Strain mismatch with substrates in thin films has proven to
yield different cycloid configurations [14,15]. Coupling be-
tween magnetic and ferroelectric order is strong on the atomic
scale [11] but cancels at the macroscopic scale due to the
antiferromagnetic order.

Doping is an approach to modify the magnetic structure
of BFO [15-20]. The number of systems yielding an effec-
tive canting of the antiferromagnetic order due to doping is
low, offering only small macroscopic magnetization values
[20]. Rare earths have been employed due to their valence
compatible with both lattice sites [17,21], as well as man-
ganese or cobalt [22-24]. Nonmagnetic defects also modify
the overall behavior by introducing local strain or interrupting
the magnetic order at the defect site [25-27]. So far, average
techniques have been employed to determine changes of the

global behavior of BFO by doping or geometrical constraints
[15].

II. METHOD

A. Short intro to the yy perturbed angular correlation
technique

Nuclear solid-state techniques like nuclear magnetic reso-
nance (NMR), Mossbauer spectroscopy, or time-differential
perturbed yy angular correlation (TDPAC) spectroscopy
monitor the local environment (crystal unit cell and point
defects or molecules) of the respective sensitive probe ion.
Mossbauer spectroscopy as well as NMR reflects magnetic or
electric orders on the local scale for majority ions, e.g., >’ Fe
for Mossbauer spectroscopy or protons in NMR. TDPAC de-
tects magnetic fields as well as electric field gradients (EFGs)
at tracer probe ions [28]. Typically, these tracers do not alter
the properties of the surrounding lattice and only locally rep-
resent a defect which can potentially attract electronic charge
carriers, vacancies, or interstitial ions. Unlike for Mossbauer
spectroscopy, the signal in TDPAC is intrinsically indepen-
dent of temperature, as no Debye-Waller factor is involved in
spectrum formation.

TDPAC uses a yy cascade in a nuclear radioactive de-
cay. It necessitates three nuclear levels: the excited level, the
intermediate level, which is fed from the excited level by
emission of a y quantum y;, and a ground level which is
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FIG. 2. Sketch showing the splitting of quadrupole frequencies
due to the additional magnetic interaction in the case of n [51].
Both interactions may amount to similar precession frequencies
which then overall yield a superposition of the now six transition
lines. The resulting spectrum looks similar as a damped spectrum but
is not. The full theory can be found in Refs. [52,53] (© G. Schatz,
University of Konstanz).

reached after emission of a second y quantum y,. An ex-
cited level can be created through different nuclear reactions.
Due to the quantum mechanical selection rules, the angular
emission probability for y; is anisotropic in space with respect
to the emission direction of y;. Both y quanta are detected
in a time-resolved experiment in the nanosecond range for a
set of detectors at fixed angles (typically 90 °/180 °). During
the lifetime of the intermediate level, the nucleus can do a
precession movement due to magnetic and electric interac-
tions inducing the time perturbation of the anisotropy, which
directly reflects the hyperfine interaction with the electronic
and spin environments of the probe nucleus. Depending on
the nuclear spin of the sensitive intermediate level, multiple
transitions (precession frequencies) arise for a single local
environment. In the case of [ = % which is the case here,
three nuclear sublevels are split by the hyperfine interaction,
yielding three possible precession frequencies w;, w,, and ws,
where w3 is the sum of the other two. Magnetic interaction
provides yet an additional splitting of these levels, yielding a
total of six levels and accordingly six precession frequencies
(transitions), see Fig. 2.

The nuclear probe '®!Ta was fed from the decay of '8'Hf
by electron emission from the nucleus. It offers suitable nu-

clear properties and half-life to monitor electric and magnetic
interactions. As Ta>" as well as Hf** are nonmagnetic, the
detected signal reflects the electric and magnetic hyperfine
interactions of a nonmagnetic ion Ta>* within the surrounding
lattice and magnetic structure. Due to their very low concen-
tration, the tracers globally only represent a very weak dopant
and do not influence the overall properties of the solid. It is
known that doping in the range of 1-3% Ta into BiFeO3 [29]
(which is very much above the tracer ion concentration used
here) does not change the crystal structure. The '8'Hf tracers
were implanted at 80 keV at room temperature, yielding an
implantation depth of ~20 nm and a certain amorphization
due to radiation damage. This radiation damage was annealed
in a three-step procedure in air (first step: at 773 K for 24 h
followed by 873 K for 9 h and 973 K for 10 h) well below the
ferroelectric transition (Curie point), placing the tracer ions
on well-defined lattice sites in the ferroelectric state of the
crystal. As BiFeOs is chemically not very stable above the
Curie point, it was important to keep the annealing tempera-
ture below T¢.

B. Details of the method

In TDPAC, two consecutive y rays are emitted by the
nucleus. Their angular correlation is determined by the prop-
erties of the nuclear states involved. The intermediate nuclear
state has a finite lifetime. During this lifetime, the nucleus
performs precession due to the magnetic interaction of the
nuclear spin with the magnetic environment and/or due to
the electric interaction of the quadrupole moment of the nu-
cleus with the local EFG tensor of rank two generated by the
immediate electrical environment of the nucleus. A distorted
electric environment can be generated by low-symmetry crys-
tal lattices or by vicinal point defects. Local magnetic fields
yield the magnetic contribution. For a nuclear intermediate
state of spin %, which is the case here, three cosinusoidal
transition lines are observed due to the electric interaction.
If an additional magnetic field is present, these lines are
further split by the magnetic field interaction (see Fig. 2).
All frequencies superimpose to form the effectively measured
TDPAC spectrum. If the local environment is changing dy-
namically in the time window of measurement, the spectra
are damped, which sometimes makes data analysis difficult or
impossible.

Hyperfine interactions are extremely sensitive to local phe-
nomena such as spin-state transitions [30], static and dynamic
lattice distortions [31,32] including Jahn-Teller distorted local
phases [32,33], and defects dynamics [34,35], if the effect
is determined by the electrons involved in bonding with
the nearest neighbors of the nuclear probe. The method has
been used for material characterization for several decades
now [36-38]. We nevertheless give a brief and specific in-
troduction to the technique. Further details can be found in
Refs. [39-41].

During the lifetime of the intermediate nuclear state, the
angular correlation between two consecutive y rays may be
perturbed by the hyperfine interaction from the surrounding
electronic charge distribution of the probe nuclei, yielding the
perturbation factor G, (¢) [42,43]. Here, A, is the anisotropy
coefficient of the y-y-cascade. The measured perturbation
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function can be approximated as R(t) ~ A Gy (t). If there
are probe atoms exposed to j different lattice environments,
and each of them creates a characteristic hyperfine interaction
at fraction f of probe atom sites, the perturbation function
becomes R(¢) = A Z £iGh,(0).

j

The point symmetry at the probe nucleus site depends on
the arrangement of its nearest neighbors. The major com-
ponent of the EFG tensor (V,.) can be obtained by the
spin-dependent quadrupole frequency wq, expressed as

wo = = eQV.; ’ )

Q21— 1)h
where [ is the nuclear spin and Q the nuclear quadrupole
moment. For half-integer nuclear spins, the transition fre-
quencies are given by w, = 6wgC,(n). The coefficient C,
can be numerically calculated for a known asymmetry pa-
rameter 1 [44,45]. All frequency distributions (§) reported
in this paper refer to wy. The asymmetry parameter n =
| (Vix — Viyy)I/IVzz| characterizes the EFG tensor asymmetry
and is the only necessary other parameter characterizing the
electric environment in the principal axis coordinate system.
The orientation of the principal axis coordinate system can
only be determined from single-crystal data and is rarely
reported.

A last word to clarify notations: %enerally, one uses the
derived quantity vg [39,42]: vp = th = which is called the
electric quadrupole interaction frequency.

For I = 3 and 5 = 0, this relates to wy via wy = 6wp =
41?2%%)}1 = T5vo [431.

Below Ty, the spectra become complex. The transition fre-
quencies are obtained by diagonalizing the complete hyperfine
interaction matrix. The Larmor frequency w;, = —guyB/h is
the precession frequency of the nuclear spin around the axis
of the magnetic hyperfine field B. Here, g denotes the gyro-
magnetic ratio of the intermediate state and wy the nuclear
magneton. Also, B is the Euler angle between the princi-
pal axis of the electric field tensor V., and B. For BFO,
the hyperfine magnetic field represents the combined effect
of the transfer of spin density through the iron and oxygen
bonds.

Due to the low probe concentration needed for mea-
surement, '3'Hf('8!Ta) can effectively act as a spy [46] in
bismuth ferrite. Ta is furthermore considered as a dopant
with big potential for applications [29]. Ta distorts the Fe-
O octahedra [47], reduces the grain size, and can increase
the resistivity, allowing for the determination of dielectric
properties at room temperature [29]. Just after the 8~ decay,
the Hf**T ion is transformed into a Ta’" ion, so that the
hyperfine interaction is effectively determined in the '®!Ta
excited state. This implies that the Ta>" ion determines the
details of the hyperfine interaction, but the chemical properties
of Hf determine the site selection. In addition, aftereffects
[48,49] are not expected for B~ decays. Since bismuth is
naturally a diamagnetic element, the magnetic dipole inter-
action in the magnetically ordered state of BiFeOs arises at
the site of the TDPAC probe through the transfer of spin
density from Fe*". The effective field at Ta’>" has been re-
ferred to as supertransferred magnetic hyperfine field when

the probes occupy the site of a transition metal ion in similar
compounds [50].

III. SAMPLE PREPARATION

A. Ceramic samples

The ceramic samples were produced by the solid-state
reaction method using Bi, O3 and Fe, O3 powders in stoichio-
metric amounts. After mixing, the powder was calcined at
820°C for 3 h. The calcined powder was then pressed into
pellets and sintered at 1093 K for 6 h in air, yielding a stable
pellet but not a dense ceramic. Figure S2 in the Supplemental
Material (SM) [54] shows XRD spectra of the freshly sintered
ceramic sample before '3'Hf implantation. Rietveld refine-
ment yields the well-known crystal structure of BiFeOs with
space group R3c, ICSD code 163688 (GOF value 1,8). The
lattice parameters are a = b = 5.5819 A and ¢ = 13.8734 A.
A preferred orientation in the planes (104), (006), and (018)
is observed. Traces of BiysFeOy (< 2%) are marked in the
spectra. After the thermal treatment, which arises during the
several measurements themselves, a second phase (Bi,Fe,O)
evolves due to evaporation of the volatile Bi;O3. From inde-
pendent measurements on similar ceramic samples, we know
that this decomposition arises at 973 K only. At all tempera-
tures beneath, no evaporation occurs, and no secondary phase
arises. Due to the long half-life of I8IHf, we did not expose
the samples to even higher temperatures because these data
were taken late in the decay cycle, and measurement would
have taken weeks, changing the sample too much during mea-
surement. We investigated the high-temperature region using
another short-lived probe in a separate paper [55].

B. Nuclear probe handling

Here, 1.5 mg of HfO, with natural isotopic composi-
tion was irradiated for 6 d in a thermal neutron flux of
10 necm™s7! at the high flux reactor of Institut Laue-
Langevin (ILL) in Grenoble to produce 'S'Hf via the
180Hf (n, ) reaction. The nuclear probe ''Hf was implanted
at 80 keV at the Bonn Radioisotope Separator (BONIS)
[37,56], located at the Helmholtz-Institut fiir Strahlen- und
Kernphysik (HISKP). Since HfO, is too refractory for direct
evaporation into the ion source, a stream of CCly was added to
react to volatile HfCl; which was injected into the ion source,
forming Hf " ions after ionization. After mass separation, the
8IHF jons (corresponding to an activity of ~200 kBq per the
sample) were implanted over an area of ~ 5 x Smm?, i.e.,
the real density of '8'Hf was < 10'2 atoms/cm?”. The selected
y-y cascade of (133-482) keV is populated via the 8~ decay
of '8'Hf and has been used to measure the hyperfine interac-
tions on the 482 keV (%Jr) state of '8!Ta, with a quadrupole
moment of Q = + 2.28(2) b [57,58] and anisotropy coef-
ficients A22 = — 0288, A24 = — 0062, A42 = — 0318, and
Ay = —0.076.

Following implantation, radiation damage was annealed
in air up to temperatures of 973 K in three steps: at 773 K
for 24 h followed by 873 K for 9 h and 973 K for 10
h. The TDPAC measurements were carried out at ISOLDE-
CERN [37]. Above laboratory temperature, a digital setup
[59] was employed using a conventional furnace. The machine
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FIG. 3. Time-differential perturbed y y angular correlation (TDPAC) spectra measured as a function of temperature below (left) and above
(right) the Néel temperature Ty . Least-squares fits of the hyperfine parameters are represented by the red solid lines. Fourier transforms can
be found in the Supplemental Material [54]. Green background denotes spectra in the antiferromagnetic temperature range, red the purely

ferroelectric one.

was equipped with six conical LaBr; Ce detector scintilla-
tors with a time resolution of 0.7 ns (full width at half
maximum). The measurement at each temperature lasted
from 3 to several hours. The thermal treatments at 500,
600, and 700 °C were performed during the measurements.
Below room temperature, a conventional digital setup [59]
coupled to a cold finger system was used. It contains six
1” x 1” cylindrical CeBr; detector scintillators with sig-
nificantly improved light yield and consequently increased
pulse height, keeping equally good time resolution but much
better energy resolution of 4% at 511 keV. The theoretical
perturbation functions were fitted to the obtained spectra us-
ing the NIGHTMARE [60] software to extract the hyperfine
parameters.

IV. RESULTS

Figure 3 displays the spectra taken at different tempera-
tures above (red background) and below (green) the magnetic
phase transition at the Néel temperature Ty. It is very well
visible that the spectra change drastically once the magnetic
interaction additionally affects the probe ions.

Fitting the spectra below Ty necessitates two different envi-
ronments of the '3 Ta probe. We call these sites 1 and 2 in the
following. They develop from a single electric environment
in the purely ferroelectric crystal state above 7y. Thus, exper-
imental sites 1 and 2 denote two environments to the same
crystallographic lattice site which will be simply labeled site
1 above Ty.
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The material is in its paramagnetic ferroelectric state
above the magnetic Néel temperature Ty. Two static nuclear
quadrupole interactions are observed in the spectra (right col-
umn of Fig. 3). Site 1/2 is symmetric (7 &~ 0) and represents
> 80% of the observed probe nuclei. Site 3 is highly asym-
metric (n > 0.8) and of very high frequency.

For site 1/2, the EFG values decrease with rising temper-
ature. They stem from substitutional '8'Hf on the Fe lattice
site (see discussion below). Site 1/2 is roughly symmetric
and thus substitutional without any further point defects as-
sociated with it. The EFG 1 reflects the electric environment
of the probe. This encompasses the crystal structure (i.e.,
the ionic positions) but also deformations of the electronic
shells differing from spherical symmetry. It is known that
polarization of the ferroelectric state in BiFeOs is largely
constituted by the deformation of the Bi 6s electrons. This
obviously also changes the electric environment of the probe
ion considerably. Thus, the EFG will change with the forma-
tion of polarization below the ferroelectric phase transition
and become temperature dependent accordingly. The EFG
value V,,, which is proportional to the observed quadrupole
frequency wg, follows the temperature dependence of the
square of polarization. Our density functional theory (DFT)
calculations also show that the EFG is proportional to the
square of the order parameter polarization for Fe on the Fe site
(see Sec. V). Like BaTiO3, but unlike PbTiO5 [61], BiFeO3
shows a linear dependence of the EFG values on P2. The inset
of Fig. 4 shows these calculation results. The Landau theory
affords a root dependence of spontaneous polarization of the
crystal on temperature up to 7¢ [62]; the EFG thus should
follow [63]

] I R
Ve =8P =65 1+\/4 g -1 @

using the definitions of the Landau expansion coefficients « =
Xo Y(Ty — T), B, and y according to the standard version [62]
(see fits in Fig. 3). The temperature dependence of « reflects
the Curie-Weiss law, and 7j is the Curie point (not the phase
transition Curie temperature 7¢, which for a first-order phase
transition is given by T = Ty + 13—6% [62]). The change of
the local EFG at the probe site is a result of the change in
polarization. To understand how the change in polarization
with temperature is related to the change of V.., we used the
experimental data for P; collected by Karpinsky et al. [64] for
fitting Eq. (2), which directly results from the Landau theory
[63]. The proportionality V?‘ = £P? was fitted to the PAC
parameters from the high-temperature range of Fig. 4, yield-
ing B/y =3102(uC/em?), x;'/B = 4.6 (cm®/uC)*/K,
and £ = [(0.00145 £ 3 x 107°) Vem?/(uC)*]P2. Thus, the
probe ion Ta>* experiences the same temperature dependence
of the locally active EFG as would apply to Fe** on the Fe
site, which we deduced from the DFT model to be propor-
tional to VE® = ¢ P? (¢ # &, see Fig. 4 inset).

Due to its ion size, Hf occupies the iron site (ion radii:
Hf*" is 0.085 nm, Ta*’ is 0.070 nm, Fe™ 0.064 nm, and
Bi** 0.117 nm [65]). This is common understanding in the
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FIG. 4. Electric field gradient (EFG) fitting parameters at the
substitutional '¥'Ta jon. Two sites are identified. (a) Site 1 is en-
tirely symmetric above Ty and below T¢. The EFG reflects the
polar ferroelectric order parameter. The lines represent a Landau
fit for a first-order phase transition where V.. is proportional to P?
according to Eq. (1). P stems from independent macroscopic data.
The ferroelectric phase transition is of highly first order arising at
Tc = 1103 K. The dotted fit lines represent the onset of magnetic
order which strongly changes the electric environment of the '8! Ta
probe ion. The chosen curve shape represents a potential proportion-
ality to the macroscopic magnetic ordering according to the Brillouin
function. The asymmetry of the site changes near 7y. The inset
shows density functional theory (DFT) calculations of the EFG. Its
strength is proportional to the square of the order parameter, which
is polarization, for Fe on the Fe site. To not be limited by the finite
unit cell size in the model, we determined the field gradient in
the unperturbed lattice without '8! Ta introduced into the model for
obtaining the temperature dependence of the local environment in
a first step. The two green points are calculation results with Ta in
supercells for the R3¢ and R3c structures (see text). (b) Beneath Ty,
sites 1 and 2 differ in the angle B of magnetic interaction with respect
to the EFG principal axis. The EFG strength and symmetry differ for
both sites. The value of the angle persistently lies ~120 ° for site 1
and 40 ° for site 2.

literature [29]. For detailed arguments, see the SM [54]. In the
purely ferroelectric phase, the sensitive state in Ta>" experi-
ences the vicinity of the Bi*" 652 lone pair electrons, which
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FIG. 5. The magnetic Larmor frequency w. from the perturbed
yy angular correlation (PAC) data as a function of temperature.
Normalized neutron diffraction and Mossbauer data are shown for
comparison. Site 2 nearly follows the Brillouin function of the an-
tiferromagnetic order parameter [69], while site 1 experiences an
enhanced local magnetic field compared with the sublattice magne-
tization value near Ty. The PAC is sensitive to the local magnetic
field only and not to the bulk average. The signal is thus large
despite antiferromagnetic order. Neutron and Mossbauer (from the
intrinsic iron ion) data are normalized to be comparable with the PAC
precession frequency of the Ta ion. The width of the green bar re-
flects the temperature uncertainty in comparing caloric to PAC data.
Mossbauer data stem from Ref. [65], neutron data from Ref. [69].

constitute the major part of crystal polarization. As Ta>* is
positively charged with respect to the Fe**, Ta>" is attracted
to the lone pair electrons of Bi, which are oriented axially
along [111]cupic(= [001]pex ). As the lone pair (6s) electrons
show significant probability of occupancy of volumes away
from the Bi nucleus site, we assume that a certain hybridiza-
tion arises to the vacant Ta 6s orbitals [Fig. 1(d)]. The large
EFG then stems from the deformation of the electronic shell
of Ta>* due to the vicinity of Bi** and the concurrent partial
hybridization.

A strongly asymmetric site 3 can be associated to a charged
point defect or represents Ta ions located at a domain wall
[66]. As the EFG is well defined, localization at a grain bound-
ary is not possible, which would yield a broad distribution
of values. As is estimated from modeling (see Sec. V), an
adjacent point defect is the most likely setting. The influence
of the order parameter on EFG 3 is experimentally practically
void (Fig. 5). The adjacent defect dominates the asymmetry.
Nevertheless, a change in EFG due to the changing order
parameter is visible in the data near Ty, which we consider
to be due to fluctuations near the instability point 7y. If site 3
were considered to reside at a ferroelectric domain wall, the
change in order parameter would thus vanish at the wall. This
is unlikely because the domain wall directly reflects the in-
terface between two parts of the crystal of well-defined order
parameter relation. The DFT model suggests that the adjacent
defect is an iron vacancy. We therefore assign localization of
an iron vacancy near the probe ion for site 3.

In the antiferromagnetic state below Ty, the magnetic sig-
nal component is superimposed on the electric signal, yielding
combined interaction. Due to the high quality of the TDPAC
spectra, the magnetic and electric signals can be separated
from the fits.

A. Effect of magnetic order on site 1/2

Figure 5 shows the temperature dependence of the anti-
ferromagnetic order parameter, the sublattice magnetization,
via the Larmor frequency w;, for both sites 1 and 2. It steeply
vanishes at Ty (Ty = 655 £ 10 K, Mossbauer data yield Ty =
654.9 K [67]). The Brillouin function from Ref. [68] is known
to represent the change of macroscopic and local magnetiza-
tion, as monitored by neutron data or Mossbauer spectroscopy
on the lattice ion iron. We evaluated whether the magnetic
signal in PAC @, also follows the sublattice magnetization
value (hatched line in Fig. 5, original figure, see Fig. S9 in the
SM [54]). As the precession frequencies due to electric and
magnetic coupling are similar, none of both can be considered
as perturbation of the other, and the fully coupled quantum
mechanical fit of the EFG data must be used. Within the
measured spectra, the steep drop in the initial data points in
the time domain (Fig. 3), particularly for the lower temper-
atures, is a result of the similar frequencies and is not due
to damping or fluctuations. Only near Ty, the spectra are
smeared out reflecting fluctuations. The coupled magnetic-
electric fits yield the EFG (v, and n) as well as the local
magnetic precession frequency w, at high precision. Thus, if
changes in the EFG are found, they do reflect changes of the
electric environment even below the magnetic phase transition
temperature. This electric environment changes considerably
beneath Ty (see Fig. 3), amounting to ~30/100% of the ferro-
electric distortion due to the electric polarization of the lattice
itself (the ferroelectric distortion itself is extrapolated from
the values from above Ty). The magnetically induced change
in wg roughly scales with w;: Awy = ¢y, for both sites (see
approximate lines in Fig. 4), which indirectly is a magneto-
electric coefficient. Magnetic ordering thus largely displaces
the Ta ion from its original position. At low temperature,
the EFG (site 1) is strongly enhanced. It is asymmetric but
not excessively. A second local electric environment emerges
which is strongly distorted, namely, the EFG exhibits high
asymmetry with a lesser change in field gradient value (site
2). These two changes can result from an actual shift of
the Ta ion in its octahedron or a reordering of the directly
adjacent electron density. Likely, both effects occur concur-
rently. Thus, on the scale of the (crystallographic) unit cell,
the changes in electrical ordering due to magnetic ordering
are huge. This reflects the local magnetoelectric coupling be-
tween the spin ordering of Fe** and the ferroelectric ordering
of Bi**. This local magnetoelectric coupling yields a 100%
change of polarization for site 1 and ~30% for site 2 at the
atomic scale, the largest magnetoelectric coupling reported
so far. Due to the antiferromagnetic structure, the effective
coupling nearly cancels on the scale of the magnetic unit
cell, which is bigger than the crystallographic one and in-
cludes the antiparallel magnetic spins. Thus, if BiFeO3; were a
ferromagnetic and not an antiferromagnetic material, it would
be the dream candidate for magnetoelectric coupling, which
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we, here, probe locally. Once the magnetic order is fully devel-
oped and fluctuations are no longer relevant (well beneath 7y),
the EFG returns to its original orientation, yielding a low elec-
tric asymmetry on site 1 and a stable asymmetry for site 2. The
data show that an effective maximum magnetic field strength
of ~16 T (w, = 1000 Mrad/s) is encountered at the probe
site 1.

A comparison with Mossbauer data [69] shows that the
intrinsic probe ion Fe** does not experience such a strong
coupling as does the nonmagnetic ion '8! Ta>". This implies
that the superexchange between the iron ions stabilizes the
Fe’* on its lattice location and reduces its coupling to the
ferroelectric distortion, while for Ta>*, a very strong coupled
interaction is found in our experiments.

B. Symmetry of site 1

The most robust fitting parameter in our data is the angle
between the EFG orientation, namely, the z axis of the respec-
tive local principal axis coordinate system of the diagonalized
tensor and the local magnetic field direction [Fig. 3(b)]. For a
positive V,,, which determines the positive z axis of the prin-
cipal coordinate system of the EFG tensor, the local magnetic
field is angled at 8 = 120° with respect to this z axis (not to
be confused with the Landau coefficient 8). This angle prac-
tically does not vary with temperature. According to neutron
diffraction data by Lebeugle er al. [13], the magnetic cycloid
of BFO resides in {112} planes, which are spanned up by
the ferroelectric polar direction (111). and the propagation
vector of the cycloid (110).. For each polar direction, three
specific propagation directions are permitted, one of which
will occur for each cycloid. Lebeugle et al. [13] associate
the easy magnetic plane with the polar direction under 60 °.
Considering Fig. 1(c), our data define that, if the z direction of
the EFG tensor is parallel to 13, then the direction of B is under
120 © slightly larger than the crystallographic angle of 109 °
shown. Thus, sites 1 and 2 represent the ordering of electric
and magnetic interaction in the respective two easy planes
for the magnetic order. Different from the neutron data by
Lebeugle et al. [13], our data show that the easy magnetic
plane associated with that polarization direction does not con-
tain P itself. The z axis could also show along —P. Then the
direction of B would also be reversed but still reside in the
same easy plane. The case of site 1 is illustrated in Fig. 1(c),
where we show the two possible easy planes for magnetization
and one direction of P.

The respectively other angle between the field gradient
tensor orientation and the magnetic field vector we observe is
under 40 ° for site 2. This is accompanied by a large asymme-
try of the field gradient. Reasonably, this reflects a magnetic
moment in the respectively other magnetic easy plane. Also
in this latter case, a distinct angle is observed; as said earlier,
this is the most robust fitting parameter. Thus, PAC suggests
that there is no preferred orientation of magnetization with
respect to polarization, different from the final assumption by
Lebeugle et al. [13].

For thin films, it has been reported that epitaxial strain can
stabilize other cycloid variants, e.g., with the cycloid plane
making an angle to the polarization direction [14,70,71]. Our
situation is different from the biaxial strained films. A defect
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FIG. 6. The temperature dependence of the electric hyperfine pa-
rameters for the defect-associated site 3. Its properties are practically
independent of temperature. Merely the fluctuations near 7y generate
an apparently very different field gradient value.

ion creates a 3D strain in its immediate neighborhood, equiv-
alent to a positive or negative hydrostatic pressure, depending
on the relative ion size with respect to the ion it replaces.
However, Ta>" and Fe** have practically the same ionic radii
in the octahedral environment, 64 and 64.5 pm, respectively
[65]. Therefore, one should not expect a strong effect from the
mechanical point of view. We thus consider that the visible
strong electric distortions largely stem from deformation of
the electron density around the probe atom.

In general, the G-type antiferromagnetic order in BFO
is slightly canted and does not fully cancel. This is due to
the Dzyaloshinskii-Moriya interaction. Two canted (antifer-
romagnetic) spins yield a vector sum magnetization which is
very small and oscillates with the same periodicity as the spin
cycloid. This sum component is nearly perpendicular to the
overall spin orientations of the cycloid within the easy planes.
If the Ta probe would experience this effective sum field, it
would have to be oriented under 90 ° with respect to the polar
axis and the cycloid propagation direction. We do not observe
90°, so the selection of each spin state near the Ta probe
ion is independent of the second-order Dzyaloshinskii-Moriya
interaction and directly correlated with the primary-order pa-
rameter, namely, the spins of the antiferromagnetic sublattice
itself.

C. Site 3

Site 3 is highly distorted and assumes a different symmetry
(Fig. 6) due to an adjacent defect. The properties of this site
are practically independent of temperature. No influence of
global ordering on the field gradient values is found. Also, the
fraction of site 3 practically does not vary. The nearby defect
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FIG. 7. Temperature dependence of the hyperfine frequency distribution width (§) and the normalized site-occupation fractions of the
181Ta probes. Sites 1 and 2 represent the identical lattice substitutional Fe lattice site. They yield different environments only once magnetic

interaction sets in.

(very likely an Fe vacancy, see Sec. V) reduces the effect of
the magnetization on the distortion of the electric environment
of the probe ion. This indicates that the most likely defect
environment is a defect. Hf and Ta are soft dopants in BFO.
Electrochemistry forbids that they associate with an oxygen
vacancy (see SM [54]). Interstitial sites are practically impos-
sible in the perovskite structure for a tolerance factor # ~ 1
[72]. As is shown from electrochemistry in the SM [54], an Fe
vacancy is most likely present at site 3. A high-frequency con-
tribution like site 3 was inevitable to fit the data over the entire
temperature range. As a pure EFG was sufficient to fit the data,
no additional magnetic interaction was used as a free parame-
ter in the fits. It would have inferred a too large error bar.

D. Additional fit parameters

The site occupancy is a parameter in PAC that displays how
many of the ions occupy certain hyperfine interaction envi-
ronments. Often, these are different lattice sites or adjacent
vacancies or interstitials. Similarly, the association of an elec-
tronic defect will also create a “new” site. Thus, evaluating the
site assignment can be a difficult task because recharging can
happen for different true lattice sites at different temperatures.

The fits to our data below the Néel temperature show that
an electrically single site above Ty splits into two effective
environments beneath. For site 1, the hyperfine frequency
distribution width [Fig. 7(b)] increases up to Ty, meaning an
increased uncertainty or fluctuations of the local environment.
This is typical for a transition of second order between two
phases [73]. The spread of the order temperature has also
been observed by TDPAC for a distribution of Curie tempera-
tures for several compounds [73]. The site assignment shows
that, near 7Ty, a larger uncertainty arises in site assignment
[Fig. 7(a)]. This correlates well with the distribution width
[Fig. 7(b)]. The fraction of the defect-associated site 3 does
not change much over temperature. We thus assume that the
associated defect is stable over the entire temperature range.

V. MODELING

Understanding the local environment of a probe ion can be
based on general symmetry arguments, but the strength of the
interaction is determined by the very local electric and mag-
netic environments. In the following, we will give estimates

on the interaction strength based on DFT calculations. As a
foreign probe will alter a supercell much, care must be taken
in interpreting the data because a single probe ion in such a
supercell effectively corresponds to a high doping level, which
in experiment is not the case. Evidently, DFT runs at 0 K,
which must be considered in interpreting high-temperature
data. We attained a fair match between the model and the
experimental data.

We used the projector augmented wave method [74] as
implemented in the VASP code [75]. The generalized gradient
approximation of Perdew-Burke-Ernzerhof (GGA-PBE) was
sometimes used [76], but while this approximation yields a
rough estimate, it may not include the correct amount of
electron localization. To correct the electronic description, we
also used the PBEsol version [77] with an added Coulomb
repulsion term to the localized Fe 3d orbitals (Uer = 2eV),
using the Dudarev approach [78]. This is consistent with a
recent study in BiFeO3 [79], which recommended that “a U
value of at most 4 eV be applied to the Fe d orbitals in BFO,”
using PBE. We have used PBEsol 4 U, which usually requires
a slightly smaller U for similar results in comparison with
PBE + U; therefore, Uy = 2 €V seems a reasonable choice.
The PBE EFGs are shown in three cases, as the left values in
Table I (when there is > 1 value), showing results like PBEsol
+ U. The cases with two results (PBE and PBEsol + U =
2eV) show that the exact choice of the U value for the Ta
EFG is not very significant since the resulting V,, values are
relatively close.

The calculation is spin polarized and ferromagnetic (an ap-
proximation to the paramagnetic state found at the measured
temperatures). We used an energy cutoff of 950 eV for the
plane waves and a 7 x 7 x 3 Monkhorst-Pack I'-centered
k-points grid for the conventional cell. For the 2 x 2 x 1
supercells, we used an energy cutoff of 400 eV and 3 x 3 x
2 k-points. The lower cutoff should be enough for reasonably
good accuracy, as seen by tests in the smaller cell.

Two settings were followed in modeling. The first concerns
the BiFeOs; crystal without a defect. This was with the goal to
understand the dependence of the local EFG on the macro-
scopic polarization state of the sample. The second involves
the incorporation of Ta as the nuclear probe ion. Since the
calculations are periodic, we should increase the supercell to
remove interaction between Ta defects. Therefore, while the
periodic functions in the model should describe the effect of
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TABLEI. Simulated EFG parameters for different Ta defect configurations (two supercell sizes) and experimental values (right column). In
cases with two values in the model, the first one was obtained with GGA-PBE, while the second one was obtained with GGA — PBEsol + U =

2eV.
1x1x1 2x2x1 Experimental values @ RT
V..(10* V/m?) n V..(10* V/m?) n V.. (10*' V/m?) 1

Ta:Bi 19.01 0

Ta:Fe 7.26 0 6.21/5.78 0 10.52 (0.32) 0.24 (0.04)
6.73 (0.34) 0.70 (0.04)

Ta: Fe (R3c) 3.93/3.37 0

Ta : Fe 4+ Vo 33.71 0.36 40.96 0.05

Ta : Fe + Vp; 10.99 0

Ta : Fe + Vg 5.64 0.91 20.30 (0.16) 0.86 (0.01)

Ta:Fe (FMma:2 X 152 —5.75/=7.17 0.76/0.76

supercell

the EFG at the Fe site for Fe, well a larger error is expected
for the model including the Ta probe as a defect. It turns out
that the resulting “concentration” of Ta in the lattice yields
metallic behavior. Thus, a different modeling approach be-
came necessary to be able to determine the V., dependence
on polarization.

(1) Fe on Fe site: We calculated the electric environment
of Fe on the Fe lattice site according to the same scheme as
conducted in Ref. [61]. The behavior of V., as a function of
the polarization of the lattice follows the same trend as it does
for BaTiO3, namely, a linear dependence on P? [see the purple
points of Fig. 3(a)]. We used this dependence for estimating
the effect of the temperature dependence of the macroscopic
polarization on V,, [see Eq. (2)].

(2) Ta probe included: We calculated the EFG of the Ta
probe at different sites to arrive at a probe site assignment for
the measurements based on the comparison of calculated with
experimental values. We also performed the Ta:Fe calcula-
tions with the R3¢ /R3¢ structures to estimate the variation of
V., with P [as shown in the green points of Fig. 3(a)].

We have first considered a Ta impurity in one hexagonal
unit cell (with 5 f.u., and lattice parameters a = 5.575 A,
¢ = 13.868 A). Specifically, we considered two substitutional
situations at either Bi or Fe sites. In the first case, we ob-
tained V., = 19.01 x 10*! V/m?, while in the second case,
we obtained V., = 7.26 x 10?! V/m?. The comparison of the
calculations with the lowest temperature experimental fre-
quencies indicate that Ta occupies the Fe site. We have also
considered the situation where the Ta is substitutional at Fe
with the nearest O neighbor removed (Ta : Fe 4+ O,), which
results in V., = 33.71 x 10?! V/m? and 5 = 0.36. Table I
summarizes the simulated hyperfine parameters for the 1 x 1
x 1 conventional cells and for the 2 x 2 x 1 supercells. This
value is considerably larger when compared with experiment,
and the association of an oxygen vacancy with Ta is practi-
cally excluded, in good accordance with electrochemistry (for
a discussion of the electrochemical approach, please refer to
the SM [54]).

Using one hexagonal unit cell may be a bad model for
the highly diluted impurity case since the Ta probes are only
separated by 5.755 A in the horizontal plane. Therefore, we
have also done calculations considering one 2 x 2 x 1 super-

cell. The obtained forces after relaxation were <0.03 eV/A.
The obtained EFG is V,. = 6.21 x 10>! V/m? with the PBE
approximation and 5.78 x 10?! V/m? with the PBEsol + U
approximation. Using this supercell, we have also performed
calculations with charged cells, adding or subtracting 1 and
2 electrons to the neutral state. The results show that, in this
case, the defects must be explicitly considered in the calcula-
tions of the EFG since it is not very sensitive to the number
of electrons used in the calculations: V., changes only in the
range from 5.46 to 7.10 x 10*' V/m?.

An estimation of the EFG change due to the polarization
loss as the temperature is increased can be obtained by cal-
culating the Ta: Fe case with a supercell constructed starting
from the structure with the R3¢ space group without the polar
distortion. In this case, we obtain V,. = 3.93 x 10*' V/m?
(PBE) or 3.24 (PBEsol + U) x 10?! V/m?. The decrease
of V., by almost half when changing from the R3c to the
R3c structure is roughly consistent with the decrease exper-
imentally seen with temperature, suggesting that the main
temperature changes can be attributed to a polarization de-
crease (see case 1 above).

The paraelectric phase at higher temperature has been
proposed with orthorhombic Pnma symmetry [80]. We also
calculated the EFG for the probe in this phase, substituting
Fe and using a 2 x 1 x 2 supercell (distance between probes
is 7.89 A). The results are presented in Table I for both PBE
and PBEsol 4+ U approximations (left and right values). In
this structure, the polar mode disappears with respect to the
R3c structure (as in the R3¢ structure), but there are also new
oxygen rotations (with a zone boundary mode RY). These
different distortion features result in an asymmetric EFG
(n = 0.76), while V,; is now negative but with absolute value
close to the R3¢ value. In this case, the transition is first order
with a small coexistence temperature region, which would
indicate it is not relevant to our measurements (far from the
transition temperature 7o ~ 1103 K).

The result for the case with Ta at the Fe site and an O
nearest neighbor removed is V,. = 40.96 x 10! V/m? and
n = 0.05. The differences are significant but not very large,
indicating that this case is close to the highly diluted limit.
Cation vacancies are considered already with this dilution, in
the case where Ta substitutes for Fe, and the nearest neighbor
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Bi(Ta : Fe 4 Vg;) or Fe(Ta : Fe 4 Vg ) is removed forming
the respective vacancy. These cases yield somewhat more
moderate values (Table I). The Fe vacancy case, in addition
to having the closest calculated V,,, also has n close to the
experimental value of site 3, while other vacancies produce a
nearly axially symmetric EFG. Ultimately, a nearest neighbor
cation vacancy is a likely scenario, particularly for an adjacent
Fe vacancy (see Table I). This is in good accordance with
electrochemistry (see SM [54]).

The calculations presented in Table I were performed as-
suming ferromagnetic order. However, we also tested two
defect configurations with different states with respect to the
magnetic order: one where the Fe spins follow the G-AF
antiferromagnetic order with the Ta site having a close to
zero magnetic moment. The simple substitution Ta: Fe with
GGA — PBEsol + U = 2eV yields V.. = 6.10 x 10?! V/m?
(n = 0); the change of magnetic order—without temperature,
as considered in the calculations—does not result in a signifi-
cant change in the EFG, and the F order should be reasonable.

The calculations shown here are not sufficient to be able to
define whether the iron vacancy would reside on the upper
or lower triangle in Fig. 1(b). Any site on each triangle is
equivalent. The two triangles should yield different n values
for the asymmetric site, as the ferroelectric polarization is a
vector, and the two triangles then become nonequivalent, but
this difference is not resolvable. As spin-orbit coupling is not
included in the calculations, they cannot differentiate between
the two cases of magnetic easy planes.

Our calculations show that an associated Fe vacancy ac-
counts for a large asymmetry, but the field gradient values
do not match as much as we would have expected. All other
vacancy configurations yield asymmetry zero, which is also
clear from eyesight on the crystal structure. The adjacent iron
vacancy is thus also from the modeling point of view the most
likely local setting for the asymmetric site 3.

VI. CONCLUSIONS

Isolated nonmagnetic substitutional defects strongly inter-
act with the electric and magnetic order parameters in BiFeOs.
The tantalum probe experiences the local electric and mag-
netic environments. In the ferroelectric temperature range,
two local environments are experienced, one representing

substitutional Ta in the iron site, the other an iron vacancy-
associated probe ion.

The additional antiferromagnetic order below the Néel
temperature generates magnetic-electric combined interaction
at the probe site. Due to the high quality of the spectra, the
individual magnetic and electric components can be extracted
from the fits. Two relative orientations of magnetic order with
respect to the EFG tensor axis are found representing the two
possible easy planes for magnetic ordering in the material.
Magnetic order follows the macroscopic Brillouin function.
Due to magnetic ordering, a very large change in local electric
environment is found, namely, the electric order is highly dis-
torted around a nonmagnetic probe in BiFeO3 due to magnetic
ordering. If one were to extract a magnetoelectric coupling
coefficient from this coupling, it would be extremely large and
be at least an order of magnitude larger than known values.

The iron vacancy-associated defect is hardly affected by
the long-range order in the material. The vacancy thus seems
to decouple the local environment from the magnetic order
parameter in the system [85].

Original data are available from the authors upon reason-
able request.
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