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Low-temperature acanthite-like phase of Cu2S: Electronic and transport properties
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The mobility and disorder in the lattice of Cu atoms as liquidlike behavior is an important characteristic
affecting the thermoelectric properties of Cu2S. In this study, using a theoretical model called an acanthite-like
structure for Cu2S at a low-temperature range, we systematically investigate the electronic structure, intrinsic
defect formation, and transport properties by first-principles calculations. Therefore, previous experimental
reports on the indirect band-gap nature of Cu2S were confirmed in this work with an energy gap of about
0.9–0.95 eV. As a result, the optical absorption coefficient estimated from this model also gives a potential value
of α > 104 cm−1 in the visible spectrum range. According to the bonding analysis and formation energy aspect,
Cu vacancy is the most preferred defect to form in Cu2S, which primarily affects the conductive behavior as a p
type, as experimentally observed. Finally, the transport properties of Cu2S system were successfully reproduced
using an electron-phonon scattering method, highlighting the important role of relaxation time prediction in
conductivity estimation instead of regarding it as a constant.
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I. INTRODUCTION

Since its inception, thermoelectric (TE) technology has
been proving its robust potential for harvesting waste heat and
converting it into electricity [1,2]. This green solution turned
out to be extremely useful in current circumstances, especially
when fossil fuel resources are running out and the chal-
lenges of climate change are constantly increasing [3]. Many
TE material generations have been explored with impressive
performances as a result of these practical impetuses [4,5].
One of the most popular TE material paradigms called the
“phonon-glass electron-crystal” (PGEC), was proposed in
1995 [6,7]. Interestingly, most of the state-of-the-art TE ma-
terials so far are in the PGEC paradigm with crystalline
solid form. In nature, the thermal conductivity of liquids
is known to be worse than that of solids, and this concept
is a hint we can exploit to renovate the PGEC paradigm.
Since 2012, such a TE material paradigm has been around,
called a “phonon-liquid electron-crystal”, which takes ad-
vantage of the liquidlike behavior of superionic conductors
in several materials to minimize thermal conductivity [8,9].
In particular, transition metal-chalcogenide compounds such
as the (Ag,Cu)2(S,Se,Te) group are typical materials for
this concept with many fascinating properties and high TE
performance [10–13].
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Copper sulfide, or Cu2−xS is inherently not only a well-
known semiconductor for applications in photovoltaic solar
cells [14,15], but recently it has also been recognized as a
promising candidate for TE applications [16]. Although Cu2S
has been studied since the late 1940s, the thorough under-
standing of the crystal structure and electronic properties still
has some ambiguity and controversy [17–19]. Referring to the
crystal structure issue first, Cu2−xS exists in many crystallo-
graphically distinct phases depending on the Cu content, such
as chalcocite (Cu2S), djurleite (Cu1.94S), digenite (Cu1.8S),
and anilite (Cu1.75S). In which, stoichiometric compound
Cu2S has three temperature-dependent phases including the
γ phase (low-chalcocite or L-chalc. for temperatures below
378 K), the β phase (high-chalcocite or H-chalc. in the range
of 378–698 K), and the α phase (above 698 K) [20].

However, it seems not to be that simple. The sensitivity
to the temperature of Cu atoms makes them really mobile
and disorderly, which is considered as liquidlike behavior.
As a result, locating atoms becomes difficult and confusing
in the study of their properties. For instance, in previous
studies [21,22], the authors investigated the electronic struc-
ture of Cu2S based on several artificial models for the
high-temperature phase. Despite taking into account the ex-
perimentally determined low-temperature phase L-chalc., the
results in these models still do not reproduce the band-gap en-
ergy or reveal the indirect nature as found in the experimental
report [23,24]. The problem is, the L-chalc. phase is found
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to have a large pseudo-orthorhombic structure including 96
molecular units (288 atoms) where each Cu atom has a unique
site. Obviously, such a large number of atoms along with
the low symmetry of the structure causes density functional
theory (DFT) based investigations to be more challenging.
Previous theoretical works approximated this structure by
splitting it into two identical monoclinic cells (144 atoms per
cell) to facilitate calculations [21,25]. However, for the inves-
tigation of electronic and transport properties, this structure is
pretty large. The disorder of the Cu atoms and the large super-
cell size of L-chalc. phase can lead to the folding of k points
at the Brillouin-zone (BZ) edge on the � point. Consequently,
it can make the band gap direct while the evidence from the
optical data shows that the nature of the band gap should be
indirect.

In a recent structural investigation [26,27], the author used
15 potential crystal structures for Cu2S (including the L-chalc.
phase) to predict the most favored structure based on co-
hesive energy. Accordingly, the acanthite-like phase, which
was derived from a similar low-temperature phase of Ag2S,
had the lowest energy among all. Interestingly, this acanthite-
like structure is pretty simple. The arrangement of Cu and
S atoms forms layered chains with a zig-zag shape where
Cu atoms occupy only two order positions, tetrahedral and
octahedral sites. As compared to the L-chalc. phase, there
is not much difference in crystal (both are monoclinic) and
electronic structure (except for direct/indirect nature) [26],
hence several recent studies have adopted this acanthite-like
model for calculations [28,29]. Therefore, it would be in-
teresting to have insight into the physical properties of the
acanthite-like phase, which can be a good alternative model
of the L-chalc. phase for TE design applications at low
temperatures.

In this work, we systematically investigate the electronic
properties, the intrinsic point defect formation, and transport
properties of the acanthite-like phase of Cu2S by using first-
principles calculations. In Sec. II A, the electronic structure of
Cu2S is considered using an acanthite-like model. In Sec. II B,
the formation of point defects and diffusion behavior are also
discussed as part of electronic properties. Finally, in Sec. II C,
the transport properties of the acanthite-like model based on
the electron-phonon scattering mechanism and the rationality
of this model for TE design purposes are the main parts we
focused on in this study.

II. COMPUTATIONAL METHODS

A. Electronic properties

Our DFT calculations are mainly carried out using the
VASP code [30]. The projector-augmented wave (PAW) ap-
proach [31] is used with generalized gradient approximation
(GGA) in the form of Perdue-Burke-Ernzerhof (PBE) [32].
Here, the 3d10 and 4s1 electrons of Cu, 3s2 and 3p4 electrons
of S are treated as valence states. The wave functions are
expanded in a plane-wave basis set with cut-off energy of
400 eV. A width of 0.05 eV of Gaussian smearing has been
used in this work. All calculations were converged until the
residual atomic force became smaller than 10−2 eV/Å. Since
the DFT method is well-known for underestimating band-gap
energy, the rotationally invariant DFT + U method with an

effective Hubbard parameter U of 7 eV [28,33], was applied
to the d orbitals of Cu to handle on-site Coulomb interaction.
Besides, we also employed the hybrid functional proposed
by Heyd, Scuseria, and Ernzerhof (HSE06) [34] in several
cases related to band structure calculations to compare with
the results from the DFT + U method. The BZ was sampled
using the Monkhorst-Pack k-mesh of 11 × 9 × 9 for PBE
functional, while a 8 × 4 × 4 mesh was used for HSE06
functional. For defect formation calculations, a 2 × 2 × 2
supercell with a corresponding 3 × 3 × 3 k-mesh is used.
The migration pathways of Cu vacancy were discussed as
well, based on possible minimum energy pathways (MEP)
between the adjacent sites using the nudged elastic band
algorithm [35].

In the framework of band structure calculations, the
linear optical properties can be obtained from the frequency-
dependent complex dielectric function [36]:

ε(ω) = ε1(ω) + iε2(ω), (1)

where ε1(ω) and ε2(ω) are the real and imaginary parts of the
dielectric function, respectively; ω is the photon frequency.
Consequently, the absorption coefficient α(ω) is derived from
ε1(ω) and ε2(ω) as follows:

α(ω) =
√

2ω

c

(√
ε2

1 + ε2
2 − ε1

) 1
2 . (2)

In addition, the electric transition dipole moment (TDM)
based on dipole transition matrix elements Pa→b between two
states is defined as [37]

Pa→b = 〈ψb|r|ψa〉 = ih̄

(Eb − Ea)m
〈ψb|p|ψa〉, (3)

where ψa and ψb are eigenstates corresponding to energy Ea

and Eb, m is the electron mass. It should be noted that for
a more accurate band structure description, the meticulous
estimation may necessitate calculations such as the GW-BSE
method [38]. Only the predictions of the GGA + U and
HSE06 functionals are considered here.

B. Intrinsic point defects formation

The defect formation energy Eform(D, q) at charge state q
of defect D as a function of Fermi energy can be defined as
follows [39]:

Eform(D, q) = E tot
D,q − E tot

bulk +
∑

n(i)μi

+ q(EVBM + 	EFermi), (4)

where E tot
D,q is the total energy of the defect system, E tot

bulk
is the total energy of the bulk system, n is the number of
impurity atoms (n > 0 for doped atoms and n < 0 for re-
moved atoms), μi is chemical potential of element i. EVBM

is referenced energy related to the valence band maximum
(VBM) while 	EFermi is Fermi energy relative to VBM. We
also used simply core potential correction as a correction term
for Eq. (4). Then, the chemical potential can be defined by
relation μi = μ0

i + 	μi, where μ0
i is total energy per atom

of elemental solid i (for S, S8 molecule is used, namely, μ0
S =

1
8μ0

S8
) and 	μi is condition to control the crystal growth. To
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avoid the formation of elemental solid phase (i.e., precipitat-
ing) or unintended compounds (here, CuS and CuS2 are used
for competing phases), the following inequalities should be
satisfied:

	μi � 0, (5)

	μCu + 	μS � 	μ(CuS), (6)

	μCu + 2	μS � 	μ(CuS2). (7)

Lastly, the constraint is employed as the thermal equilibrium
condition:

2	μCu + 	μS = 	μ(Cu2S), (8)

where 	μ(X) is formation enthalpy of compound X. These
values are calculated with 	μ(CuS)= −0.41 eV, 	μ(CuS2)
= −0.31 eV, and 	μ(Cu2S) = −0.44 eV. Defect formation
energies are computed within the allowed region of 	μi.

C. Transport properties: Electron-phonon coupling

For transport properties, the effect of electron-phonon cou-
pling is investigated using the Quantum Espresso code [40].
Here, we used a plane-wave basis set with kinetic energy cut-
offs of 60 and 600 Ry for wave functions and charge density,
respectively. Besides, the uniform 12 × 12 × 12 �-centered
k-point and 3 × 3 × 3 q-point grids are used for calculations.
Then, the general transport parameters of the system are cal-
culated using BoltzTraP code [41] to solve the semiclassical

Boltzmann transport equation within the relaxation-time ap-
proximation. The expressions for electrical conductivity (σ ),
Seebeck coefficient (S), electronic thermal conductivity (κe)
are the following [42]:

σαβ (μ, T ) = K (0)
αβ , (9)

Sαβ (μ, T ) = kB

∑
i

(K (0)−1
)iαK (1)

iβ , (10)

κe
αβ (μ, T ) = k

2

BT

[
K (2)

αβ −
∑

i j

K (1)
αi (K (0)−1

)i jK
(1)
jβ

]
, (11)

where α, β, i, j are Cartesian components, μ is the chemical
potential, T is the absolute temperature, kB is the Boltzmann
constant. Here, K (p)

αβ is the pth order electronic transport coef-
ficient, which is defined as

K (p)
αβ (μ, T ) = gse2−p

(2π )3(kBT )p+1

∑
n

∫
BZ

dkvnkαvnkβ

× τnk(μ, T )I (p)(εnk, μ, T ) (12)

with gs being the spin degeneracy, k is the electron wave
vector, vαβ is the electron group velocity, εnk is the electron
energy, and I (p)(ε, μ, T ) is the material-independent inte-
grand factor:

I (p)(ε, μ, T ) = (ε − μ)p f (ε, μ, T )[1 − f (ε, μ, T )]. (13)

Here, f (ε, μ, T ) is the Fermi-Dirac distribution function. The
important factor in Eq. (12), electron energy relaxation time
τnk(μ, T ) can be defined by considering the electron-phonon
coupling effect as follows:

τ−1
(μ,T ) = �

(2π )2h̄

∑
mν

∫
BZ

dq|gmnν (k, q)|2{[n(ωνq, T ) + f (εmk+q, μ, T )]δ(εnk + ωνq − εmk+q)

+ [n(ωνq, T ) + 1 − f (εmk+q, μ, T )]δ(εnk − ωνq − εmk+q)}, (14)

where � is the primitive cell volume, m is the electron band index, ν is the phonon mode index, q is the phonon wave vector, ων

is the phonon energy, n(ω, T ) is the Bose-Einstein distribution function, and δ is the Dirac delta function. Besides, the Eliashberg
spectral function related to electron-phonon coupling matrix elements gmnν (k, q) can be defined as [43]

α2F (ω) = 1

N (εF )

∑
mn

∑
qν

δ(ω − ωqν )
∑

k

∣∣gqν,mn
k+q,k

∣∣2
δ(εk+q,m − εF )δ(εk,n − εF ). (15)

However, it is worthy to note that the calculations describing full electron-phonon interaction [44] as in Eq. (14) are
complicated and time consuming. Hence, in this study, we employed the electron-phonon average approximation (EPA) [42],
which replaces the energy-dependent averages for their momentum-dependent quantities to handle τnk(μ, T ) value. In detail,
replacing |gmnν (k, q)|2 �→ g2

ν (εnk, εmk+q) as the average electron-phonon matrix elements over the directions of k and k + q
wave vectors, ωνq �→ ων as the average phonon energies over the cells of electron energy grids, and ρ is electron density of
states:

τ−1(ε, μ, T ) = 2π�

gsh̄

∑
ν

{g2
ν (ε, ε + ων )[n(ων, T ) + f (ε + ων, μ, T )]ρ(ε + ων )

+ g2
ν (ε, ε − ων )[n(ων, T ) + 1 − f (ε − ων, μ, T )]ρ(ε + ων )}. (16)

III. RESULTS AND DISCUSSION

A. Electronic properties

Firstly, let us briefly mention the crystal structure issue,
which strongly affects electronic structure. The acanthite-like

structure of Cu2S was generated by substituting all Ag atoms
with Cu atoms in the low-temperature phase of Ag2S, and
then the derived structure was fully relaxed using DFT. The
optimized lattice parameters are shown in Table I. At the
same cell size, the cohesive energy of the acanthite-like phase
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TABLE I. The calculated lattice constants, average bond lengths, and cohesive energy per formula unit of the Cu2S acanthite-like phase.
For comparison with the L-chalc. phase, a 3 × 2 × 2 supercell of acanthite-like phase is used. The average Cu-Cu bond length value of the
L-chalc. phase (asterisk symbol) is referred from previous works [26,27].

a b c d̄CuI−CuII d̄CuI−S d̄CuII−S α = γ β Ecoh

(Å) (Å) (Å) (Å) (Å) (Å) (◦) (◦) (eV/f.u)

Acanthite-like (unit cell) 4.011 7.261 7.932 2.687 2.308 2.183 90 119.567 −11.659
Acanthite-like (super cell 3 × 2 × 2) 12.042 14.504 15.862 2.687 2.308 2.182 90 119.598 −11.658
Low-chalcocite (Exp. [19]) 13.494 11.884 15.246 2.65–2.69* – – 90 116.350 −11.637

is 20 meV lower than that of L-chalc. phase. This matches
the results of a previous study with a value of 16 meV
[27], indicating the thermodynamic stability of acanthite-like
phase compared to L-chalc. phase. We also calculated the
heat of formation of the acanthite-like phase compared with
several structures at the stoichiometric limit and three dif-
ferent compounds of the Cu-S system in Fig. 1. We found
that Cu1.75S (or Cu7S4) has the most stable structure among
the Cu-S compounds considered, which was confirmed in
a previous study [45]. However, at the stoichiometric limit,
the acanthite-like phase is the most stable structure with the
lowest formation energy. Comparing the acanthite-like phase
to L-chalc. phase, the differences between two structures are
the a and b lattice constants, and the disorder of Cu atoms
in the compounds. In Fig. 2(b), a simple ab-initio molecular
dynamics (AIMD) simulation at room temperature is used to
observe the behavior of atoms in an acanthite-like phase. It
can be seen that S atoms form a nearly immobile sub-lattice,
while Cu atoms are conductors that move around disorderly as
liquid behavior. Compared with the experimentally obtained
L-chalc. phase, it shows the same behavior of S atoms with
the zig-zag arrangement [see Fig. 2(c)]. However, it can be
realized that the displacement of Cu atoms in the L-chalc.
phase is more complicated, necessitating a thorough analysis
of Cu displacement. In the latest research [29], the author has
focused on AIMD simulations to investigate the displacement
of Cu atoms in both structures. Accordingly, the radial and
cumulative distribution functions of Cu-Cu, Cu-S, and S-S
pairs showed a similar tendency in both acanthite-like and

FIG. 1. Formation enthalpy per formula unit of three stoichio-
metric compounds of Cu-S system. Several structures of Cu2S
(unfilled color symbols) and different compounds (filled color sym-
bols) taken from material project database [46] are also calculated
for comparison.

L-chalc. phases. In addition, they also calculated the mean
square displacement of Cu atoms, revealing that both phases
have comparable Cu diffusion inside crystal structures.

Besides, the phonon dispersion was taken into account to
ensure the stability of the acanthite-like phase [see Fig. 2(g)].
No imaginary frequency appeared in the phonon band struc-
ture, revealing that this structure is dynamically stable. It is
important to note that there is the appearance of soft modes
in the low-frequency range due to the low crystal symme-
try, which leads to the drop-down of some optical modes to
acoustic modes. This decrease in phonon frequency is usu-
ally associated with a certain type of phase transition. Based
on the investigations noted above, it makes sense to utilize
the acanthite-like model as the stable phase of Cu2S at the
stoichiometric limit for low-temperature transport properties
investigations.

Minimizing the number of atoms compared to the L-chalc.
phase not only reduces the computational cost but also gives
us an insight into the electronic structure, where the states
are not overlapping and overly dense. We then started inves-
tigating the electronic structure of this model using a GGA
functional. Figure 2(d) shows that the GGA functional fails
completely to reproduce the Cu2S energy gap, which is ex-
perimentally reported as an indirect band gap of 1.1 eV [24].
This is not surprising because the GGA functional is known to
frequently underestimate the bandgap. Moreover, the strongly
correlated nature of transition metal d-layer electrons can
also be a reason. Hence, the GGA + U method was used
to improve the bandgap estimation. It can be seen that the
Hubbard potential U hardly changes the band edge compared
to GGA, the conduction band (CB) is only pushed to the
higher energy side than the valence band (VB). As a result,
an indirect energy gap of 0.91 eV appears, which is in agree-
ment with the result of previous theoretical work [28]. For
further insight, we also examined the band structure using
HSE06 functional, which is known to reproduce the bandgap
energy of semiconductors better than GGA. The band edge
given by HSE06 functional is pretty similar to the GGA + U
description with VBM located at the � point. Meanwhile, the
conduction band minimum (CBM) is distorted along the �–A
direction, reproducing a slightly wider indirect band gap of
0.95 eV compared to the GGA + U result. The second CBM
has a slight difference as GGA + U shows that it is located
between the Y–C range while HSE06 shows it is located at the
Y–point, which may lead to some difference in observing the
optical transition states afterward. However, both functions
have similar descriptions of the atomic orbital contributions
and their density of states (DOS). The predominance of Cu d
orbitals with S p orbitals forms the VB. At the same time, the
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FIG. 2. (a) Crystal structure of Cu2S acanthite-like phase (Cu atom: blue, S atom: yellow) where Cu occupied two significant positions,
tetrahedral-site (CuI) and octahedral-site (CuII). (b) The displacement of Cu atoms in the acanthite-like phase via ab initio molecular dynamics
simulation at 300 K shows similar behavior to the one in the low-chalcocite phase observed in experiments (c), where the S sublattice is nearly
immobile with the zig-zag arrangement. (d)–(f) Electronic band structure, Brillouin zone, and DOS of Cu2S acanthite-like phase by different
functionals (Fermi energy is referred to the top of valence band); (g) Phonon dispersion and phonon DOS of acanthite-like phase.

hybridization between the s and p orbitals of Cu, s orbitals of S
forms the CB. The band-gap estimation of both functionals is
still lower than the experimental one, but these values are still
reasonable for us to continue investigating other properties of
the system.

Cu2S is known to be a good solar absorber, so it is often
fabricated in thin-film form or used as a dopant to increase
absorption efficiency [47]. The high optical absorption coeffi-
cient of a material (usually characterized by α > 104 cm−1)
is important to achieve a good photovoltaic performance.
The bandgap of Cu2S is in the optimal 1.1–1.7 eV range
required for high conversion efficiency as predicted in the
Shockley-Queisser limit [48]. Although the bandgap was un-
derestimated by about 17% for GGA + U and 13% for HSE06
functional, both functionals showed a similar trend with a
significant increase in α values just about 0.3 eV above the
bandgap, as depicted in Fig. 3(a). The absorption coefficients

become characteristic at about 1.8 eV, which is just at the start
point of the visible spectrum and increases sharply thereafter.
The results calculated by GGA + U functional are greater
than those described for HSE06 functional in general, but
these values obtained are larger than 104, which is completely
competitive with an indirect band-gap absorber as Si [49]. In
addition, the transition probabilities between the two states of
the VBM and CBM as shown in Fig. 3(b) are also revealed
in the forbidden or allowed transition state. Accordingly, both
functionals agree that the TDM amplitude between VBM and
CBM at the � point is zero, indicating that there is no optical
absorption between these two states. In contrast, strong optical
absorption is observed along the direction of �–A or C–Y.
These sites are the lowest points of CB, with the distance to
VB falling at around 2.0 eV. This explains why the magni-
tude of the absorption coefficient increases sharply from this
energy level of the visible spectrum.
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FIG. 3. (a) Absorption coefficient as a function of photon energy
by GGA + U and HSE06 functionals in the range of the visible
light spectrum. The bandgap energy marked by vertical dashed lines
(navy: GGA + U , red: HSE06, green: experiment data). (b) Tran-
sition probability of electric dipole moment between two states of
VB-CB along high-symmetry k points.

B. Intrinsic point defects formation

It has been reported that at the stoichiometric limit, Cu2S
is more stable in the L-chalc. structure [45]. However, this
research also revealed that Cu2S is not stable against the
formation of Cu vacancies and Cu7S4 (Cu1.75S) is the most
stable structure of CuxS (1.2 < x � 2.0) system. Therefore,
only competing stoichiometric phases are used for the deter-
mination of growth conditions of the acanthite-like phase. As
shown in Fig. 4, the two intersection points bounding the sta-
bility region of Cu2S acanthite-like phase in the plane (	μCu,
	μS). As a typical growth condition, we assume a Cu-rich
condition (	μCu = 0 eV, 	μS = −0.44 eV) and a Cu-poor
condition (	μCu = −0.03 eV, 	μS = −0.38 eV). Then,
intrinsic defect formation energies of vacancies, interstitial
atoms, and antisite atoms are calculated. Previous studies
involving chalcopyrite families such as AgSbTe2, CuInSe2,
CuGaO2, CuFeS2 showed that they are semiconductors with
predominant p-type defects [50–52]. A common feature that
can be observed for this group is the appearance of antibond-
ing states between cations and anions below the Fermi level.
Consequently, these systems are often structurally unstable
and likely to transfer to a more stable form, so that the bonding
between cation-anion tends to be easily broken, potentially re-
vealing the formation of defects such as vacancy in the system.
Figure 5(a) gives us a view of the crystal orbital Hamilton
population (COHP) curves between Cu and S in both sites of
Cu. Clearly, there is an anti-bonding state between Cu-S at
both sites, which is similar to that of the chalcopyrite family.
Hence, it leads us to a prediction that p-type defects can be the

FIG. 4. Calculated chemical potentials of 	μCu and 	μS for
three stoichiometric compounds as competing phases, where the al-
lowed region for the growth of Cu2S is limited up to two intersection
points.

predominant type of defects in the system. To strengthen
the above assessment, we further consider the propensity of
defects formation based on the energy aspect [see Fig. 5(b)].

FIG. 5. (a) COHP curves of Cu-S bonding where Fermi level
(black dashed line) is located at VBM (negative value: bonding
nature, positive value: antibonding nature), (b) Formation energy of
Cu2S with different kinds of defects as a function of Fermi level
under Cu-rich and Cu-poor conditions. The width of bandgap energy
corresponds to horizontal axis values where the VBM point referred
to the zero value.
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Depending on growth conditions, the formation ener-
gies of Cu vacancy at two order positions differ by about
0.16–0.22 eV. Specifically, in the Cu-rich condition, a forma-
tion energy of neutral Cu vacancy at the O site (i.e.,VCu-II =
−0.227 eV) is smaller than that of the T site (i.e., VCu-I =
0.06 eV). It means the O site is more likely to generate Cu va-
cancies compared to T site. In Cu-poor condition, this energy
decreases (VCu-II = −0.257 eV, VCu-I = 0.03 eV), resulting in
more Cu vacancies forming. Moreover, formation energies are
nearly zero or negative values at the Cu positions, indicating
Cu vacancy is a typical intrinsic defect that is extremely easy
to form in this system. As a result, the loss of electrons causes
the shift of Fermi level to the VB, which is identified as an
acceptor or p-type defect. This result is consistent with the
COHP calculation shown in Fig. 5(a). Our calculations also
show that Cu vacancies have lower formation energies when
accepting one electron and transferring to the charged state
–1. Because the charged state transition between 0/–1 occurs
outside the band-gap energy range, the charged state of the Cu
vacancy is preferred over the neutral state. In comparison to
Cu vacancy, the formation energy of the S vacancy indicates
that it is virtually hard to form, with an energy of around
2.15–2.20 eV. Because the neutral state is supposed to be
more stable, the charged state transitions between 0/+1 and
+1/+2 are essentially nonexistent in the case of S vacancy.
In contrast, the interstitial Cu atoms act as n-type defects
in the compound. This type of defect might arise in both
Cu-rich and Cu-poor conditions due to a minor difference in
energy (only 0.03 eV). As can be seen, there is a charged
state transition between +1/0 that occurs at 0.21 eV above
the VBM. The charged state +1 of interstitial Cu shows that
it is more stable than the neutral state for 	EFermi < 0.21 eV.
Above the transition point (	EFermi > 0.21 eV), the system
switches from one electron-loss to a neutral charge. Similar
results are also observed in the case of Ag2S [53], where
the presence of the positively charged interstitial atoms and
negatively charged vacancies contribute to the charge neutral-
ization of the system. However, because the interstitial atoms
are not as energetically favored as they are in the case of Ag2S,
the predominance of Cu vacancies can be the reason for con-
ductive behavior as a p-type semiconductor of Cu2S, which
is shown in the latter part. In the case of interstitial S atoms,
the high formation energy (about 2.31–2.37 eV) suggests that
it is unlikely to form and dominate in the system over other
defects. Compared to the interstitial S atoms, the antisite
defects are supposed to be more easily formed in the com-
pound with an energy of around 0.8 eV. However, the presence
of this kind of defect essentially does not change the transport
properties of Cu2S.

As the most predominant and easily formed defect in the
system, it is important to know the diffusion mechanism of
Cu vacancy. Here, the MEP is the favored migration path of
atoms. Vacancy migration along the possible pathways that we
consider here include three main ways: from T site to T site
or VT–VT (p1), O site to O site or VO–VO (p2), and O site to
T site to O site or VO–VT–VO (p3), as shown in Fig. 6(a). The
MEP of Cu vacancy as depicted in Fig. 6(b) shows that the
maximum energy barrier of p1 reaches a value of about 1 eV,
which is high enough to challenge the atoms to overcome.
Therefore, the migration of the vacancies, of course, hardly

FIG. 6. (a) Three possible diffusion pathways of Cu vacancy.
(b) MEP of Cu vacancy from T site to T site (p1), O site to O site
(p2), and O site to T site to O site (p3).

takes place in this route. Compared with the p1 route, Cu
vacancies are considered to diffuse more easily through the p2

route because the highest energy barrier is only about 0.78 eV.
However, the p3 route could be the preferred migration path
for Cu vacancies based on energy aspects. In this way, they
just need to overcome a maximum energy barrier of around
0.58 eV from the first O site to approach the local minimum
of the adjacent T site located at 0.4 eV, and then diffuse to the
next neighboring O site, which is easier than the rest of the
pathways. A similar migration trend can be found in the case
of Ag2S [54].

C. Transport properties: Electron-phonon coupling

There are several approaches to determining the transport
properties using the Boltzmann theory. The use of the constant
relaxation-time approximation (CRTA) is perhaps the most
common and also accessible approach. However, this strat-
egy often works in systems with good electrical conductors,
where the electron energy relaxation time varies very slightly
with electron energy, allowing us to regard it as a constant
[42]. Ascertaining electrical conductivity is more challenging
because relaxation time is a direct factor that largely affects
the accuracy. As a result, using CRTA for determining this
parameter can be a poor approach. Therefore, we should adopt
the EPA approach as the main scattering mechanism for our
system. In addition, due to the mobility nature of Cu atoms
in the compound, strongly scattered phonons can occur to
reduce the phonon mean free path and also omit sectional
lattice vibration modes to lessen the specific heat. Thus, lattice
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FIG. 7. The Eliashberg spectral function α2F (ω) and the total
phonon density of states (phDOS) of Cu2S (figure above) and the
partial phDOS (figure below). The solid orange lines show Bose-
Einstein statistics for three lattice temperatures.

thermal conductivity can be optimally reduced, resulting in an
extremely low κ value of Cu2S [9,55]. Hereinafter, we only
focus on the electronic part of conductivity.

The Eliashberg spectral function α2F (ω) is a combination
of phonon DOS F (ω) and the phonon frequency-dependent
electron-phonon coupling α2(ω). In this way, all allowed scat-
tering processes of electrons with phonons of frequency ω

can be observed, as shown in Fig. 7. Specifically, phonons
obey Bose-Einstein statistics in a thermal state at different
temperatures. Strong couplings of electrons to phonons can be
observed in the ranges of 10–15, 30–35, and 40–45 meV when
compared with phonon DOS. In particular, from 10 to 15 meV,
the magnitude of the Eliashberg function is enhanced due to
the strong coupling that occurs on the Cu side (dominated
by Cu1, Cu2, Cu3, and Cu4). While, the strongest coupling
occurs in the high-frequency range of 30–45 meV, it is mainly
caused by scattering on the S side, where phonon occupation
is getting lower in the thermal state. This can be a consequence
of the energy transferring between electrons and lattice in non
equilibrium states, resulting in transient nonthermal phonon
distributions [56]. Thereafter, the energy dependence of elec-
tron relaxation time is calculated and depicted in Fig. 8. As
can be seen, the τ value shows strong energy dependence and
increases sharply near the band edges. This behavior can be
explained by the relation

τ−1(ε) ∼ g2(ε)ρ(ε), (17)

where τ is inversely proportional to ρ while electron-phonon
matrix element g2 shows a weak carrier energy dependency.
Because of the strong energy dependence, the contribution of
τ can be considered paramount, especially for conductivity
determination. To facilitate comparison, the results from the
CRTA method are also taken into account (here, a τ = τconst =
10 fs [53] is used). Transport parameters are shown in Fig. 9.
Although experimental evidence suggests that the major car-
rier of Cu2S is p type, which agrees with our predictions of
the favored-intrinsic defect kind stated previously, we will

FIG. 8. The electron energy relaxation time τ as a function of
the electron energy ε at different temperature ranges. The light navy
color bar denotes the bandgap area. Fermi level (red dashed line) is
located in the middle of bandgap. Here, τ = 10 fs (green dashed line)
also is used for CRTA method.

analyze both p- and n-type conductive behaviors from a theo-
retical standpoint below.

Looking at the p-type case first, it is clear that the EPA
method estimates the Seebeck coefficients slightly lower than
the CRTA method at all carrier concentrations. For instance,
at n = 1017 cm−3 and T = 320 K, the CRTA and EPA yield
the Seebeck coefficient of 661 and 607 μV K−1. Meanwhile,
these values reach 476 and 410 μV K−1 at n = 1018 cm−3,
respectively. Overall, there are no major differences in trend
and magnitude for both methods. This is understandable be-
cause of the weak dependence of the Seebeck coefficient on
τ , which can be eliminated approximately in some cases due
to the involvement of τ in both numerator and denominator,
as shown in Eq. (10). It should be noted that the Seebeck
coefficients reported in previous experimental works show a
scattering of several hundred μV K−1 (e.g., at 325 K, the dif-
ferent studies also give different values of around 600 μV K−1

[57], 310 μV K−1 [58], and 140 μV K−1 [55]), possibly as
a result of differences in sample fabrication methods. This
leads to the variation in carrier concentration of these samples,
staying around 1017–1018 cm−3. In this case, the EPA gives
an estimate that is closer to the experimental value than the
CRTA. The difference between the two methods only becomes
significant when estimating conductivity.

The τ value is considered a constant in the CRTA ap-
proach, and thus only changes in carrier concentration might
not greatly affect conductivity. As can be seen, σ values
hardly improved as the temperature and doping concentration
increased. In particular, the change in carrier concentrations
at 300 K of 1015, 1016, 1017, and 1018 cm−3 leads to a
corresponding change in conductivity of 0.54, 5.1, 50.6, and
506 Sm−1. That is an improvement of about 10 times in terms
of magnitude. Only when increasing the concentration to
1018–1019 cm−3, σ values in experimental measurements are
reproduced. Meanwhile, the electron-phonon coupling scat-
tering model shows that τ is strongly dependent on energy.
This dependence thus reflects the significant enhancement of
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FIG. 9. Transport parameters of Cu2S acanthite-like phase including Seebeck coefficient (S), electrical conductivity (σ ), and electronic
thermal conductivity (κe) as a function of temperature at different carrier concentrations. The straight lines indicate theoretical estimation by
the EPA method while the dashed lines illustrate results from the CRTA method. Here, data from previous experiment works [55,57,58] is also
included for comparison.

σ with each increase in doping concentration. The σ val-
ues were determined using the EPA approach at the same
doping concentrations as the CRTA method, but the results
were 15.6, 147.7, 1465.8, and 14449.1 Sm−1, respectively.
The difference in the estimated σ values between the EPA
and CRTA approaches under the same conditions is rather
considerable in this case. In other words, the EPA method
can give a reasonable estimation at the same concentration
as the actual measurement [57,58], while the CRTA method
requires increasing the doping concentration by a minimum
of ten times for a similar prediction.

Similar results are also observed in the case of κe. At n =
1018 cm−3 and 300 K, CRTA method for predictive κe value is
0.0028 Wm−1 K−1. The significant difference in magnitude
by the CRTA method only occurred when the doping con-
centration was up to 1019 cm−3 (i.e., 0.0283 Wm−1 K−1).
Meanwhile, κe values of the same concentration as de-
scribed by EPA method were 200 times as large (e.g, 0.065
Wm−1 K−1 at 1018 cm−3 and 0.62 Wm−1 K−1 at 1019 cm−3).
Of course, we can control the τ value in the CRTA method
to best fit the experiment data, but the EPA method plainly
shows an advantage in reasonably predicting τ . Thus, rather
than employing τ as an input constant, it is critical to account
for it in conductivity prediction.

When considering n-type doping, a similar tendency can
be seen. The difference between n-type and p-type doping
in terms of Seebeck value is not significant. Although it is
difficult to produce an n-type conductive sample for Cu2S in
reality, enhancing point defects as interstitial Cu atoms can
help strengthen the n-type carriers. As a result, the conduc-
tivity can theoretically be larger than that of p-type doping.
However, it should be mentioned that in the low-temperature

range, the EPA method tends to overestimate electrical and
thermal conductivity values. This is understandable since
other scattering mechanisms including impurities, defects,
and alloy disorders are ignored in this approximation. There-
fore, the addition of these processes in future work could
improve the prediction in the low-temperature range.

Finally, the relation between energy-dependent relaxation
time and doping concentration is shown in Fig. 10. We de-
fine the effective value of electronic relaxation time as τ̄ =
τcrtaσepa/σcrta, which roughly corresponds to the average of
τepa at different doping concentrations. Note that τ̄ does not

FIG. 10. The electron energy relaxation time τ̄ as a function of
doping concentrations at different temperature ranges for both p-type
(filled color symbols) and n-type cases (unfilled-color symbols).
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depend on τcrta because σcrta ∝ τcrta by definition. Changing
the doping concentration in the system controls the shift of the
chemical potential toward the VB (p type) or CB (n type). At
the same temperature and doping concentration, the relaxation
time values reveal that there is stronger scattering occurring
near the VB, resulting in a lower value of relaxation time
here than near the CB. Furthermore, an increase in the doping
concentration resulted in a decrease in the relaxation time
values at all concentrations, with minor changes at low con-
centrations (1015–1017 cm−3) and larger decreases at higher
concentrations (1018–1019 cm−3). This can be the result of
increased scattering events of high-energy phonons in the
system in the presence of high doping concentrations.

IV. CONCLUSIONS

In summary, we have performed first-principles calcula-
tions incorporating the Boltzmann theory in computing the
electronic properties, intrinsic defect formation, and electron-
phonon scattering model to estimate the transport properties
of Cu2S using an acanthite-like model. This theoretical

structure not only simplifies the calculation but also confirms
the indirect nature of the band gap as observed before in
the experiment. Intrinsic defect formation shows Cu vacancy
formation as the most favored defect based on both bonding
analysis and energy aspects. Finally, the comparison between
the CRTA and the EPA method helps to highlight the suitabil-
ity of the electron-phonon scattering mechanism in predicting
the transport properties of Cu2S. For the main purpose, we
demonstrate that the acanthite-like model is ideally suitable
and can be used for TE material design purposes related to the
low-temperature phase of Cu2S.
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