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Slater-Pauling behavior of interfacial magnetic properties of 3d transition metal alloy/Pt structures

Nam-Hui Kim,1,* Qurat-ul-ain,2 Joonwoo Kim,3 Eunchong Baek,1 June-Seo Kim ,3 Hyeon-Jong Park,4 Hiroshi Kohno ,5

Kyung-Jin Lee,6 Sonny H. Rhim ,2,† Hyun-Woo Lee,7,‡ and Chun-Yeol You 1,§

1Department of Emerging Materials Science, DGIST, Daegu 42988, Korea
2Department of Physics, University of Ulsan, Ulsan 44610, Korea
3Division of Nanotechnology, DGIST, Daegu 42988, South Korea

4KU-KIST Graduate School of Converging Science and Technology, Korea University, Seoul 02841, Korea
5Department of Physics, Nagoya University, Nagoya 464-8602, Japan

6Department of Physics, Korea Advanced Institute of Science and Technology, Daejeon 34141, Korea
7Department of Physics, Pohang University of Science and Technology, Pohang 37673, Korea

(Received 5 July 2021; revised 5 January 2022; accepted 12 January 2022; published 2 February 2022)

Ferromagnet (FM)/heavy metal (HM) bilayers are core structures for current-induced magnetization switching
and chiral magnetic structure generation. Static and dynamic properties of the FM moment depend substantially
on interfacial perpendicular magnetic anisotropy (iPMA) and interfacial Dzyaloshinskii-Moriya interaction
(iDMI). Therefore, it is of crucial importance to control iPMA and iDMI, and to understand their underlying
physics. Here we experimentally show that both iPMA and iDMI exhibit similar Slater-Pauling-like dependence
on the FM variation as the saturation magnetization (MS) does. We measure MS , iPMA, and iDMI of the FM/HM
bilayers with HM fixed to Pt and FM varied from Mn (electron number Z = 25) to Ni (Z = 28), including their
alloys for fractional Z . Our result indicates that the density of states structure important for the Slater-Pauling
dependence is crucial also for iPMA and iDMI. This provides a useful method to engineer chiral magnetic
textures.

DOI: 10.1103/PhysRevB.105.064403

I. INTRODUCTION

Bilayer heterostructures that consist of ferromagnetic (FM)
and heavy metal (HM) layers are core structures of modern
spintronics. For their device applications towards magnetic
memory and logic devices, their interfacial magnetic proper-
ties such as the interfacial Dzyaloshinskii-Moriya interaction
(iDMI) and the interfacial perpendicular magnetic anisotropy
(iPMA) play important roles [1]. The iPMA plays a cen-
tral role in various spintronics devices such as spin transfer
torque magnetic random-access memory (STT MRAM) [2]
and spin-orbit torque memory [3], and the iDMI is an
essential ingredient for static and dynamic properties of topo-
logical magnetic structures such as chiral domain wall and
skyrmions [4]. Because of their large mobility, skyrmions
may be controlled by a small electrical current and the
emerging field of skyrmionics [5] aims to utilize skyrmions
for ultradense memory and logic devices with low power
consumption.

The physical origins of iDMI and iPMA are similar in
the sense that they both arise from the interplay between
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spin-orbit coupling (SOC) and symmetry breaking at the in-
terfaces [6]. Nevertheless there are clear differences as well;
the iPMA is proportional to the square of the SOC strength
[7] whereas the iDMI is linear in the SOC strength [8]. There
are ongoing experimental and theoretical studies [9–13] to
examine a possible correlation between the two and with
other magnetic properties. To understand mechanisms of the
interfacial magnetic properties, it is necessary to identify their
key elements first. In the case of the iPMA, not only SOC
and symmetry breaking, but also Z is important. Bruno [7]
pointed out 30 years ago that the iPMA is proportional to the
orbital moment, which varies with Z . Recent theoretical study
[14] predict that Z is a key element for the iDMI as well. In
particular, first-principles calculation [14] for monolayer 3d
transition metals on 5d metals predicts that the iDMI follows
Hund’s first rule and depends on Z of 3d transition metals just
as like the magnetic moment.

The relation between magnetic moments and Z has been
well understood with the Slater-Pauling (SP) curve for 3d
transition metals and their alloys [15,16]. In this class of
material, the magnetic moments per atom as a function of Z
show a slope of ±μB (Bohr magnetic moment). In the simple
rigid band model [17], the magnetic moments arise from the
density of states (DOS) difference between the spin majority
and minority bands. Hence in situations where one particular
spin state is more than another at the Fermi energy, the SP
behavior can be generic regardless of detailed band struc-
tures. On the other hand, the prediction [14] that the iDMI
exhibits the similar Z dependence as the magnetic moment
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FIG. 1. (a) The schematic of sample structure based on 3d tran-
sition metals and their alloys. Ta(4 nm)/Pt(4 nm) are buffer layers on
the SiO2 substrate and MgO(2 nm)/Ta(2 nm) layers are deposited as
capping layers. The schematic density of states (DOS) are also de-
picted. The saturation magnetization (MS), interfacial perpendicular
magnetic anisotropy (PMA, KS), and interfacial Dzyaloshinskii-
Moriya interaction (iDMI, D) are measured as a function of the
number of electrons, or band filling. (b) The lattice parameters for all
samples are determined by XRD. They clearly indicate the bcc (110)
structure for FeCr, Fe, and CoFe alloys, and fcc (111) structures for
the Co, Ni, and CoNi alloys.

recalls some attention as this implies the Z dependence may
be related to the DOS imbalance.

We prepared a series of samples of 3d transition metals and
their alloys on the Pt underlayer to modulate Z . Remarkably
enough, the MS , the iPMA energy density (KS), and iDMI en-
ergy density (D) all show SP-like behavior with respect to Z:
increasing to their maxima and then decreasing as Z increases.
The similar Z dependence of iPMA and iDMI implies that not
only SOC but also the DOS imbalance of FM layers plays an
important role.

II. EXPERIMENTS

A. 3d transition metal alloy thin films on Pt layers

We prepared the Ta(4 nm)/Pt(4 nm)/FM or FM alloy(t
nm)/MgO(2 nm)/Ta(2 nm) samples on a SiO2 substrate by
usimg a dc and rf magnetron sputtering system with a base
pressure of ∼3 × 10–8 Torr as shown Fig. 1(a). The thickness
of the FM layer is varied from 0.6 to 1.6 nm. Here, it must
be mentioned that we ignored the dead layer contribution,
and all thickness in this paper means nominal thickness. We
estimated the dead layer thicknesses and confirmed that they
are very small and negligible. Based on the pure ferromagnet
materials such as the Fe, Co, and Ni layer, we made FM with
non-magnetic metal (NM) alloys structures, e.g., FexCr1–x,

CoxFe1–x, and CoxNi1–x. For the case of CoxFe1–x, an alloy tar-
get is used with fixed compositions of x = 0.25, 0.5, and 0.75.
On the other hand, FexCr1–x and CoxNi1–x were deposited by
using the cosputter method dependent on deposition power.

The modulation of Z is achieved for the FM layer from 25
(Mn) to 28 (Ni). The compositions and the crystal structures
of the FM alloys were verified by x-ray photoelectron spec-
troscopy (XPS) and x-ray diffraction (XRD), respectively. The
XRD measurements were carried out for all samples using
parallel beam optics with a Cu Kα radiation source with the
scattering angle 2θ ranging from 30 ° to 55 °. Figure 1(b)
shows the obtained lattice parameters for all samples. The
FexCr100–x, Fe and CoxFe100–x alloys show bcc (110) struc-
tures. With change of Co concentration (25% to 75%), they
do not change crystal structure even though Co is expected
to have an fcc (111) phase. Co, Ni, and CoNi alloys have
fcc (111) structure. The FM layers such as Ni, Co, CoxCu1–x,
and CoxNi1–x have fcc (111) structure when Z > 27, while Fe,
FexCr1–x, and CoxFe1–x have bcc (110) structure for Z < 27.
According to the report of Schoen et al. [18], the phase
transition from fcc (111) to bcc (110) occurs at a specific
concentration of 70% in the vicinity of Co.

B. Brillouin light scattering measurement

The physical quantities MS , KS , and D of our main
interest are all determined by the BLS (Brillouin light scat-
tering) technique [19]. In this study, a p-polarized laser with
300 mW of power with a 532 nm wavelength was used at the
interfaces of the magnetic layer and the in-plane k vector is
fixed at kx = 0.0167 nm–1, corresponding to the backscattered
light by thermal excitation with an angle of incidence of 45 °.
From systematic BLS measurement, we obtained spin wave
frequency dependent on the in-plane external magnetic field
variations [11–13]. The typical field dependences of the res-
onance peaks are plotted in Fig. 2(a) for various thickness of
Pt/Co50Fe50 layers (1.0–1.6 nm). From the resonance peaks,
we can extract the effective anisotropy energy Keff by using
the following relation:

f = γ

2π

√
Hex(Hex + Heff ), (1)

where Heff = 2Keff
μ0MS

is the effective anisotropy field, and γ

and μ0 are the gyromagnetic ratio and vacuum permeability
respectively.

Here, we ignore the bulk anisotropy contribution and con-
sider only the interface perpendicular magnetic anisotropy.
There are a small but nonzero contribution of the bulk
anisotropy KV , which causes underestimation of the MS

values, where the BLS measurements gave MS,BLS =√
M2

S − 2KV
μ0

. We confirmed the discrepancies between MS,BLS

and MS,VSM, the saturation magnetization from VSM (vibrat-
ing sample magnetometer) measurement values (not shown
here). The discrepancies are not substantial and the VSM
measurements were carried out for thicker (20–30 nm) sam-
ples, while ultrathin 0.6–1.6 nm films were used for the BLS
experiments. Therefore, the contributions of KV are not signif-
icant in our study. Furthermore we assumed two anisotropies
from two interfaces (Pt/FM and FM/MgO) are the same;
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FIG. 2. (a) Typical spin wave resonance frequencies with fitting
lines as a function of external in-plane magnetic field. (b) Keff tFM vs
tFM plot of Pt/Co50Fe50 layers (tFM = 1.0–1.6 nm). We can obtain MS

and Keff from the slope and the intercept. (c) D is plotted against t−1
FM

with a linear fit. We repeated all measurement procedures for each
composition sample.

we have Keff = 2KS
tFM

− 1
2μ0M2

S ,

KefftFM = 2KS − (
1
2μ0M2

S

)
tFM. (2)

We plotted KefftFM vs tFM in the graph in Fig. 2(b) for
Pt/Co50Fe50 layers. From the linear fitting using Eq. (2), we
can obtain MS and KS for each composition sample from the
slope and intercept, respectively. The iDMI energy density
D is determined from the difference of the Stokes ( fS) and
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FIG. 3. Experimentally determined (a) MS , (b) KS , and (c) D
from the BLS measurements of 0.6–1.6 nm thick FM layers. The MS

and KS values are determined from the thickness-dependent effective
anisotropy measurements. The D values are shown only for 1 nm
thick FM samples. The green and magenta dashed lines are a guide
for the eye.

anti-Stokes ( fAS) resonance peak of � f = | fS − fAS| =
2γ D
πMS

kx, where kx is the propagating spin wave in-plane wave
vector. Here, we used the absolute value of D; however,
the signs of all D in the present study are the same as the
Pt/Co/MgO. Usually, it is negative values, so all our series
have negative D, when the Pt layer served as the bottom
layer. The sign of D values has been deeply discussed in
our previous work [20]. We assumed the same value of γ

for all 3d FM alloys. The results are shown in Fig. 2(c) for
Pt/Co50Fe50/MgO layers, and the linear proportionality to t−1

FM
is consistent with the interface origin of iDMI.

C. Measured MS, KS, and D

The experimentally determined MS , KS , and D values are
plotted as functions of Z in Figs. 3(a)–3(c). Figure 3(a)
shows a typical SP-curve behavior (� shape) of MS peaked
at Z ∼ 26.5; this behavior of the ultrathin film samples (tFM =
0.6–1.6 nm) is very similar to the typical SP-curve behavior of
bulk 3d FM alloys that is well explained by the Z-dependent
band filling with the rigid band model [15–17]. Similar trends
have been confirmed for relatively thicker (t = 2–10 nm) 3d
FM alloys [18,21]. In addition to such ultrathin films, we
carried out FMR (ferromagnetic resonance) experiments to
determine the MS,FMR values for the 20-nm series (see Sec. 1
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FIG. 4. Correlations among experimentally measured MS, KS,
and D. They are somewhat scattered in detail; however, there are
clear overall strong positive correlations. It clearly suggests that the
three physical quantities (MS, KS, and D) have strong correlations in
a wide range of electron numbers; however, the large scattering of
the data implies that the correlation is only valid over a wide range
variations.

of the Supplemental Material [22]). The SP-curve behavior
of MS,FMR for the 20-nm series is depicted in Fig. S2 [22].
The overall behavior of MS,FMR is similar to the SP curve.
However, there are some discrepancies: MS,FMR is slightly
larger than MS from the BLS (MS,BLS) measurement. Since
MS,FMR is obtained with a thick FM layer (20 nm), while
MS,BLS is determined from thin layers (∼1 nm), the small
differences are acceptable. Another interesting point is that
the maximum occurs at a different composition. While the
bulk SP curve is maximal at Fe-rich composition, MS,BLS

takes a maximum at the Co-rich composition. In MS,FMR, the
maximum is found around Co50Fe50, which is close to the bulk
cases.

Figure 3(b) shows KS values as a function of Z , which also
shows a similar trend to the SP curve in MS . The recent exper-
iment by Schoen et al. [18] reported the similar behavior of KS

for ultrathin 3d transition metal binary alloys such as Ni-Co,
Ni-Fe, and Co-Fe, which is attributed to the proportionality of
the anisotropy energy and spin density at the interface.

Figure 3(c) shows D values as a function of Z for the 1
nm thick FM alloy layers. It also shows the SP-like behav-
ior, increasing with Z and showing a maximum at Z ≈ 26.5
(Co50Fe50), then decreasing with the further increase of Z .
Thus D as a function of Z [Fig. 3(c)] exhibits very similar Z
dependence as MS does [Fig. 3(a)]. The peaks are at Z ≈ 26.5
for both D and MS .

A similar feature of three physical quantities (Ms, KS , and
D) on the Z dependence as shown in Figs. 3(a)–3(c) is the
central point of the present study. Such similarity is well pre-
sented in Fig. 4, where MS , KS , and D are plotted altogether.
The strong positive correlations among the three quantities are
clearly seen. Here, however, it must be emphasized that the

correlation is only valid over a wide range variations. There
are many exceptional cases in the KS and D values within
the small variations because the KS and D values depend on
the fine structure of their bands and details of the interface
hybridizations. However, at a large-scale variation of Z , the
above-mentioned positive correlation emerges.

III. THEORETICAL CALCULATIONS

A. Rashba model calculation of D

In order to support the experimental results, we carried
out theoretical model calculations in the framework of a two-
dimensional (2D) tight-binding Hamiltonian with a Rashba
interface. First of all, D and KS require SOC, symmetry
breaking, and exchange coupling as their core ingredients. As
a simple toy model that captures all three core ingredients,
we adopt a two-dimensional (2D) Rashba model [23]. MS

is calculated by a simple sum of the spin expectation value
of the occupied states, and KS of the model can be obtained
from the total energy difference between perpendicular and
in-plane magnetizations. Furthermore D can be calculated by
considering position-dependent magnetization directions. By
assuming the spatial variation is weak and treating it perturba-
tively, we have calculated D as a function of the band filling.
The model consists of the majority and minority bands. The
top and bottom of the majority band are shifted from those of
the minority band, similar to the band diagram in Fig. 1(a).
We calculate the iDMI part of the free energy F for the 2D
Hamiltonian [22], Here, D is treated as a single constant as a
first approximation. In general, D is tensor whose magnitude
is proportional to SOC strength and the spatial derivative of
magnetization [24,25],

H = εk + αR(p × ẑ) · σ + Jsd m · σ, (3)

where εk is the kinetic energy, αR is the Rashba constant, p is
given by Eq. (11) below, ẑ is the unit vector along the inversion
symmetry breaking axis, σ is the vector of the Pauli matrices,
Jsd is the sd exchange strength, and m is the unit vector along
the magnetization. To see the effects of DMI on magnons (cf.
Refs. [24,25] for free energy), we consider a small variation
δm from uniform magnetization m. Using the perturbation
theory, one obtains

F = 1

4
αRJ2

sd

∫
d2x

∑
i=x,y

∑
α=x,y

Cα
i (δm × ∂iδm)α, (4)

The coefficients of the iDMI are given by

Cα
i =

∑
j=x,y

εα jAi j + εαiBi (α, i = x, y), (5)

with

Ai j = 1

V

∑
k

v0
i

h̄p j (k j )

�2
k

[
δ(μ − E+

k ) + δ(μ − E−
k )

+ �(μ − E+
k ) − �(μ − E−

k )

�k

]
, (6)

Bi = 1

V

∑
k

p′ (ki )

�k
[δ(μ − E+

k ) − δ(μ − E−
k )]. (7)
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calculated for the 2D Rashba model.

where εxy = −εyx = 1, εxx = εyy = 0, V (=A0tF ) is the vol-
ume of the system, A0 (tF ) is the area (thickness) of the
system, δ(x) is the Dirac delta function, �(x) is the Heaviside
step function where �(x > 0) = 1 and �(x < 0) = 0, μ is the
chemical potential, and

E±
k = εk ± �k, (8)

�k =
√

(Jsd mx + αR py)2 + (Jsd my − αR px )2 + (Jsd mz )2.

(9)

We assume a square lattice,

εk = −2t[cos (kxa) + cos (kya)], v0
i = 2at

h̄
sin (kia), (10)

pi(ki ) = sin (kia)/a, p′
i(ki ) = cos (kia), (11)

where t is the hopping parameter, and a is the lattice constant.
In Fig. 5(a), we calculate the magnetization M as a function

of the band filling. Here, M is defined by

M ≡ nup − ndn

nmax
, (12)

where nup(dn) is the majority (minority) spin density for a given
band filling, and nmax is the electron density for the maximum
band filling. Thus, M is the normalized difference between
majority and minority spin densities which is the definition of

magnetization in 2D Rashba ferromagnetic system. The result
shows that the magnetization follows the SP-curve behavior
and our 2D Rashba tight-binding model successfully mimics
the 3d transition metal ferromagnet.

We plotted MCA (magnetocrystalline anisotropy) energy
in Fig. 5(b), which can be obtained in the same framework
[22]. Note that KS vanishes for the zero band filling (both
majority and minority bands are empty) and 1 (both bands are
completely filled), and takes a maximum at an intermediate
filling. This is natural since the exchange coupling shifts the
majority and the minority bands in opposite directions, and
thus the net effect on the total energy becomes zero when
the majority and minority bands are either both empty or
both fully filled. Thus, the band filling dependence of KS is
qualitatively similar to the SP curve although the feature of
the negative KS for small and almost full band filling does not
have counterparts in our experimental result.

In Fig. 5(c), we show the iDMI energy Dcalc =
(1/4)αRJ2

sd (Axx + Bx ) as a function of the band filling. For
numerical computation, we choose the lattice constant a =
0.3 nm, the area of the system A = L × L where L = 60 nm,
the sd exchange strength Jsd = 1.0 eV, the Rashba parameter
αR = 0.5 eV Å, and the hopping parameter t = 0.4233 eV.
We align the unit vector m to +ẑ which is the direction of
magnetization.

In contrast to MS and KS , D does not vanish at the band
edges. This is due to the special feature of two-dimensional
systems. Interestingly, D also exhibits a sign change at small
band filling and close to full filling, which we attribute to the
crossover into the parabolic dispersion regime. Although the
model clearly has limitations quantitatively, we expect that,
at the qualitative level, it is worth noting that this simple
toy model reproduces the SP-like increase and decrease as a
function of the band filling for MS , KS , and D.

B. First-principles calculations of KS by virtual
crystal approximation

For more quantitative analysis, the first-principles cal-
culations are carried out using the full-potential linearized
augmented plane wave (FLAPW) [26,27] method as imple-
mented in FLEUR [28]. Alloys are treated using the virtual
crystal approximation (VCA), where the number of valence
electrons of alloys is weighted by the composition. Six atomic
layers (hexalayer, corresponding to ∼0.9 nm thickness) of
3d ferromagnetic alloys on top of Pt (111) is considered,
which is mainly discussed. For comparison, monolayer 3d
FM alloys are also double checked, where MS decreases
monotonically with increasing Z in the range 26 (Fe) < Z <

28 (Ni). Total magnetic moment, MS , is shown in Fig. S3(a)
[22] for the hexalayer case, which includes the induced mo-
ment of the Pt atom by the proximity effect. The �-shaped
SP-like behavior is well reproduced with a peak at Z ≈
26.5, in reasonable agreement with our experimental results
[Fig. 3(a)].

KS for a 3d FM alloy hexalayer is also calculated (Fig.
S3(c) [22]); KS also exhibits the �-shaped SP feature
with maximum at Z = 26.30, which agrees with experiment
[Fig. 3(b)]. The � shape in the range of 26.75 < Z < 27.5
is not as smooth as MS . However, the overall feature of
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the � shape is well retained. As in the case of MS , KS by
other calculations has different peak position. See Sec. 2 of
the Supplemental Material for more details [22]; see, also,
Refs. [7,14,26–37] therein.

C. Spin mixing conductance with surface Green’s
function method

In contrast to our experiment focusing on the band filling
dependence of 3d FM, Ma et al. [38,39] examined the band
filling effect of 5d HM in 3d FM/5d HM bilayers. They found
that the 5d band filling affects the iDMI considerably. They
also found a correlation between the iDMI and the spin mixing
conductance (SMC), which is another important interfacial
property that describes the spin transport through the inter-
faces. Zhu et al. [40] reported the linear relationship between
KS and D, and SMC scales approximately as the square of KS

at the Pt/FM interfaces.
In order to check the correlations between the iDMI and

SMC [38–40], we examine the possible variation of the SMC
with the band filling through a simple model calculation
without realistic details. For this purpose, we employ a
tight-binding Hamiltonian with the additional Rashba term
at the interface between the FM and HM layers [41]. With
the surface Green’s function method, the SMC is calculated
as a function of the band shift of the whole 3d bands relative
to the 5d band (see Sec. 3 and Fig. S7 of the Supplemental
Material [22] and Refs. [42–45] therein). Here, the band
shift is equivalent to the band filling. As seen, SMC shares
a similar trend with the SP curve. Since the SMC is defined
in terms of the spin-dependent reflection and transmission
matrices, the difference in the DOS of majority and minority
bands at the Fermi level is important. Therefore, it should be
of the SP-curve shape. It is easily understandable with the role
of the relative band position of the Pt layer in the conductivity
calculations as shown in Fig. S6 [22], in which schematics
of the DOS of 3d transition metals (Fe, Co, and Ni) and Pt
are depicted.

IV. CONCLUSION

In summary, we measured the three important interfacial
magnetic properties MS , KS , and D, for 3d transition metal
alloy ultra-thin layers on Pt heavy metal layer. By alloying
3d metals, we varied the number of electrons of FM layer
over a wide range (Z = 25–28), and found that these three
quantities exhibit the SP-curve like behavior. Although MS

is known as a bulk properties whereas KS and D by purely
interface properties, they showed strong positive correlations.
We explained the SP-like behavior with a band filling model
not only for MS , but also for KS and D. We conclude that MS ,
KS , and D in FM/HM bilayers are closely correlated over a
wide range of electrons number variations.
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