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Helical conducting edge states in narrow-gap semiconductors without band inversion
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Band inversion accompanied by the emergence of gapless and helical edge states at the boundary is a hallmark
of 2D topological insulators. However, a recent experiment reports the existence of edge states before band
inversion in InAs/GaSb quantum wells [F. Nichele et al., New J. Phys. 18, 083005 (2016)]. The underlying
physics remains an open problem. Here we provide a possible solution by showing that helical edge states emerge
before band inversion as long as the bulk gap falls below a positive threshold determined by the particle-hole
asymmetry and interband coupling. In the presence of quantum confinement or local electrostatic potential near
the boundary, these edge states may enter the gap of bulk states and be detected as edge conductance in transport
measurements. Our work reveals the possible existence of the helical conducting edge states in a large class of
narrow-gap semiconductors.
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Introduction. Topological insulators (TIs) are new states
of quantum matter caused by the inversion of the energy
bands [1–13]. Ever since the discovery of two-dimensional
TIs, the existence of gapless edge states and the resulting
quantized edge conductance have been widely used as a fin-
gerprint for their experimental detection. Two paradigmatic
examples are the theoretical prediction [5,8] and experimental
verification [6,9] of HgTe and InAs/GaSb quantum wells as
two-dimensional TIs. However, recent experiments show that
the edge states appear before the band inversion in InAs/GaSb
quantum wells and even survive under a perpendicular mag-
netic field [14]. The physics underlying this controversy
remains a challenge [14–28] .

In this work we demonstrate theoretically that helical
edge states emerge before band inversion once the bulk gap
drops below a positive threshold determined by the degree
of particle-hole asymmetry and the strength of the interband
coupling. Based on the k · p theory [29], we derive analytical
criterion for the existence of these nontopological edge states
in the normal insulator (NI) phase and construct a full phase
diagram showing that the nontopological edge states in the
NI phase evolve smoothly across the phase boundary into the
topological edge states in the TI phase. This finding identi-
fies the particle-hole asymmetry and the interband coupling
as crucial ingredients giving rise to conducting helical edge
states without band inversion and reveals the possible exis-
tence of the helical conducting edge states in a large class of
narrow-gap semiconductors. Moreover, these nontopological
edge states may be driven into the gap of the bulk states
by either quantum confinement effect or local electrostatic
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potential near the edges (either due to unintended potential
fluctuation or by utilizing the side-gate technique [30–33])
and become detectable by transport measurements [6,9,34–
38]. Since unintended potential fluctuation is ubiquitous in
electrically gated samples, our work also provides a possible
solution to the puzzling observation of edge-state conductance
in the NI phase of InAs/GaSb quantum wells [14,16].

Helical edge states in NI phase. The four-band Bernevig-
Hughes-Zhang (BHZ) model [5] captures the crucial features
of the low-energy physics of narrow-gap semiconductors (see
Appendix for comparison with the eight-band Kane model).
For 2D semiconductors lying in the xy plane, the BHZ Hamil-
tonian consists of a 2 × 2 spin-up block under the basis
|E ,↑〉, |HH,↑〉 and a 2 × 2 spin-down block under the ba-
sis |E ,↓〉 = T |E ,↑〉 and |HH,↓〉 = T |HH,↑〉 connected by
time reversal T . The energy spectrum and eigenstates of the
spin-down block are obtained from those of the spin-up block
by time reversal, so we only consider the spin-up block:

H =
[

M + B+
(
k̂2

x + k̂2
y

)
A(k̂x + ik̂y)

A(k̂x − ik̂y) −M − B−
(
k̂2

x + k̂2
y

)
]
, (1)

where k̂ ≡ −i∇ is the momentum operator and B± ≡ B ± D.
Here the sign of B and D are opposite to the conventional
choice [2], so that MB > 0 corresponds to the NI phase and
MB < 0 corresponds to the TI phase. When D = 0, the BHZ
Hamiltonian Eq. (1) has particle-hole symmetry (also known
as charge conjugation symmetry) CHC−1 = −H , where C ≡
T C is antiunitary and C = |E〉〈HH | + H.c. is unitary. Previ-
ous studies on the edge states in the BHZ model [2] focused on
some special regimes of the parameters and found edge states
in the TI phase only [10,11]. Here we are going to develop
an analytical description for edge states over the full range of
parameters.
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FIG. 1. Helical edge states in the normal insulator (NI) phase of
the BHZ model on a half-space y > 0 of the xy plane. (a) Sketch of
the helical edge states with spin-velocity locking. (b) Phase diagram
in the m − ζ plane for the appearance of edge states. The dimension-
less variable m ≡ 4MB/A2 measures the ratio between the bulk gap
2M and the interband coupling, while ζ ≡ D/B or cζ ≡ ζ/

√
1 − ζ 2

quantifies the degree of particle-hole asymmetry. (c) Momentum
window in the m − kx plane for the appearance of spin-up edge states.
Its mirror reflection about kx = 0 gives the momentum window for
the spin-down edge states. Here Q ≡ (kx/k0 − cζ )2 and we take
cζ = 2.

As shown in Fig. 1(a), we consider spin-up electrons
moving inside a semi-infinite plane y � 0 and take the trial
wave function ψ (x, y) = eikxxψ (y), where kx ∈ R. To solve
the Schrödinger equation Hψ (y) = Eψ (y) along the y axis
subjected to the hard-wall boundary condition at y = 0, we
use the standard mode-matching method. The key steps are
as follows (see the Supplemental Material for more details
[39]). The first step is to find the general solutions without
any boundary conditions. Given the energy E , using the trial
wave function ψ (y) = [α, β]T e−κy, the secular equation gives
four solutions for κ , as denoted by κ± and −κ±. For a certain
range of the parameters and certain range of the energy E ,
the solutions have nonzero real parts. We are interested in
this regime, since it corresponds to the existence of edge
states localized near the boundary y = 0. In this case we
choose κ± to have positive real parts. Among the four so-
lutions, only the two wave functions [as denoted by ψ±(y)]
associated with the solutions κ± are physical, i.e., finite at
y → +∞. The general solution is their linear combination:
ψ (y) = c+ψ+(y) + c−ψ−(y). Imposing the hard-wall bound-
ary condition ψ (y = 0) = 0 determines the allowed energy

E (kx ) = −ζM − 2B
√

1 − ζ 2k0kx (2)

and the wave function ψ (y) ∝ e−κ+y − e−κ−y characterized by
the decay exponents

κ± = k0

√
c2
ζ + 1 ± k0

√
Q + m + 1, (3)

where k0 ≡ |A|/(2|B|), ζ ≡ D/B, or cζ ≡ ζ/
√

1 − ζ 2 quan-
tifies the degree of particle-hole asymmetry, Q ≡ (kx/k0 −
cζ )2, and the dimensionless ratio m ≡ 4MB/A2 between the

TABLE I. Threshold bulk gap for the appearance of edge states
in typical semiconductor quantum wells: CdTe/HgTe/CdTe,
CdTe/InSb/CdTe, AlSb/InAs/AlSb, AlSb/GaSb/AlSb,
AlAs/GaAs/AlAs, InP/In0.53Ga0.47As/InP. (See the online
Supplemental Materials for details about the calculation [39].
The bulk eight-band Kane Hamiltonian and corresponding
parameters and the Löwdin perturbation theory are demonstrated in
[39]; see, also, Refs. [5,11,40–45] therein.)

Quantum well HgTe InSb InAs GaSb GaAs InGaAs

Threshold gap (meV) 121.8 45.8 208.8 163.5 160.5 192.9

bulk gap 2M and the interband coupling separates the NI
phase m > 0 and the TI phase m < 0.

Since edge states require Re(κ±) > 0 or equivalently c2
ζ +

1 > 0 and c2
ζ > m + Q, the condition for the emergence of

edge states is [see Fig. 1(b)]

m < c2
ζ (for ζ 2 < 1). (4)

Under this condition, edge states emerge inside a momentum
window centered at cζ [see Fig. 1(c)]:∣∣∣∣kx

k0
− cζ

∣∣∣∣ <

√
c2
ζ − m. (5)

This identifies the interband coupling A and the particle-hole
asymmetry ζ or cζ , in addition to the bulk gap 2M, as cru-
cial ingredients giving rise to edge states. The seminal work
by König et al. [11] considered the particle-hole symmetric
regime ζ = cζ = 0, so they found edge states in the TI phase
only. By contrast, our work reveals that when the particle-hole
symmetry is broken, edge states also emerge in the highest
valence band (for ζ > 0) or the lowest conduction band (for
ζ < 0) of the NI phase [see Fig. 1(b)]. When −1 < m < 0,
all edge states exhibit biexponential decay ψ (y) ∝ e−κ+y −
e−κ−y; when m < −1, those edge states lying in the narrower
momentum window |kx/k0 − cζ | <

√−1 − m exhibit expo-
nential decay ψ (y) ∝ e−y Re(κ+ ). In other words, the NI phase
supports biexponential edge states, while the TI phase sup-
ports both biexponential and exponential edge states. Since
the vast majority of realistic semiconductor systems have no
particle-hole symmetry, edge states are expected in these sys-
tems as long as the bulk gap 2M is made sufficiently small.
In Table I we list the threshold bulk gap for the appearance of
edge states in typical semiconductor quantum wells [11,46–
56] .

Without loss of generality, we consider a 200-nm-wide
quantum spin Hall bar (QSHB) made from HgTe quantum
well [see Fig. 2(a)] and calculate its energy spectrum by ex-
act numerical diagonalization using the parameters A = 365
meV nm, B = 686 meV nm2, and D = 512 meV nm2 from
Ref. [11], and M = +40 meV, corresponding to the NI phase
with broken particle-hole symmetry ζ ≈ 0.75 and cζ ≈ 1.1.
Since the QSHB is wide, our analytical results can well de-
scribe the edge states at the lower boundary of the QSHB,
while kx → −kx describes the edge states at the upper bound-
ary. Since the particle-hole asymmetry ζ ≈ 0.75 is positive,
our analytical results predict that the lower (upper) bound-
ary of the QSHB supports edge states inside the momentum
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FIG. 2. (a) Sketch of the helical edge states in the NI phase of the
QSHB structure. (b) Momentum windows for the appearance of spin-
up edge states in the lower (red line) and upper (green line) edges of
the QSHB, with cζ = 2. (c, d) Energy spectra for a 200-nm-wide
QSHB in the NI phase M = 40 meV with D = 512 meV nm2 [for
(c)] or D = −512 meV nm2 [for (d)]: gray lines for exact numerical
results for all the energy bands, thick red (green) line segments for
our analytical results for the momentum window and energy disper-
sion of edge states at the lower (upper) boundary of the QSHB. The
insets show the electron density distribution for typical edge states.
(e) [(f)] is the same as (c) [(d)] except that M = −40 meV.

window Eq. (5) [Eq. (5) with kx → −kx] of the highest
valence band. This is confirmed by Fig. 2(c): inside these
momentum windows, the numerically calculated energy dis-
persion of the highest valence band agree well with the
analytical edge-state dispersion Eq. (2), and the corresponding
electron density distributions [see the inset of Fig. 2(c)] indeed
localize at the boundary of the QSHB. The detailed transition
from bulk states (localized near the center of the QSHB) to
edge states (localized at the boundary) when kx enters the
edge-state window and the transition from edge states back
to bulk states once kx goes out of the edge-state window can
be found in the Supplemental Material [39]. When the sign of
D is reversed, ζ also changes sign, then the edge states go to
the lowest conduction band [see Fig. 2(d)], in agreement with
our analytical results.

The analytical expressions Eqs. (2)–(5) not only predict
the emergence of edge states in the NI phase but also offer
another perspective to understand the origin of the topolog-
ical edge states in the TI phase. Suppose we start from a
wide-gap NI phase and continuously decrease the ratio m
between the bulk gap 2M and the interband coupling, keep-
ing other parameters fixed. As shown in Fig. 2(b), when m
drops below c2

ζ , the lower (upper) boundary of the QSHB

begins to support edge states inside the momentum window
Eq. (5) [Eq. (5) with kx → −kx], whose width increases with
the successive decrease of m. When m decreases to zero, the
bulk gap closes and the edge-state momentum windows for
the upper and lower boundaries touch each other at kx = 0.
When m drops below zero, the bulk gap reopens, the edge-
state momentum windows for the two boundaries overlaps,
and the edge states in the overlapping region enter the bulk
gap. Interestingly, when m goes across zero, the edge states
change smoothly according to Eqs. (2)–(5), although the sys-
tem undergoes a sudden topological phase transition from the
NI phase to the TI phase. In other words, the nontopological
edge states in the NI phase and the topological edge states in
the TI phase share the same physical origin and hence have
many similarities. For example, when spin-down edge states
are included by applying time reversal kx → −kx to Eqs. (2)–
(5), the edge states in both the NI phase and the TI phase
exhibit the same linear dispersion Eq. (2), spatial localization
near the boundary of the QSHB, and helicity or spin-velocity
locking. The helicity protects an edge state localized at one
boundary of the QSHB from backscattering by nonmagnetic
impurities to counterpropagating edge states localized at the
same boundary. The spatial localization protects the edge
states at one boundary from backscattering to counterprop-
agating edge states at the opposite boundary. The spatial
separation of the edge states from the bulk states further
reduces their scattering into the bulk states.

There does exist a key distinction between the edge states
in the NI phase and those in the TI phase. The latter lie
inside the gap of the bulk states and hence can be detected
in transport measurements—the fingerprint of the TI phase.
By contrast, the former usually lie outside the gap of the bulk
states and overlap with the bulk states in the energy spectrum
[e.g., see Figs. 2(c) and 2(d)]. This complicates their detection
by transport measurements. Fortunately, two physical effects
can separate the edge states from the bulk states in the en-
ergy spectrum and hence make the edge states detectable by
transport measurements: (i) the quantum confinement effect
by the finite width of the QSHB, to which the bulk states are
sensitive but the edge states are not, and (ii) the presence of
local electrostatic potential near the edge of the QSHB, to
which the edge states are sensitive but the bulk states are not.

Nontopological edge states in the gap of bulk states. To
capture the key physics of the local potential, which may
arise either unintentionally in electrically gated samples or
intentionally by using the side-gate technique [30–33], we
consider a spatially dependent potential, which assumes a
constant value VU within 4 nm to the upper edge of the
QSHB and a constant value VL within 4 nm to the lower
edge, and zero elsewhere, as shown in Fig. 3(a). To capture
the quantum confinement effect, we consider a 200-nm-wide
QSHB and calculate the energy spectrum by exact numeri-
cal diagonalization. In Fig. 3 we only show the spectrum of
the spin-up states (that of the spin-down states is obtained
by kx → −kx) in the NI phase. As shown in Fig. 3(a), in
the absence of any local potential, the edge states are al-
ready separated from the bulk states by ∼4 meV due to the
quantum confinement effect. Intuitively, applying a positive
(negative) local potential at one boundary of the QSHB is
expected to shift the edge states at this boundary upwards
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FIG. 3. The top panel sketches the side-gate setup capable of
separating the nontopological edge states and the bulk states of the
QSHB. The 200-nm-wide QSHB is embedded by two 4-nm-wide
side gates. Each side gate produces a potential that is uniform un-
derneath but zero elsewhere. The middle gate is grounded. Panels
(a)–(d) show the spin-up energy spectra of the QSHB in the NI
phase for different side-gate potentials: VU = VL = 0 for (a), VU =
VL = −80 meV for (b), VU = −VL = 80 meV for (c), and VU = VL =
80 meV for (d). The gray lines are bulk states, and the green (red)
lines are edge states at the lower (upper) boundary of the QSHB.
The gap parameter M = 2 meV and other parameters are the same as
Fig. 1, corresponding to m ≈ 0.04. Since ζ > 0, edge states appear
in the highest valence band.

(downwards) but leaves other states largely intact. This ex-
pectation is confirmed by Figs. 3(b)–3(d). In Fig. 3(b), the
negative local potential on both edges shifts all the edge
states downwards. In Fig. 3(c), the positive local potential
on the upper edge shifts the edge states at this edge upwards
into the gap of the bulk states (and even makes the system
gapless), and the negative local potential on the lower edge
shifts the edge states at this edge downwards. In Fig. 3(d),
the positive local potential on both edges shifts all edge states

upwards into the gap of the bulk states, making the system
gapless.

Once the nontopological edge states are separated from
the bulk states, they become detectable by transport measure-
ments when the Fermi level lies inside the gap of the bulk
states. In particular, in the presence of positive local potential
near both edges of the QSHB, i.e., Fig. 3(c), the Fermi level
EF > 0 has four intersections with the spin-up nontopological
edge states, with two counterpropagating ones at each edge.
Since the spectrum of the spin-down states is obtained from
that of the spin-up states by kx → −kx, the Fermi level also
has four intersections with the spin-down nontopological edge
states, with two counterpropagating ones at each edge. In
other words, there are two spin-degenerate edge conductance
channels inside the gap of the bulk states. Since the two coun-
terpropagating spin-up (spin-down) edge states at the same
edge can be scattered into each other by nonmagnetic disor-
der, the edge conductance is no longer quantized. In the NI
phase of InAs/GaSb quantum wells, we obtain qualitatively
the same behaviors (see the Supplemental Materials [39]).
Therefore these nontopological edge states may offer a pos-
sible explanation for the puzzling experimental observation of
two spin-degenerate, nonquantized conducting edge channels
in the NI phase of InAs/GaSb quantum wells [14].

Conclusion. The topological insulator (TI) phase is a novel
quantum state of the matter, featured by an insulator bulk and
gapless edge modes at the boundary. For many years inversion
of the bulk gap accompanied by the emergence of gapless
and helical edge states at the boundary has been taken as a
Hallmark of the 2D TI phase. Here we provide a “counterex-
ample” by showing that the helical edge states emerge before
band inversion as long as the bulk gap drops below a positive
threshold determined by the degree of particle-hole asymme-
try and the strength of the interband coupling. Since the k · p
model describes a family of narrow-gap semiconductors with
a strong interband coupling and the particle-hole asymmetry
is ubiquitous in realistic materials, our work identifies a large
class of narrow-gap semiconductor systems as platforms for
edge-state physics. In the presence of a quantum confinement
effect or local potentials near the edges of the sample, these
nontopological edge states may be driven into the gap of
the bulk states and be detected in transport measurements.
This offers a possible solution to the puzzling experimental
observation of conducting edge channels in the NI phase of
InAs/GaSb quantum wells.
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